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a b s t r a c t

Three different approaches for 3-way analyses, namely, Procrustes rotation, parallel factor analysis
(PARAFAC) and matrix-augmented principal component analysis (MA-PCA), have been used to compare
six different oil spillages made under controlled conditions (one of them corresponding to the heavy oil
released after the sunk of the Prestige tanker off the Galician coast–NW Spain on November 2002). Each
spillage was monitored during three and a half months by attenuated total reflectance (ATR) mid-IR spec-
troscopy. Ten characteristic band ratios were defined. Results showed that the three 3-way chemometric
eywords:
il spillage
restige fuel oil
TR-mid-IR
rocrustes rotation
atrix-augmented principal component

techniques lead to essentially the same conclusions, where from it was concluded that the most relevant
pattern defining the oil weathering was related to ‘total aromaticity’, i.e., the total number of C C bonds in
the molecules which form the products. In addition, weathering of the samples got clearly characterized
by a steady evolution on the scores (sample weights), with a clear increase after 11–14 days. Differentia-
tion of the products (slices of the data cube) was also possible due to their intrinsic characteristics as, in
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. Introduction

Hydrocarbon discharges and spillages to the oceans are world-
ide and ubiquitous albeit not always well perceived by most

itizens. Nevertheless, huge spillages from shipwrecks like those of
he Erika (S. France, 1999) and Prestige (NW Spain, November 2002)
uel tankers, releasing ca. 75,000 tons in total of heavy and long-
ersistant fuel oils, mobilised tenths of thousands of volunteers
o help the affected coastal environments and, of most impor-
ance, to push politicians to put new rules into force. Interestingly,
nly around 45.5% of the overall (approximately) 5,648,000 tons of
ydrocarbons released annualy to the marine environment orig-

nate in big ship wrecks, being the remaining 54.5% related to
ndustrial activities, urban run-off and diffuse airborne hydrocar-
on sources [1,2].

It is therefore important to develop strategies to identify the fate
f the hydrocarbons into the aquatic environment. This involves
wo main critical objectives, namely, to identify the source of the

il lumps (i.e. the type of hydrocarbon and, hopefully, its origin)
nd to predict how the hydrocarbons would evolve [3].

Intimately intertwined to environmental monitoring is the data
reatment issue. After the last two major European pollution events

∗ Corresponding author. Fax: +34 981 167065.
E-mail address: andrade@udc.es (J.M. Andrade).
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to the lightest ones.
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Erika and Prestige carriers) many administration agencies set mon-
toring programs with sampling seasons extended over time. This
aises two interesting issues on, first, how to treat such data and,
econd, whether different products can be differentiated once they
uffered natural weathering. Today powerful chemometric tools
re available to handle these so-called N-way data sets, many of
hem extensively described and exemplified in the classical text
rom Smilde et al. [4].

These methods, despite being conceptually complex, represent
potential solution to many environmental studies carried out

owadays and are steadily applied in practical situations. Here,
e do not aim to make a broad review but several studies can
e mentioned just to show how different environmental prob-

ems were addressed. PARAFAC (parallel factor analysis), MA-PCA
matrix-augmented PCA) and factor analysis were used to elucidate
ollution patterns in rivers with different anthropogenic inputs [5];
esidues of oil spills in soils were differentiated by PARAFAC [3]; pol-
ution sources on the lagoon of Venice were searched for [6]; and
hanges on water physico-chemical parameters organized in 4-way
ata sets were studied by PARAFAC and Tucker 3 [7]. Two recent
tudies reported PARAFAC studies made on spilled oils. One consid-

red 17 diesel oil samples weathered during only 15 days and where
rom 3 samples were withdrawn with the aim of studying whether
C–MS data could classify the diesel oils [8]. This study reported
lso an strategy to select relevant variables to classify the sam-
les. The other, analyzed a set of groundwater samples taken in the
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ubsurface of a petroleum refinery to identify main elution profiles
gel permeating chromatography) and their relevant, dominant
pectra (UV–vis detection) [3].

Regarding the analytical techniques to monitor hydrocarbon
eathering, a wealth of possibilities exist. Nevertheless, two quite
ifferent techniques outstand: chromatography and IR spectrome-
ry, each with its pros and cons. The most critical advantages of IR
pectrometry are speedness and user-friendship, and availability of
ortable field devices. On the contrary, particularly relevant species
e.g. cancerigenous or mutagenic hydrocarbon compounds) cannot
e monitored easily. Nevertheless, IR yields an overall weathering
icture that accounts for the general evolution of the spillages and,
any times, this is enough for decision-making and preliminary

cientific studies.
A set of IR band ratios (indexes) were applied to classify road

aving bitumens and to evaluate reservoirs continuities and geo-
hemical evolution of oils from individual reservoirs [9,10]. The
avenumbers yielding the quotients were intended to visualize as

emarkably as possible how samples evolved on time. Briefly, they
ere: carbonyl index (A1700/Atot), sulphoxide index (A1030/Atot),

romaticity index (as a measure of the total amount of C C bonds,
1600/Atot), aliphatic index (A1450 + 1376/Atot), aromatic condensation

ndex (A864 + 814 + 743/Atot), branched chains index (A1376/A1450 + 1376),
ong chains index (A724/A1450 + 1376), substitution 1 (as a measure
f the number of isolated CH groups in multisubstituted rings,
864/A864 + 814 + 743), substitution 2 (as a measure of the number of
or 3 adjacent CH groups in substituted rings, a good indication

f three-substituted aromatic rings, A814/A864 + 814 + 743), and sub-
titution 3 (as a measure of the number of 3 or 4 adjacent CH
roups in substituted rings, a good indication of di- and mono-
ubstituted rings, A743/A864 + 814 + 743). These indexes have been used
n a previous paper [11] to monitor the weathering process of sev-
ral commercial crude oils and fuels and to compare them to a set of
amples taken on Galician beaches. There, one of the major difficul-
ies was to organize and coordinate the many different conclusions
rawn from each univariate study.

Therefore, the aim of the present paper is to determine whether
-way data analysis techniques can aid in the simultaneous study of
set of different spilled hydrocarbons and derive final conclusions

hat summarize the main findings and put forward common (dif-
erent) weathering patterns. Major differences with other previous
elated studies are that a set of typical petroleum-related hydro-
arbons is weathered simultaneously under controlled spilled
onditions and monitored up to almost 4 months, and that three
-way techniques are employed to draw conclusions.

. Background

.1. 3-way Procrustes rotation

The so-called Procrustes rotation (PR) uses singular value
ecomposition (svd) to decompose a matrix into its principal com-
onents, briefly, X(nxp) = A(nxk) × B(kxk) × L′(kxp) + E(nxp), where the
cores matrix is S = A×B. Since PR has not been applied as widely
s PARAFAC or MA-PCA, some basic fundamentals are given just
o show how two subspaces can be compared. As for the other
echniques summarized here, only conceptual details are given.
nterested readers are encouraged to consult more specialized
orks (e.g., [12–14]).
PR aims to compare two or more spaces where the same vari-
bles are measured. For convenience, principal components scores
ubspaces are compared in order to (i) avoid unstructured and
andom variation that may hide the general patterns, (ii) reduce
ata dimensionality and (iii) because the main patterns within the

2

w

77 (2008) 863–869

atasets can be compared directly. Only the most important PCs
ave to be employed in a PR comparison and their number can be
etermined by several statistical tests (e.g., [15–17]). An important
dvantage over PARAFAC and MA-PCA (explained below) is that
rocrustes rotation do not require the same number of samples on
ach subspace to be compared. This is important because it is not
ncommon that a sample is missed in some sampling campaign
long an environmental study extended on time.

Having determined the number of significant PCs for each sam-
ling campaign (without lack of generality, they should be the
ame), say k, the k-reduced scores matrices representing each
ampaign can be compared by Procrustes rotation. To explain
he technique, let us say that one of the data sets, X, is fixed
nd therefore, we want to ‘move’ the other data set, Y, to match
. Geometrically this is done by translating, rotating, and then
tretching/shrinking it such that the sum of squared distances, M2,
etween the elements of Y and the corresponding elements of X is
inimized. The smaller the value of M2 the more similar are the

wo configurations. A perfect match gives M2 of zero. The first step,
ranslation, is obtained by mean-centering X and Y. For rotation
nd stretching, a singular value decomposition has to be done for
he product XTY, which yields UDVT. Rotation is then performed
ith the matrix product VUT. The discrepancy between X and Y can

e evaluated by different means but a good option is to calculate
2 = trace(XXT + YYT−2D). Matrices U and V can be, accordingly,

onsidered like ‘consensus’ scores and loadings, which describe the
ommon patterns of the two original spaces under comparison.

Generalized Procrustes rotation (which should be applied to
ompare more than two subspaces) works in the same way. It com-
ares m scores subspaces (m = 1,. . ., m) by calculating a new set
f factors or consensus vectors, v, that resemble all scores sub-
paces. Their dimension is (1×p), since they are defined in the
riginal p-dimensional data space. A first consensus vector, v1, is
efined so that is close to the first principal component of all M
ubspaces. Since a reasonable way to define “closeness” is by the
osine of the angle between the consensus vector and the other
rincipal component,

∑M
m=1 cos2 ˛k,m is maximized for each k

principal component). It was demonstrated [12] that the eigenvec-
or v1 corresponding to the largest eigenvalue of W =

∑M
m=1L′mLm

ulfills those conditions. Lm being the (k×p) loadings matrix for
ata set m. Vector v1 can be thought of as an average factor of
ll m first principal component scores. The deviation of this aver-
ge factor from the first PC of a given set m is given by the angle

1,m = cos−1((v′1L′mLmv1)1/2). Analogously, v2 is the consensus vec-
or that corresponds to the second-largest eigenvalue of W. v1 and
2 are orthogonal, which may simplify the chemical interpretation
f the consensus vector. ˛2,m is a measure of the difference of the
econd consensus vector from the 2nd PC of set m. The process
ontinues until k consensus vectors are obtained.

Although not specifically developed for 3-way analysis it is inter-
sting to compare its results with other more well-established
-way techniques. In addition, it was demonstrated recently that
ample patterns can be visualized using the consensus vectors since
consensus scores’ can be derived for each original space (‘slice’ or
ampling season) as C = XV and, visualized as a ‘consensus scatter-
lot’. Other useful plots can be set as well [18]. A natural way to
rganize and resume such wealth of information is to take aver-
ges, in the same way MA-PCA does (see next section). Hence,
or each consensus vector, ‘temporally averaged product behaviors’
nd ‘product-averaged temporal consensus scores’ can be derived.
.2. Matrix-augmented principal component analysis

Matrix-augmented PCA (MA-PCA) constitutes a straightfor-
ard extention of traditional PCA [19] by which the 3-way data
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et (samples on time–‘rows’-× mid-IR indexes –‘columns’-×
roducts–‘tubes or slices’) is reordered into an extended matrix.
his is called ‘unfolding’ of the slices. In our case, the unfolding
as made column-wise, i.e. maintaining the IR indexes in columns.

hus, the 17×10×6 data set (samples×variables×products,
× p×m) unfolds into a (17×6)×10 or 102×10 matrix. Then tra-
itional PCA yields sample-related (scores) and variable-related
loadings) information. As some information is lost during matrix
ugmentation it is necessary to refold the scores matrix again after
he PCA [19]. Refolding each augmented scores vector, and aver-
ging row-wise and column-wise, two vectors are obtained which
ontain the weathering (time evolution) and product-related infor-
ation, respectively. Repeating this process for each augmented

cores vector, information can be obtained on how each “weather-
ng pattern” influences (on average) each sample/product. MA-PCA
ields comparable results to standard PARAFAC [18,20].

.3. Parallel factor analysis

Trilinear decomposition or Parallel factor analysis, PARAFAC,
4,21] can be viewed as a generalization of singular value
ecomposition (svd) to include the third way. To resume,

n the same way as a 2-way matrix (e.g. weathered sam-
les× IR indexes) is decomposed using svd, X(n×p) =W(n×k) ×
(k×k) × P ′(k×p) + E(n×p) and, then, rearranged into two sets of vec-
ors (scores and loadings matrices) X(n×p) = S(n×k) × P ′(k×p) + E(n×p),

3-way data array can be decomposed into three matrices
(n×p×m) = A(i×k)×B(p×k)×C(m×k) + E(n×p×m). The indexes have the
ame meaning as above (weathered samples, IR indexes, prod-
cts, respectively) and underscore (X) is used to denote 3-way data
atrices (or data cubes). One of the matrices (A) is analogous to

he traditional scores matrix whereas the other two are analogous
o the current loadings matrix. Nevertheless, mathematically the
ifferentiation is somewhat arbitrary and most authors consider
he three matrices as weights. As for PR, PARAFAC requires that all
slices’ (here, products) are decomposed into the same number of
omponents. This means that the same two matrices (e.g. A and B)
ill be used to model each slice (product) albeit with weights given

y matrix C (each slice/product will have its own set of weights). It
an be seen that these weights resemble very much the consensus
ectors obtained by PR, despite there is a mathematical ambiguity
n PARAFAC weights [4].

According to the number of ‘scores’ and ‘loadings’ (weights)
ach technique has to fit, PARAFAC is a more constrained solu-
ion than MA-PCA (in fact, PARAFAC has to fulfill the trilinearity
equirement), which in turn is more constrained than PR. Never-
heless, their solutions should be highly similar, at least when the
rilinearity requisite for PARAFAC is met.

. Experimental

.1. Samples

Four crude oils, namely Maya, Ashtart, Brent and Sahara Blend; a
Marine Fuel Oil” (“IFO”, distributed by the Spanish Government to
he scientific community as “similar” to the Prestige’s oil), and the
riginal fuel oil from the Prestige tanker were studied. According
o their specific gravity, the Maya crude oil is very heavy, Ashtart is
ntermediate, and Brent and Sahara Blend are light crude oils. The

wo fuel oils were heavy residues obtained after refinery distillation
rocesses.

Around 500 mL of each oil were released on metallic containers
ontaining sea water and weathered under atmospheric conditions.
ontinuous shaking was performed using air pumps (more details

u
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bout controlled spillages can be found elsewhere [11]) and aliquots
ere sampled at preset intervals, less spaced during the initial days

han during the final ones. The organic phase was transferred to
0 mL Pyrex centrifuge tubes where approximately 1 g of anhy-
rous sodium sulphate (Merck, 99.0%, Damstard, Germany) was
dded, and centrifuged at 3000 rpm during 30 min (Seta Oil Test
hermostatized centrifuge; Hermle, Germany). Whether emulsions
ppeared, NaCl (Panreac, 99.5%, Barcelona, Spain) and another gram
f sodium sulphate were added until they broken down. To avoid
xcessive handling of stable emulsions, it was found satisfactory
o thermostatize them at 50–60 ◦C (±1 ◦C) while centrifuging at
000 rpm. for 30–40 min. In total, 17 samples were taken from each
pilled product.

.2. Analytical procedure

A mid-IR spectrometer (16PC PerkinElmer, beamsplitter Ge-KBr,
TGS detector, 4 cm−1 resolution, Beer-Norton strong apodiza-

ion) with a horizontal ZnSe ATR device (12 reflections) was used
hroughout (50 scans, 4000–600 cm−1, wavelength penetration
as corrected for using proprietary functions and spectra were
aseline corrected).

The ZnSe crystal and glassware were thoroughly cleaned. As the
TR plate tends to adsorb materials, fuel oil was released using
erosene; rinsed with dichloromethane (Super Purity, Romil, Cam-
ridge, UK) and, finally, washed with temperate water and alkaline
oap; MilliQ-type water was finally used. This yielded IR back-
rounds without signals of hydrocarbons.

Usefulness of the IR indexes described into the introductory
ection (i.e., carbonyl, sulphoxide, aromaticity, aliphatic, aromatic
ondensation, branched chains, long chains, substitution 1, substi-
ution 2 and substitution 3) was evaluated studying their relative
tandard deviation (R.S.D.). This constitutes an overall evaluation
f the analytical procedure and, hence, we employed different
liquots of a Maya crude oil (without water). Five spectra were mea-
ured after five series of eight successive centrifugation–heating
ycles, each (this resembled the most extreme conditions required
o treat a highly weathered sample). The R.S.D.s of selected bands
nd indexes never exceeded 5%, which is in good agreement with
iterature [9,10].

. Results and discussion

Preliminary studies showed that there were not outlying sam-
les and that best results were obtained after autoscaling the
ata through the second mode (IR indexes); this is maintained
ereinafter (otherwise stated). In MA-PCA, data were scaled after
atenating (augmenting) the data matrices. To simplify readabil-
ty, the terms ‘scores’ and ‘loadings’ will be used instead of
ample-related weights and variable-related weights, respectively.
reliminary studies were made considering either a PCA for each
roduct individually and an unfolded PCA (the 3-way matrix was
nfolded to get a (samples×product)× IR indexes matrix). They
evealed that two components (PCs) accounted for around 80–90%
f all variance and, therefore, this seemed a good choice to set the
umber of factors to take into account in the 3-way studies.

.1. Results from Procrustes rotation

Since two principal components were fine to describe each prod-

ct, two components were considered also in PR. Table 1 shows that
he first consensus vector (33.33% of the variance) is almost exclu-
ively related to the total aromaticity index (i.e., the total number
f C C bonds in the compounds that form the oils) and, there-
ore, that it characterizes the main spread of the samples in the
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Table 1
Comparison of loadings (analytical variable-way) for each 3-way methodology

Procrustes rotation MA-PCA PARAFAC

Consensus vector 1 Consensus vector 2 Factor 1 Factor 2 Factor 1

Aromaticity −0.99 −0.04 0.99 −0.04 0.99
Alifaticity 0.01 −0.04 −0.02 −0.02 −0.01
Branched 0.01 0.05 0.01 0.05 0.00
Long chains −0.01 −0.02 0.01 0.04 0.01
Condensation 0.01 −0.04 −0.01 −0.02 0.00
Carbonyl −0.01 0.04 0.01 0.00 0.01
S
S
S
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ulphoxide −0.01 0.03
ubstitution 1 0.03 −0.80
ubstitution 2 −0.03 0.30
ubstitution 3 0.00 0.51

eathering process. This reveals that (as it is generally accepted)
he weathering process changes the main skeleton of the hydro-
arbons through opening of the aromatic rings, introduction of
lkyl chains (through reactions by radical species), etc. [22,23].
hat this is the case for all products can be deduced from the very
mall angles (ranging from 0.7 to 1.5◦) the first consensus vec-
or forms with the first PC of the different slides (fuels and crude
ils). Also, the ‘temporally averaged product behaviors’ (weights

inked to the slides, here the six different products) in Fig. 1a shows
hat all products score (weight) approximately equal on this fac-
or. Prestige fuel is the exception not because it does not show
hat trend but because it is much slower than for the other prod-
cts.

o
w

l
f

ig. 1. 3-way Procrustes rotation, ‘temporally averaged product behavior’ and ‘product-a
).
0.00 −0.01 0.00
0.01 0.69 −0.02
0.04 0.04 0.05
−0.05 −0.72 −0.03

Fig. 1b shows the ‘product-averaged temporal consensus scores’,
.e., how the 17 samples evolved on time on average for all six
roducts. The sample pattern seems clearly related with time as
he higher the number of the sample, the more the weathering.
espite not very clear on the first samples (as expected because the
hoto-oxidation and other degrading processes need some time to
tart and be apparent), the trend is clear after sample #9 (one week
fter the spillage). This is where the Prestige fuel differed from the

ther products because it was only after sample #11 (2 weeks of
eathering) that its pattern was clear.

The 2nd consensus vector (32.4% of the overall information) is
inked mainly to the substitution 1 and 3 indexes (see Table 1). The
ormer is as a measure of the number of isolated CH groups in mul-

veraged temporal consensus scores’ for consensus vectors 1 (a and b) and 2 (c and
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s
p
the weathering process and through the six spillages) for the first
(Fig. 2a) and second (Fig. 2c) factors. The first factor explains 94.5%
of the initial variance whereas the second explains 4.7%. It seems
clear that they two cope with the most relevant information of the
Fig. 2. Matrix-augmented PCA, and ‘temporally averaged

isubstituted rings, A864/A864 + 814 + 743 whereas the latter represents
he number of 3 or 4 adjacent CH groups in substituted rings, a good
ndication of di- and mono- substituted rings, A743/A864 + 814 + 743
9,10]. The 2nd consensus vector was more heavily loaded by the
ubstitution 1 index although in MA-PCA (second factor) this will
ot be the case (see Section 4.2). Noteworthy, the indexes show
n opposite sign and, as it is the case for current loadings in
ommon PCA this means that they vary in an opposite sense. In
ffect, the substitution 1 index (isolated CH groups in highly sub-
tituted aromatic rings) got reduced during ageing, mainly on light
roducts (particularly Brent). A reason may be a steady decrease

n the total amount of tetra- and/or pentasubstituted aromatic
ings because of photooxidation and/or other weathering processes
see Ref. [11] for more discussions and detailed plots of the raw
ata).

Fig. 1c shows that two of the heaviest products (IFO and Maya
ils) have a different weathering pattern. Nevertheless, the angles
ormed by the corresponding 2nd PC of each product and the 2nd
onsensus vector are 12.8◦, 13.3◦, 4.3◦, 8.6◦, 8.2◦ and 7.0◦ for IFO,
aya, Brent, Ashtart, Sahara and Prestige, respectively. This means

hat despite there is a common pattern, minor differences appear
etween the products. The most common relevant fact being that
he last four weathered samples show an outstanding behavior
Fig. 1d). This occurs also for the 1st consensus vector and holds up
hrough the following studies. There is little doubt that the longer

he weathering, the larger the changes at the oil lump, and thus the

ore degraded the multisubstituted aromatic cycles (substitution
decresases), and the larger the substitution 3 index (the num-

er of di- and tri-substituted cycles increase as a consequence of
hoto-oxidation and other processes). F
ct behavior’ for factors 1 (a and b) and 2 (c and d), each.

.2. Results with MA-PCA

Results from the column-wise augmented MA-PCA studies are
hown in Figs. 2 and 3. Fig. 2 presents the ‘product-averaged tem-
oral scores’ (i.e., the average behavior of the samples throughout
ig. 3. Matrix-augmented PCA, PC1 vs. PC2 ‘product-averaged temporal scores’.
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Fig. 4. PARAFAC, mode 1 (a, sample-rela

ystem. Fig. 2a shows a sample pattern which is clearly associated to
he time evolution of the samples and that it differentiates the last
our samples (from 28 to 101 days of weathering) from the initial
nes. As discussed above, this is reasonable since previous stud-
es [11] indicated that the photo-oxidation process needed some
ime before its evolution showed a definite pattern. In our studies,
his amounted around 14 days (sample #11). The factor is almost
xclusively dominated by the aromaticity index (see ‘loadings’ asso-
iated to the second mode, Table 1), which reflects the variation on
he total amount of C C bonds. As discussed for PR, this reveals that
n important process during oil weathering implies changes on the
ain skeleton through opening of the aromatic rings, introduction

f alkyl chains, etc.
Fig. 2b (‘temporally averaged product behavior’; i.e., how the

roduct behaves on average through all samples of the weather-
ng process) shows that the two heaviest products (Prestige and
FO fuel oils) oppose to the lightest ones (Sahara and Brent crude
ils), reflecting that the former are more resistant to weathering.
his is due to their totally different nature, since the fuel oils were
he final products of refinery distillation processes, with almost no
olatiles and heavy and very complex structures, which are difficult
o degrade. On the contrary, the crude oils were light (with large
mount of volatiles) and contain many structures that dissapear
ecause of their easy volatization, photo-oxidation, polymeriza-
ion, etc. [22,23]

The second MA-PCA factor is defined by the substitution 1 and 3
ndexes (Table 1). This is exactly the same behavior as that found for
he Procrustes rotation decomposition and, therefore, no additional
etails will be given. As for the first MA-PCA factor, this yields a
lear trend on the average ‘scores’ related to the weathering of the
amples (Fig. 2c) as they become quite well ordered according to
heir weathering time. Again, the last four samples show a relevant
ifference due to their more advanced weathering.

The different behavior of the Brent crude oil (Fig. 2d) can be
xplained because its scores increase up to sample #9 (day 10)
ut, then, decrease smoothly. This was not revealed when the con-
ensus vectors in PR were calculated, likely because of the more
mportant participation of the substitution 3 index on MA-PCA 2
Procrustes rotation gave more importance to the substitution 1
ndex). A detailed study of the samples revealed that, contrary to the
ubstitution 1 index, the substitution 3 index (mono- and/or disub-
tituted rings) has a two-fold behavior as it increases for the Brent

il, Prestige and IFO fuels and it decreases for the other products.
his suggests that the most complex and polysubstituted structures
substitution 1) can evolve either to trisubstituted rings (substitu-
ion 2) or to both trisubstituted and mono- and di-substituted rings
substitution 3).

w
t
r

d mode 2 (b, product-related) weights.

Hence, a general overall conclusion for this second factor would
e that it characterizes the degradation of polysubstituted aro-
atic structures – substitution 1 index – to less substituted

nes—substitution index 3. Besides, Fig. 3 demonstrates that, on
verage, weathering is a bit ‘random’ at the beginning, probably
ue to the many different weathering processes that can occur (in
ddtion to physical phenomena like evaporation, dispersion, solu-
ilization, etc.). However, it becomes quite definite after 7–11 days
samples 9–10) and this was monitored either by the total aromatic-
ty and the substitution 1 and 3 indexes.

.3. Results from PARAFAC

PARAFAC extracted only a relevant factor whose sample-related
eights are depicted in Fig. 4a. They resemble the patterns of the

wo analyses above: a slightly undefined trend during the early
tages of the weathering process, which evolved to a clear one after
amples #9–10 (7–11 days). Table 1 indicates that the aromaticity
ndex is nearly the unique relevant variable to denote such a behav-
or, which totally agrees with the other studies. Fig. 4b confirms that
he lightest product (Sahara Blend) evolved much faster than the
thers (highest weight in the plot), followed by Brent, Ashart and,
nally the Maya, Prestige and IFO oils. Likewise, this ordering coin-
ides with the specific gravity of the products mentioned in Section
.

A general finding derived from the three 3-way techniques
s that the carbonyl and sulphoxide indexes, which are clearly
inked to photoxidative processes [9–11,22,23], were not relevant
o describe the common weathering patterns of the oils. Although
his may surprise at first glance (because some products exhib-
ted a clear evolution for both indexes, see [11] for more details),

e attributed this fact to the quite different behaviors those ratios
xhibited along the different products. For instance, although the
arbonyl index increased abruptly for the Sahara oil just from the
ery first hours, it took around 11 days to change clearly for the Pres-
ige fuel. Besides, the Ashtart oil had a variable behavior. Hence, it
eems reasonable to conclude that the 3-way methods employed
ere extracted only the common patterns for all products (which
lso justifies the term ‘average’ employed for the scores–sample-
elated weights).

. Conclusions
Results presented in this paper demonstrate that the three 3-
ay decomposition techniques employed here lead to essentially

he same conclusions along the sample-, variable- and product-
elated ways. Besides, the results showed that Procrustes rotation
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s a good option to address 3-way datasets because the consen-
us vectors constituted a quite straightforward and conceptually
imple option to compare how six different hydrocarbon complex
ixtures evolved on time after being spilled on the enviroment.
In the present study it was found that the total aromaticity index

an be (almost exclusively) used to characterize the weathering
rocess. Other useful indicators are the substitution 1 and 3 indexes,
ecause they reveal details on how the number of functional sub-
titutions into the aromatic cycles evolve.

It was also observed that other IR indexes strongly related
o the specific evolution of some products; namely, the carbonyl
nd sulphoxide indexes, were too linked to specific products and,
ence, were not relevant to extract common weathering patterns.
feasible explanation is that although they do characterize photo-

xidation, they depend strongly on the particular evolution of the
roducts (more specifically, whether they are light or heavy).

cknowledgements

The Spanish government and the European Funds for the
egional Development, FEDER-EFRD, are acknowledged by their
nancial support (FIT-050100-2003-4, FIT-310200-2004-106, and
IT-310200-2005-37).
eferences

[1] N.A. Sloan, Oil impacts on cold-water marine resources, Report Paper No. 11,
Parks Canada, National Parks, 1999.

[
[

77 (2008) 863–869 869

[2] www.itopf.com, May 2008.
[3] V. Gaganis, N. Pasadakis, Anal. Chim. Acta 573–574 (2006) 328.
[4] A. Smilde, R. Bro, P. Geladi, Multi-way analysis, Willey, United Kingdom, 2004.
[5] M. Felipe-Sotelo, J.M. Andrade, A. Carlosena, R. Tauler, Anal. Acta Chim. 583

(2007) 128.
[6] S. Carrer, R. Leardi, Sci. Tot. Environ. 370 (2006) 99.
[7] K.P. Singh, A. Malik, V.K. Singh, N. Basant, S. Sinha, Anal. Chim. Acta 571 (2006)

248.
[8] D. Ebrahimi, J. Li, D.B. Hibbert, J. Chromatogr. A 1166 (2007) 163.
[9] N. Pieri, J.P. Planche, J. Kister, Analysis 24 (1996) 113–122.
10] H. Masmoudi, Y. Le Dréau, P. Piccerelle, J. Kister, Int. J. Pharm. 289 (2005)

117.
11] P. Fresco-Rivera, R. Fernández-Varela, M.P. Gómez-Carracedo, F. Ramírez-

Villalobos, D. Prada, S. Muniategui, J.M. Andrade, Talanta 74 (2007) 163.
12] W.J. Krzanowski, Principles of Multivariate Analysis, Clarendon Press, Oxford

UK, 2000.
13] J.M. Andrade, M.P. Gómez-Carracedo, W.J. Krzanowski, M. Kubista, Chemom.

Intell. Lab. Syst. 72 (2004) 123.
14] A. Carlosena, J.M. Andrade, M. Kubista, D. Prada, Anal. Chem. 67 (1995)

2373.
15] A. Elbergali, J. Nygren, M. Kubista, Anal. Chim. Acta 379 (1999) 143.
16] E.R. Malinowski, Factor Analysis in Chemistry, 2nd edition, Willey, New York,

1991.
17] H.T. Eastment, W.J. Krzanowski, Technometrics 24 (1982) 73.
18] J.M. Andrade, M. Kubista, A. Carlosena, D. Prada, Anal. Chim. Acta 603 (2007)

20.
19] R. Tauler, D. Barceló, E.M. Thurman, Environ. Sci. Technol. 34 (2000) 3307.
20] M. Felipe-Sotelo, J.M. Andrade, A. Carlosena, R. Tauler, Anal. Chim. Acta 583
22] J.R. Payne, C.R. Phillips, Environ. Sci. Technol. 19 (7) (1985) 569.
23] R.C. Prince, R.M. Garret, R.E. Bare, M.T. Grossman, T. Townsend, J.M. Suflita, K.

Lee, E.H. Owens, G.A. Sergy, J.F. Braddock, J.E. Lindstrom, R.R. Lessard, Spill Sci.
Technol. Bull. 8 (2) (2003) 145.



A
fl
s

A
L

a

A
R
R
A
A

K
L
S
L
A

1

d
t
s
t
L
p
c
c
t
o
(

(
a
y
s
c

0
d

Talanta 77 (2008) 541–545

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

utomatic sequential injection liquid–liquid micro-extraction system for on-line
ame atomic absorption spectrometric determination of trace metal in water
amples

ristidis N. Anthemidis ∗

aboratory of Analytical Chemistry, Department of Chemistry, Aristotle University, Thessaloniki 54124, Greece

r t i c l e i n f o

rticle history:
eceived 13 September 2007
eceived in revised form 4 April 2008
ccepted 8 April 2008
vailable online 20 April 2008

eywords:

a b s t r a c t

An automatic sequential injection (SI) liquid–liquid micro-extraction system incorporating a dual-conical
micro-gravitational phase separator is proposed as versatile approach for on-line metal preconcentration
and/or separation. Coupled to flame atomic absorption spectrometry (FAAS) the potentials of this novel
schema are demonstrated for lead determination in water samples at the �g l−1 level. The non-charged
lead complex with ammonium pyrrolidine dithiocarbamate (APDC) was extracted on-line into 300 �l
isobutyl methyl ketone (IBMK) through the extraction coil. The organic phase containing the extracted
ead
equential injection
iquid–liquid extraction
tomic absorption spectrometry

metal complex is collected in the upper cavity of the phase separator and then forwarded to the nebulizer.
All the critical parameters were optimized and offered good performance characteristics and high pre-
concentration ratios. A sample consumption of 10.5 ml enabled the determination of Pb(II) in the range
of 3.0–250.0 �g l−1 with an enhancement factor of 120 and a sampling frequency of 25 h−1. The detection
limit and the precision were 1.4 �g l−1 and 2.9% (at 50.0 �g l−1 concentration level), respectively. The pro-
posed method was evaluated by analyzing certified reference material and was applied successfully to
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the analysis of natural wa

. Introduction

Despite its significant analytical chemical capacities for metal
etermination at low concentration levels, flame atomic absorp-
ion spectrometry (FAAS) often requires a suitable pretreatment
tep (preconcentration and/or separation) of the sample in order
o facilitate the desired sensitivity and selectivity of measurement.
iquid–liquid extraction (LLE) is a widely applied and powerful
retreatment approach prior to analysis, which in batch mode pro-
edures is labor intensive, time consuming, requires large reagent
onsumption, and suffers risks of sample contamination [1]. From
his point of view, it is most beneficial to employ an automatic
n-line procedure like flow injection (FI) or sequential injection
SI).

Since the introduction of flow injection liquid–liquid extraction
FI-LLE) as a mean for analyte preconcentration in FAAS by Nord

nd Karlberg [2], the applications of such systems for routine anal-
sis are rather limited compared to other on-line preconcentration
ystems like solid phase extraction. This can be attributed to the
omplexity of the manifolds, which usually lack the ruggedness
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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mples.
© 2008 Elsevier B.V. All rights reserved.

nd long-term stability [3]. In addition, there are significant dif-
culties in organic solvents transportation using conventional FI
evices. Organic solvents like isobutyl methyl ketone (IBMK), which

s the most widely used in FAAS cannot be reliably pumped even
ith solvent resistant pump tubes. In this case displacement bottles

re required, which make the manifold more complicated, while
echnical skills are required for their manipulations [4]. In addition
here are some limitations on the aqueous to organic phase ratios
f segmented stream that on-line phase separators can handle suc-
essfully [5].

Most of FI procedures use continuous unidirectional pump-
ng of sample and reagent streams, while SI is based on using
rogrammable bidirectional discontinuous flow as precisely coor-
inated and controlled by a computer. SI systems have significant
dvantages over FI ones in the simplicity of manifold design, robust-
ess and versatility [6,7]. The inert devices, glass syringe, PTFE
ubing and PEEK multiposition valve make the SI systems feasi-
le to manipulate all kinds of organic solvents in micro-scale. A
ignificant advantage of the SI system is the ability for even small

olumes (down to a few tenths of microliters) metering, thanks to
he use of a syringe pump [8]. Moreover, SI is more economical
egarding to the sample, reagents and hence the waste production,
hich is a significant parameter because it is getting almost more

xpensive to get rid of the wastes, than to buy the chemicals. Thus,



5 lanta 77 (2008) 541–545

S
p

p
a
[
a
s
m
h
r
v

F
a
s
a
i
a
t
d

e
l
s
a

t
o
w
l
o
d
s
w
c
h
o

t
v
(
t
e
w

2

2

e
c

e
v
a
c
v
(

p
s
l

Fig. 1. SI-LLE system coupled to FAAS for lead determination. Two operation steps:
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I technique is more suitable for on-line liquid–liquid extraction
rocedures.

The most critical component in on-line LLE systems is the
hase separator of which various designs have been reported, such
s: micro-porous membrane type [9–11] and gravitational ones
4,5,12–16]. The main drawbacks of the membrane type phase sep-
rators are: (i) insufficient separation of the phases when high
egmented flow rates is required and (ii) limited lifetime of the
embrane, resulting to the need of periodical change. On the other

and gravitational phase separators are more promising for large
ange of flow rate ratios of aqueous to organic phase and have pre-
iously been shown to be very efficient and easily operated [5,14].

In order to improve the ruggedness of FI-LLE system Tao and
ang [14] proposed the use of a gravitational phase separator with
n internal conical cavity (ca. 45 �l), which is only effective for
eparation of low-density phase. Wang and Hansen proposed an
lternative dual-conical gravitational phase separator, which facil-
tates the separation of both low- and high-density phase. The
bove phase separators have been tested coupled only with elec-
rothermal atomic absorption spectrometry (ETAAS) for metals
etermination.

Hitherto, to the best of our knowledge, only one SI liquid–liquid
xtraction procedure with detection FAAS has been reported in the
iterature [17]. That procedure, instead of extraction coil and phase
eparator, uses a glass vial with porous ceramic plate inside, which
llows solvents less dense than water to float above it.

In the present work, sequential injection is exploited for the first
ime as automatic and versatile approach for the implementation
f liquid–liquid extraction in a simple low-cost manifold furnished
ith a dual-conical micro-gravitational phase separator (PS) for on-

ine metal flame atomic absorption spectrometric determination. In
rder to facilitate the on-line separation of micro-volume of a low-
ensity organic solvent like IBMK, from a high flow rate segmented
tream, a novel dual-conical micro-gravitational phase separator
as designed and studied. The conical shape of the upper cavity

ombined with differences in density of the two phases and the
ydrophobic nature of the cavity permits the continuous separation
f the segmented phase.

The effectiveness and efficiency of the proposed SI-LLE sys-
em was investigated and demonstrated for lead determination,
ia its complexation with ammonium pyrrolidine dithiocarbamate
APDC) and extraction into isobutyl methyl ketone. The accuracy of
he proposed method was tested by the analysis of certified refer-
nce material and the method was applied to the analysis of natural
ater samples.

. Experimental

.1. Apparatus

The SI manifold and its operation for on-line liquid–liquid
xtraction and lead determination by FAAS is depicted schemati-
ally in Fig. 1.

A FIAlab®-3000 sequential injection system (Alitea FIAlab, USA)
quipped with an internally incorporated six-port multiposition
alve (MV) and a syringe pump (SP, Cavro, Sunnyvale, CA) with

capacity of 1.0 ml was used. The FIAlab®-3000 system was
ontrolled by a personal computer and the FIAlab for windows
. 5.9.245 application program, written by FIAlab instruments

http://www.flowinjection.com).

A PerkinElmer, Norwalk, Connecticut, USA (http://las.
erkinelmer.com) model 5100 PC flame atomic absorption
pectrometer was exploited as detection system. Lead electrode-
ess discharge lamp (EDL) was used as light source operated at

c
t
l

fl

a) extraction (step 3) and (b) measurement (step 4). MV, multiposition valve; SP,
yringe pump; V, syringe pump valve; PP, peristaltic pump; IV, injection valve; EC,
xtraction coil; HC, holding coil; PS; phase separator; DW, distilled water; W, waste.

0 W. The wavelength was set at 283.3 nm resonance line and the
lit at 0.7 nm. A time-constant of 0.2 s was used for peak height
valuation. The air flow rate was set at 10.0 l min−1, acetylene
ow rate at 0.9 l min−1 and the resulting nebulizer’s free uptake
ate was 92 �l s−1. The flame conditions were adjusted to be
lightly leaner than those recommended by the manufacturer for
queous samples, in order to compensate the effect of organic
olvent isobutyl methyl ketone, which serves as an additional fuel.

flow spoiler was employed into the spray chamber for better
ebulization conditions. A PerkinElmer Norwalk, Connecticut, USA
odel FIAS-400 flow injection analysis system was coupled to the

I system and to the FAAS for automatic processing of the whole
rocedure. The FIAS-400 system was controlled by a personal
omputer and the AA Lab. Benchtop version 7.2 software program.
he FIAS-400 system consisted of two peristaltic pumps (only
ne, P is used for the proposed manifold) and a 5-port 2-position
njection valve, IV. The connecting line between the IV and the
AAS nebulizer was a PTFE tube 20 cm long, 0.5 mm i.d.

A dual-conical micro-gravitational phase separator (Fig. 2) was
ncorporated within the SI system in order to accomplish the
eparation of organic or aqueous phases. The SP was fabricated
rom two “push-fit” conical (cavities of ca. 30 �l) shaped pieces of
he hydrophobic material, polytetrafluoroethylene (PTFE) and one
ylindrical shaped central union with perpendicular inlet bore size
f 0.7 mm. The total inner volume of the PS was approximately
00 �l. The upper and lower pieces have an outlet bore size of
.5 mm i.d. and 1.0 mm i.d., respectively. The extraction coil enters

nto the PS horizontally and that facilitates the fast separation and
ollection of organic phase free of aqueous phase in the upper coni-
al cavity while the aqueous phase forwarded to the waste through

he IV. The same PS can be used for organic solvents with either
ower or higher density from water.

A VICI AG (Valco International) four-section “cross” type con-
uence connector made of PEEK, with 0.5 mm i.d. bore size was
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Fig. 2. Dual-conical micro-gravitational phase separator (PS).

xploited for segmentation of aqueous and organic phase. The
xtraction coil (EC) is advantageously made from PTFE tubing
00 cm length, 0.75 mm i.d. as a knotted reactor [15], which facili-
ates the dispersion of the two phases into each other so effectively
hat it is actually difficult to see them separately with the naked
ye, that is, a very large area of interface between the two phases
s generated, which in turn expedites the extraction.

An Orion EA940 pH-meter was employed for the pH measure-
ents being defined by NIST buffers.

.2. Reagents

All chemicals were of analytical reagent grade and were pro-
ided by Merck (Darmstadt, Germany, http://www.merck.de).
ltra-pure quality water was used throughout which was

roduced by a Milli-Q system (Millipore, Bedford, USA,
ttp://www.millipore.com). Working standard solutions of lead
ere prepared by appropriate stepwise dilution of a 1000 mg l−1

tock standard solution (in HNO3 0.5 mol l−1) (Titrisol, Merck)
o the required �g l−1 levels just before use. The pH of them

t
c
p

n

able 1
perational sequence of the SI-LLE on-line preconcentration system for lead determinatio

tep V SP flow-rate (�l s−1) MV PPa IV

In 100 2 Off Loa
Out 50 2 Off Loa
Out 3.0 3 On Loa
Out 90 4 Off Inj

In 100 4 Off Loa
Out 100 4 Off Loa

a Sample flow rate, 175 �l s−1; [APDC] = 0.5% (m/v); APDC flow rate, 10 �l s−1.
77 (2008) 541–545 543

as adjusted with dilute HNO3. The chelating reagent solution
as prepared daily by dissolving the appropriate amount of
PDC (Merck, pro analysi) in de-ionized water and was extracted
ith IBMK for further purification. Isobutyl methyl ketone was
reviously saturated with de-ionized water.

.3. Procedure

The operation steps of the proposed SI-LLE procedure for lead
etermination are summarized in Table 1.

In step 3 (Fig. 1 EXTRACTION), the sample containing the ana-
yte is first mixed with 0.5% (m/v) APDC solution to form the metal
omplex and then intermixed with the extractant (300 �l IBMK) in
he reaction coil (RC). Thereafter, the phases are separated in the

icro-gravitational phase separator and the extractant collected in
he upper cavity of the PS, while the aqueous phase was discarded
o waste through the IV. In step 4 the collected IBMK is transported
o the flame atomizer of FAAS detector with a flow rate of 92 �l s−1

or measuring the absorbance. In order to avoid a possible contami-
ation between samples the extraction coil and the phase separator
re washed during the last step. The peak height absorbance was
roportional to lead concentration in the sample, and was used for
ll measurements. Five replicate measurements were made in all
nstances. The extraction was quantitative (E > 99.0%) as was esti-

ated by sequential extraction of aqueous lead standards.

. Results and discussion

.1. Injection of the extractant into the atomizer

One of the major limitations of coupling continuous solvent
xtraction systems like FI and SI to FAAS, is the nonmatching of
he uptake rate of the nebulizer, usually ranged between 66 and
33 �l s−1, with the flow rate of the extractant, which is typically
ower than 16 �l s−1. In case the free uptake of the nebulizer
xceeds that of the extractant flow, a random gaseous release
f dissolved air during the delivery into the nebulizer could
ignificantly deform the peak profile and degrade the readout
recision [18]. Lower flow rate of organic solvent is necessary
or higher flow rate ratios of aqueous to organic and thus higher
reconcentration rates and sensitivity [5]. In this case it is more
referable to accumulate an appropriate amount of extractant in a
olding coil and then to inject it into the nebulizer with a flow rate
imilar to the nebulizer’s free uptake flow rate.

According to the proposed SI-LLE manifold, two points should
e taken into account: (1) the lowest injected volume of extrac-
ant IBMK that is necessary to take the maximum absorbance, in
rder to reduce the reagents consumption and (2) the flow rate of

he extractant that is needed for the nebulizer uptake flow rate
ompensation. The above considerations are achieved using the
roposed dual-conical micro-gravitational phase separator.

The influence of the injected volume of the extractant into the
ebulizer was examined in the range of 50–400 �l, with a fixed

n

SP action Commentary

d Aspirate 800 �l Aspiration of water into SP
d Aspirate 300 �l Aspiration of IBMK into HC
d Dispense 300 �l Extraction, collection of extract

ect Empty Injection of IBMK extractant into nebulizer
Absorption measurement

d Fill Repletion of SP with water
d Empty Washing of extraction system
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ig. 3. Effect of sample pH on the absorbance of 90 �g l−1 Pb(II). Sample flow
ate = 137 �l s−1. All other parameters as in Table 1.

0 �l s−1 flow rate using standard lead solution in IBMK without
revious extraction procedure. By increasing the injected volume,
he sensitivity was increased up to 100 �l and leveled off after this
olume. Taking into account the extraction efficiency and in order
o compensate the IBMK solubility in water, an IBMK volume of
00 �l was used for the subsequent studies.

The flow rate for transportation of the extractant (300 �l) to
AAS was studied in the range of 40–100 �l s−1 using standard lead
olution in IBMK without previous extraction. The absorbance ini-
ially increased with the increase of the flow rate and was leveled
ff at 80 �l s−1. Finally, feed flow rate of 90 �l s−1 which is similar
ith the free uptake flow rate (92 �l s−1) of the FAAS nebulizer was

elected for all measurements.

.2. Optimization of the extraction parameters

For the optimization of the different chemical and SI parameters
hich will be mentioned below, the univariant method was used,
tilizing a standard aqueous solution of 90 �g l−1 Pb(II).

The pH value of the sample solution effects significantly the
b(II)–PDC complex formation, and also its extraction efficiency
n the IBMK. Lead forms stable complexes with APDC over a wide
H range (0.1–6) [19] and can be readily extracted into IBMK. The
H of sample was studied in the range from 0.5 to 5.5 by adjust-

ng it with dilute nitric acid or ammonia. The maximum signal was
btained within a pH range from 1.2 to 3.5 as it shown in Fig. 3. This
act shows that the method can be used directly in many aqueous
amples after the common acid preservation, without any labori-
us precise pH adjustment. Thus, pH 2.0 was established for further
tudy.

Ammonium pyrrolidine dithiocarbamate is the most popular
ithiocarbamate agent due to the fact that its aqueous solutions
re stable in acidic conditions, it operates in a broad pH range with-
ut any decomposition [20] and its complexation rate with various
etals is very high. The effect of complexing reagent concentra-

ion was studied in the range of 0.1–1.0% (m/v). The absorbance
as increasing for concentrations up to 0.3% (m/v) APDC, while

or higher concentrations it remained constant. A concentration in
xcess of 0.5% (m/v) APDC was selected for subsequent studies due
o the possible consumption caused by other extractable metals

resent in the sample.

In continuous liquid–liquid extraction systems the preconcen-
ration factor is determined by the flow rate ratio of aqueous to
rganic phase, which is corresponding with the volume ratio of
queous to organic phase in batch (off-line) extraction methods.

i
o
t
e
m

ig. 4. Effect of sample flow rate on the absorbance of 90.0 �g l−1 Pb(II). IBMK flow
ate = 3 �l s−1; extraction coil: 300 cm length, 0.75 mm i.d. All other parameters as
n Table 1.

enerally, higher ratios give higher sensitivity. However, in flow
ystems there are practical limits to obtain very high flow rate
atios, due to the limited range of organic phase flow rate that peri-
taltic pumps can handle precisely and also due to the insufficient
ersatility and robustness of them at very low flow rates. The prob-
em can be solved using stepper-motor driven syringe pumps and
I systems controlled by computer. On the other hand the aqueous
hase (sample + complexing reagent) flow rate cannot be very high
ecause in this case the resulted segmented (total) flow rate would
e extremely high. Too high segmented flow rate causes significant
isturbance of the segmentation in the extraction coil leading to an

nferior contact between the two phases and thus to a decrease of
he extraction efficiency [5]. Moreover, the efficiency of the extrac-
ion procedure depends not only on the interface area but also on
he time of contact.

According to the above considerations the effect of sample flow
ate on the absorbance was studied in the range of 37–175 �l s−1,
hile the APDC flow rate was fixed at 10 �l s−1. The results

re shown in Fig. 4. The absorbance increased with increasing
he sample flow rate. Thus, a sample flow rate of 175 �l s−1

as adopted in order to get higher sensitivity for the proposed
ethod.
The effect of extracting solvent (300 �l IBMK) flow rate on the

bsorbance was studied in the range of 1–5 �l s−1, while the sample
ow rate was fixed at 175 �l s−1. The absorbance decreased with

ncreasing the IBMK flow rate, while a higher standard deviation
as recorded at flow rate of 1 �l s−1. An IBMK flow rate of 3 �l s−1

as used as a compromise between the time consumption and the
igh sensitivity.

A selection of the appropriate extraction coil length at the
sed flow rates is important when maximum extraction efficiency

s required. The dimensions (length and internal diameter) of
he extraction coil define the time of contact (extraction time)
nd thus the extraction efficiency. In addition, the increase in
oil length increases the extraction efficiency by providing larger
ontact area of the aqueous sample with a thin film of organic
hase adsorbed on the inside wall of the coil, where partial trans-

er of analyte to the organic phase takes place [21]. The effect
f the length of the extraction coil was studied in the range of
0–500 cm (0.75 mm i.d.). The absorbance was increased upon
ncreasing coil length and reaches a maximum at length in excess
f 300 cm. These results suggest that at shorter coils, the residence
ime of the analyte in the coil is short, resulting in incomplete
xtraction. A length of 300 cm was employed for the proposed
ethod.
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Table 2
Analytical characteristics of the SI-LLE on-line FAAS method for lead determination

Enhancement factor 120
Sample consumption (ml) 17.5
Sampling frequency (h−1) 25
Linear range (�g l−1) 3.0–250.0
Regression equation ([Pb] in �g l−1) 0.0012 [Pb] + 0.0021
Correlation coefficient r = 0.9995
Detection limit (3s) (�g l−1) cL = 1.4
Precision (RSD, n = 11; 50.0 �g l−1) (%) sr = 2.9

Table 3
Analytical results of lead determination in natural waters by the proposed method

Sample Added (�g l−1) Founda (�g l−1) Recovery (%)

Tap water – <cL –
10.0 9.9±0.6 99

River water – 6.5±0.5 –
10.0 16.2±0.9 97
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eawater – 5.3±0.5 –
10.0 14.9±1.2 96

a Mean value± standard deviation based on three replicate measurements.

.3. Interference studies

The effect of potential interferents encountered in natural
aters on the preconcentration and determination of lead were

xamined using the SI-LLE manifold shown in Fig. 1, under
he optimum conditions described above for 50.0 �g l−1 Pb(II).
aking as a criterion for an interference the deviation of the
ecovery more than ±5%, Al(III) (10 mg l−1), Cd(II) (0.5 mg l−1),
o(II) (1.0 mg l−1), Cr(III) (10.0 mg l−1), Cr(VI) (10.0 mg l−1),
u(II) (1.0 mg l−1), Fe(III) (10.0 mg l−1), Hg(II) (0.5 mg l−1), Mn(II)
10.0 mg l−1), Ni(II) (1.0 mg l−1), and Zn(II) (2.0 mg l−1) do not
nterfere. Although APDC does not form complexes with alkali and
lkaline earth metals, high concentrations of them were tested
ecause they are usually found in high concentrations in natural
aters. Na+ and K+ up to 2000 mg l−1 and Ca2+, Mg2+, Ba2+ up to
00 mg l−1 and NaCl up to 30 g l−1, did not caused any significant

nterference.

.4. Analytical characteristics

The analytical characteristics of the proposed SI-LLE system for
ead determination with FAAS are summarized in Table 2. For a
2 flow rate ratio of aqueous to organic phase, the sampling fre-
uency was 25 h−1. The enhancement factor, calculated from the
atio of the slope obtained with the proposed method to the slope
ithout extraction (using aqueous standards solutions in batch
ode), was 120. The linear calibration graph for lead determina-

ion was 3.0–250.0 �g l−1. The limit of detection (cL) defined by the

s criterion and was found to be cL = 1.4 �g l−1. The relative stan-
ard deviation (RSD) which define the precision was sr = 2.9% at
0.0 �g l−1 Pb(II) concentration level.

The accuracy of the proposed method was tested, by deter-
ining the lead concentration of a certified reference material

[
[
[

[
[

77 (2008) 541–545 545

IST CRM 1643d (National Institute of Standard and Tech-
ology, Trace elements in water) with a certified content of

ead, 18.15±0.64 �g l−1 and the recovery obtained was 96%
17.42±0.8 �g l−1, n = 3). The result was in good agreement with
he certified value and the calculated recovery was satisfactory.

.5. Analysis of natural waters

The proposed method was applied to the analysis of tap water
iver water and coastal seawater samples collected from rivers
nd gulfs of Northern Greece. Natural water samples were filtered
hrough 0.45 �m membrane filters and acidified to 0.01 mol l−1

NO3 (pH≈2). The results are presented in Table 3. The obtained
ecovery varied from 96% to 99% showing that the performance of
he method was very good in all types of natural waters.

. Conclusions

The SI-LLE continuous extraction system with a dual-conical
icro-gravitational phase separator has been evaluated and

emonstrated to be promising for improving the sensitivity and
electivity of the FAAS method for routine determination of trace
mounts of lead in water samples. A cost-effective simple fabricated
icro-phase separator unit attached at the multiposition selection

alve of the FIAlab®-3000 SI system offers an automatic on-line
xtraction in micro-scale by drastically reducing organic solvent
olumes. The system versatility concerning the variation of the
ample and organic extractant flow rate provides an expeditious
ay to control the sensitivity and high preconcentration factors.

It is further advantageous regarding the extraction with organic
olvents denser than water like chloroform and feasibility of appli-
ation to other metals determination with LLE and FAAS.
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a b s t r a c t

Cloud point extraction (CPE) has been used for the preconcentration of cadmium, after the formation
of a complex with 2-(5-bromo-2-pyridylazo)-5-(diethylamino)-phenol (5-Br-PADAP), and further deter-
mination by graphite furnace atomic absorption spectrometry (ETAAS) using polyethyleneglicolmono-p-
nonyphenylether (PONPE 7.5) as surfactant. The chemical variables that affect the cloud point extraction
were optimized. The separation of the two phases was easily accomplished by cooling the mixture in
order to make more viscous the surfactant-rich phase. In order to establish the optimum conditions for
the determination of Cd by ETAAS, Pd + Mg, Pt, Ir, Rh and Ru were studied as chemical modifiers. The
best thermal stabilization was obtained with Pd + Mg, with a maximum pyrolysis temperature of 1100 ◦C.

−5 −1

loud point extraction
hemical modifiers
TAAS

Under the optimum conditions i.e., pH 9.0, [5-Br-PADAP] = 2.0×10 mol L , [PONPE 7.5] = 0.02% (w/v),
an enhancement factor of 22-fold was reached. The lower limit of detection (LOD) obtained under the
optimal conditions was 0.008 �g L−1. The precision for 10 replicate determinations at 0.2 �g L−1 Cd was
3.5% relative standard deviation (R.S.D.). The calibration graph using the preconcentration method was
linear with a correlation coefficient of 0.9984 at levels close to the detection limit up to at least 1.0 �g L−1.
The method was successfully applied to the determination of cadmium in urine samples and in a water
standard reference material.
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. Introduction

Cadmium is one of the most toxic elements and accumulates
n humans mainly in the kidneys and liver. A prolonged intake of
admium leads to calcium regulation in biological systems, which
nduces cell injury and death. It also inhibits the action of zinc
nzymes by substitution. Cd is also a teratogenic and carcinogenic
gent [1].

Cd enters the organism primarily via the alimentary and/or res-
iratory tract. The sources of this metal are food, drinking water
nd air [2]. Due to that, trace and ultra-trace determinations of Cd
n environmental and biological samples have become of increas-
ng interest [3]. The exposure is obviously dependent upon the
mission of that element and might be particularly serious in fac-

ories; 50% of inhaled Cd, for example, is absorbed and most of it is
oncentrated in the liver and kidneys [4].

ETAAS appears as one of the most popular analytical technique
or Cd determination in a great variety of matrixes [5–9], and the
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onventional solution sample introduction is the most widely used
ethod for a vast majority of samples [10].
However, the determination of trace elements in biological sam-

les is particularly difficult because of the complexity of matrix
nd the usually low concentration that these elements present in
uch samples, requiring sensitive instrumental techniques and a
reconcentration step in order to determine them [11–14].

The use of the CPE process for extraction of metals, metal
helates, biomolecules, many types of organic species and
nvironmental clean-up procedures has been reported [15,16]. Nev-
rtheless, the coupling of CPE to instrumental methods is not an
asy challenge. The effect of the experimental parameters on the
xtraction and sensitivity has to be thoroughly evaluated and opti-
ized. The optimal combination of experimental variables leads to

igher extraction percentage, optimal stability, lower equilibration
ime and ease of phase separation.

The use of micellar systems as an alternative to other tech-

iques of separation offers several advantages, including low
ost, safety and high capacity to concentrate a wide variety of
nalytes distributed widely in nature, varying with high recov-
ries and high concentration factors. From an analytical point of
iew, the surfactant-rich phase can be used to separate and/or
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Table 1
Furnace temperature program for Cd determination

Stage Temperature (◦C) Ramp (s) Hold (s) Argon gas flow (L min−1)

Drying 140 5 15 1.0

Pyrolysis 1100 5 35 1.0
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reconcentrate different analytes before their determination [15].
CPE in connection with graphite furnace atomic absorption

pectrometry has been a powerful analytical technique for Cd pre-
oncentration and determination analysis [17,18] This scheme is an
fficient alternative, particularly because the organic matrix con-
isting in the surfactant and residual organic substances from the
igested materials can be eliminated at least in part during the
radual increase in temperature prior to the atomization of the
nalyte.

The use of a chemical modifier, which is part of the stabilized
emperature platform furnace (STPF) concept in ETAAS [19], has
een the subject of several investigations since its first proposal

n 1975 by Ediger [20]. The main purpose of a chemical modifier
s to increase the volatility of the matrix or to thermally stabilize
he analyte to higher temperatures for removal of the matrix dur-
ng pyrolysis [21] without loss of the analyte. A mixture of Pd and

g nitrates, applied in solution, has been proposed as a universal
odifier since it stabilizes more than 20 analytes [22]. In addition,

ther chemical elements have shown modifier properties, such as
he platinum element group (Pt, Pd, Ir, Rh, and Ru) or the carbide-
orming elements [21–23,10].

The aim of this study was to develop an ultra-trace Cd deter-
ination method. In this way, a CPE method was proposed to

e coupled to ETAAS in order to perform a sensitive cadmium
etermination in biological samples with minimal requirements
f reagents and sample consumption after a microwave-assisted
igestion which ensured accurate Cd determinations. For this
urpose, cadmium was extracted as Cd-2-(5-Br-2-pyridylazo)-5-
iethylaminophenol [Cd (II)-(5-Br-PADAP)] complex mediated by
icelles of non-ionic surfactant PONPE 7.5.
All significant variables for CPE were studied including pH of

xtraction, surfactant and reagent concentration. On the other
and, all variables related to the ETAAS determination, were also
tudied, i.e. pyrolysis and atomization temperatures and effect
f different chemical modifiers. As palladium–magnesium mixed
odifier has been successfully used for the analysis of biological

nd environmental matrices [10], the modifier performance was
ested in an organic matrix (surfactant-rich phase). Additionally, Pt
s regular modifier and three permanent modifiers, e.g. Ir, Rh and
u were tested.

The developed method was applied to the determination of trace
admium in urine samples and in a certified reference material (QC
ETAL LL2).

. Experimental

.1. Instrumentation

The measurements were performed with a Shimadzu Model AA-
800 Atomic Absorption Spectrometer (Tokyo, Japan), equipped
ith a deuterium background corrector, a 6500-electrothermal

tomizer and an ASC-6100 autosampler. Stabilized platform (L’Vov)
raphite tubes (Shimadzu, Tokyo, Japan) were used in all exper-
ments. Cadmium hollow-cathode lamp (Hamamatsu, Photonics
.K., Japan) was employed as radiation source. All measurements
ere performed using integrated absorbance (peak area). The tem-
erature program for ETAAS analysis is shown in Table 1. The
28.8 nm Cd wavelength was used in the subsequent determina-
ions. The background correction was made with deuterium lamp
ode.
Microwave digestion was performed with a domestic

icrowave oven (Philco, Ushuaia, Argentina) operating at a
aximum power of 700 W, equipped with a magnetron of

450 MHz and Milestone hermetically sealed 100 mL internal

d

0
t

1100 – 1 0.0 (read)

tomization 1800 – 2 0.0 (read)
learing 2400 – 2 1.0

olume, 1 cm wall thickness polytetrafluoroethylene (PTFE)
eactors.

.2. Reagents

All reagents were of analytical-reagent grade and the presence
f the cadmium was not detected within the working range. A stock
tandard solution of cadmium at a concentration of 1000 �g mL−1

as prepared from pure cadmium nitrate-4-hydrate (E. Merck,
armstadt, Germany) in 0.4 mol L−1 HCl (E. Merck). Working stan-
ard solutions were obtained by stepwise diluting the stock
tandard solution. A 0.01 mol L−1 solution of 5-Br-PADAP (Aldrich,
ilwaukee, WI, USA) and the surfactant polyethyleneglycolmono-

-nonyphenylether (PONPE 7.5) (Tokyo, Kasei Industries, Chuo-Ku,
okyo, Japan) were prepared as it was described earlier
24].

The buffer solution (0.005 mol L−1) was prepared dissolving
odium tetraborate (Merck, Darmstadt, Germany) and taken to
000 mL with ultrapure water. A NaClO4 (Merck, Darmstadt, Ger-
any) solution was used in order to adjust ionic strength. Nitric

cid (Fluka, Sigma–Aldrich, Seelze, Germany) used for sample pre-
reatment was of ultrapure reagent grade.

Mg, Ir, Pd, Pt, Rh and Ru were prepared from highest purity
alts and the presence of Cd was not detected in the final solutions
btained.

All solutions containing potentially interfering ions were pre-
ared by adding appropriate amounts of stock solutions made from
erck Titrisol or their chloride salts in 0.3 mol L−1 hydrochloric

cid.
Ultrapure water (18.1 M� cm) was obtained from Barnstead

ASY pure RF water system (Iowa, USA).
All solvents and reagents were of analytical-reagent grade or

etter, and the presence of cadmium was not detected in the work-
ng range.

.3. Sample pre-treatment

Urine samples were collected in the morning from voluntary
atients and were digested immediately as follows: 8 mL of urine
ere placed in a 100 mL PTFE reactor and after that, 2 mL of con-

entrated nitric acid and 2 mL of hydrogen peroxide were added.
hen the samples were digested applying different microwave
owers, i.e. MW power was held at 250 W (5 min), 250 W (5 min),
00 W (5 min), 500 W (5 min). The vessels were then removed from
he oven and cooled at 20◦ C, after that, they were cooled and
pened.

.4. Experimental procedure
The general CPE methodology was carried out as it was
escribed in a previous work [24].

The preconcentration procedure started with the addition of
.5 mL of surfactant solution, 0.1 mL of 0.01 mol L−1 chelating solu-
ion, 1.5 mL of 8×10−5 mol L−1 metal–ion solution and 5.0 mL of
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Fig. 1. Optimization of pyrolysis conditions for Cd determination in CPE extracts
w
w
R

c
Q
higher than 0.07% (v/v). Thus, 0.2% (v/v) was chosen as optimal.

The reagent to metal ratio was studied to establish the concen-
tration of 5-Br-PADAP necessary to achieve the best Cd recoveries.
Above a reagent to metal ratio of 20:1, no variation took place in
P.R. Aranda et al. / Ta

uffer solution (pH 9.0) were placed in a centrifuge tube. The mix-
ure was diluted to 50 mL with ultrapure water.

After that the mixture was heated (70 ◦C during 10 min) and
ooled (10 min) in order to achieve the phase separation.

The removal of the aqueous phase was carried out by simply
nverting the tubes. Any residual water was removed using a Pas-
eur pipette. External calibration was performed by the same cloud
oint extraction procedure. Additionally, an internal calibration
as made in selected samples. A blank submitted to the same pro-

edure described above was measured parallel to the samples and
alibration solutions.

. Results and discussion

.1. Graphite furnace temperature programs

A study of the best conditions for graphite furnace determina-
ion was carried out by optimization of the temperature program,
.e. ramp and hold time, and drying, pyrolysis and atomization tem-
eratures. For this purpose, a cloud point extraction prepared from
n aqueous solution containing 0.2 �g L−1 of Cd was employed
or all experiments. To reduce the viscosity of the surfactant
hase prior to ETAAS analysis, 1.0 mL of methanol acidified with
.1 mol L−1 HNO3 was added to the extract. Suitable amounts of
d–Mg solution were co-injected with the extract directly into the
raphite furnace. Additionally, in order to obtain the most suitable
imes and temperatures, the common way of working in graphite
urnace AAS was followed. The drying temperature was selected at
40 ◦C, with a hold time of 15 s, which was enough to take out the
olvent completely.

Pyrolysis temperatures lower than 700 ◦C could not be used,
ince matrix components were not eliminated efficiently under
hese conditions, and background was considerable, leading in
ome cases to over-correction and, as a consequence, erroneous
bsorption values for the analytes. The ramp time for the pyroly-
is stage was carefully adjusted to allow gradual elimination of the
atrix, avoiding any analyte loss by a sudden increase in tempera-

ure.
Fig. 1 shows the pyrolysis curves obtained when different

egular or permanent modifiers were employed. The chemical
odifiers: Ir, Pd + Mg, Pt, Rh and Ru, were tested in order to maxi-
ize the thermal stability of Cd. It is evident that the best thermal

tabilization was reached when 20 �g Pd + 20 �g Mg were co-
njected with the extract.

Besides the thermal stabilization reached with the mixed mod-
fier, a further thermal stabilization could be attributed to the
ddition of methanol–HNO3, since the background signal dimin-
shed considerably when this mixture was added to the extract.

The atomization stage was studied in the range of 1300–2200 ◦C
he optimum atomization temperature was selected at 1800 ◦C
ithin the temperature interval studied. In addition, a hold time of
s was selected for this step. Atomization temperatures for stan-
ards and samples were not different, and then the temperature of
800 ◦C was considered for both.

A temperature of 2200 ◦C and a hold time of 2 s were selected
or cleaning step.

.2. Study of the CPE system variables
The effect of pH upon the complex formation of Hg-5-Br-PADAP
as studied within the range of pH 5–12. The results are shown in

ig. 2. The complex extraction begins at pH 6.0 and starts to decrease
t pH 9.7, showing a plateau at pH values between 7.5 and 9.5. Then
pH 8.5 was chosen for further experiments.

F
e
p

ith methanol acidified with 0.1 mol L−1 HNO3. (A) Pyrolysis curve of Cd (0.5 �g L−1)
ith Pd + Mg or Pt regular modifiers; (B) pyrolysis curve of Cd (0.5 �g L−1) with Ir,
h or Ru permanent modifiers.

The extraction efficiency was examined as the surfactant con-
entration was varied within the range from 0.025 to 1.5% (v/v).
uantitative extraction was observed for a surfactant concentration
ig. 2. Pyrolysis and atomization curves for cadmium submitted to cloud point
xtraction. Conditions: 1.0 mL of 0.01 mol L−1 HNO3 in methanol added to micellar
hase, and Pd + Mg modifier co-injected.
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Table 2
Concentrations of Cd in human urine samples (95% confidence level; n = 6)

Cd added (�g L−1) Cd found (�g L−1) Recovery (%)a

0.0 1.06 ± 0.02 –
0
0
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.2 1.25 ± 0.03 95

.4 1.45 ± 0.02 97

a [(Found-base)/added]×100.

he analytical signal. However, a regent excess of 80 was selected
n order to avoid interferences from foreign ions of the sample

atrix.
Sodium tetraborate was chosen as buffer and its concentra-

ion was studied within the range: 5×10−4 to 5×10−2 mol L−1.
dditionally, the ionic strength was studied within the range:
–1 mol L−1, adjusted with NaClO4. The highest extraction percent-
ge; optimal stability; lowest equilibration time and ease of phase
eparation, were achieved for a sodium tetraborate concentration
f 0.005 mol L−1 and an ionic strength up to 0.35 mol L−1.

.3. Interferences

The effects of representative potential interfering species were
ested. Thus, Co2+, Cu2+, Hg2+, Mn2+, Ni2+and Fe3+ could be toler-
ted up to at least 2000 �g L−1. Commonly encountered matrix
omponents such as alkali and alkaline earth elements generally
o not form stable complexes under the experimental conditions,
nd were not CPE-extracted. The value of the reagent blank signal
as not modified by the presence of the potentially interfering ions

ssayed. A high concentration of 5-Br-PADAP reagent was added in
rder to assure the complete chelation of the analyte even in the
resence of interferents.

.4. Analytical performance

The detection and quantification limits (LOD and LOQ) were
stablished. For this reason, 10 blank extracts were performed fol-
owing the overall procedure. The values obtained were 8 ng L−1

or LOD and 27 ng L−1 for LOQ (by considering 3 and 10 times
he standard deviation, respectively). The precision of the method
as evaluated at 0.2 �g L−1 Cd and the value obtained as relative

tandard deviation (R.S.D.%) was equal to 3.5%. Finally, a sensi-
ive enhancement factor of 22 (calculated as the ratio between the
lopes of the calibration plots before and after CPE) was achieved.

.5. Method validation

In order to evaluate the accuracy of the proposed method, Cd was
etermined in a standard reference material, QC METAL LL2 met-
ls in natural water, with a cadmium content of 1.97±0.11 �g L−1.

mploying the proposed method, the content of cadmium deter-
ined in this SRM was 1.90±0.09 �g L−1 (95% confidence interval;
= 6).

In addition, Cd was analyzed in urine samples mineralized by a
icrowave-assisted digestion. The obtained concentrations were in

[

[
[
[

77 (2008) 663–666

he range of 0.58–1.21 �g L−1. Recovery studies were carried out in
rder to validate the results obtained in each sample. These results
re shown in Table 2.

. Conclusion

In this work, the use of micellar systems as an alternative to other
echniques of separation and offers several advantages including
ow cost, safety and high extraction efficiency. Cadmium was deter-

ined by ETAAS in the surfactant-rich phase when Mg + Pd were
sed as matrix modifier. This method is a promising alternative
or Cd determination which joints the advantages of the CPE with
he obvious advantages of any ETAAS method, i.e. minimal reagent
mployment, feasibility, low cost and sensibility. Additionally, the
icrowave digestion makes it such a versatile method, being ade-

uate for environmental and biological studies.
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a b s t r a c t

Anion-exchange porous sheets were prepared by radiation-induced graft polymerization and subsequent
chemical modifications. A diethylamino (DEA) group as an anion-exchange group was introduced into
the polymer chain grafted onto a porous sheet. The DEA group-introduced porous sheet was cut into
disks 13 mm in diameter and 3 mm in thickness to fit an empty cylindrical cartridge (DEA cartridge). The
DEA sheet had a DEA group of 3.4 mol/kg of the DEA-group-containing porous sheet and a linear velocity
of 46 m/h at a permeation pressure of 0.1 MPa at 298 K. The adsorption capacity of the DEA cartridge for
FeCl4− as a model ion in equilibrium with 1 g-Fe(III)/L in 10 M HCl was 0.17 mmol-Fe(III)/DEA cartridge. No
Pu leakage during the permeation of 5 mL of 10 M HCl–0.1 M HNO3 containing Pu ionic species through
the DEA cartridge was observed irrespective of the permeation rate ranging from 0.3 to 80 mL/min. A
solution containing known amounts of 233U, 240Pu, and 241Am in 10 M HCl–0.1 M HNO3 was loaded onto
CP-MS
pent fuel

the DEA cartridge. U and Pu were retained on the DEA cartridge, while Am was allowed to pass through
the DEA cartridge. Subsequently, 7 M HNO3 and 1 M HCl as eluents were permeated to elute U and Pu
from the DEA cartridge, respectively. The decontamination factor of U in a Pu fraction, defined by dividing
the activity of U in the feed solution by that of U in the Pu fraction, was 2.7×105, which is desirable for
the highly accurate ICP-MS determination of Pu for samples containing both U and Pu. The method using

dated
uble-

w
i
a
f

s
n
t
[

the DEA cartridge was vali
nuclear fuel sample by do

. Introduction

The determination of elemental and isotopic compositions of
and Pu in spent nuclear fuels is required for the management

f radioactive wastes and for the evaluation of calculation codes
ased on neutron flux [1,2]. The removal of interfering elements

n a spent nuclear fuel sample dissolved with nitric or hydrochlo-
ic acids is indispensable for an accurate determination of U and
u by alpha spectrometry, inductively coupled plasma-mass spec-

rometry (ICP-MS) [3–5], or thermal ionization mass spectrometry
TIMS) [1,6,7]. Numerous methods for the separation and purifi-
ation of U and Pu have been suggested. Of these methods, the
ethod using a column charged with ion-exchange resins has been

∗ Corresponding author. Tel.: +81 29 282 3668; fax: +81 29 282 3668.
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by measuring isotopic compositions and quantities of U and Pu in a spent
focusing magnetic sector ICP-MS.

© 2008 Elsevier B.V. All rights reserved.

idely employed [6,8,9]. Due to the insufficient selectivity of the
on-exchange resins, several columns were combined to separate U
nd Pu; therefore, these methods are tedious and time-consuming
or a routine analysis.

Recently, extraction chromatographic resins, onto which highly
elective organic extractants, e.g., CMPO and Aliquat 336, impreg-
ated, have received considerable attention because they simplified
he separation of actinides [10–15]. For example, Morgenstern et al.
12] demonstrated a mutual separation of U, Pu, Np, and Am using
single column charged with a uranium-selective extraction chro-
atographic resin (UTEVA resin). However, the diffusion of target

ons to the extractant impregnated onto the interior of the resin is
rate-determining step, resulting in the low recovery of the target
ons at a high flow rate through the column.
We have thus far developed functional porous polymeric mem-

ranes with high performance, by the radiation-induced graft
olymerization of an epoxy-group-containing vinyl monomer and
he subsequent addition of various chemicals to the epoxy group of
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he graft chain [16]. For example, an iminodiacetate (IDA)-group-
ontaining porous hollow-fiber membrane exhibited a high-speed
ollection of various metal ions [17,18]. The permeative flow of a
etal solution through the pores driven by transmembrane pres-

ure ensures the negligible diffusional mass-transfer resistance of
etal ions. In other words, the time required for metal ions to dif-

use to the ion-exchange group of the polymer chain grafted onto
he pore is much shorter than the residence time of the metal solu-
ion to permeate across the porous membrane [17–21].

In our previous publication [21], we suggested a simple method
or the separation of actinides using an anion-exchange cartridge
harged with a diethylamino (DEA)-group-containing porous sheet
DEA cartridge). Decontamination factors estimated from the elu-
ion profiles of U, Pu, and Am obtained by elution chromatography
ere higher than 104 for both U and Pu fractions. However, the

pplicability of the DEA cartridge to the simple and accurate deter-
ination of U and Pu in a spent nuclear fuel sample has not yet

een validated.
The objective of this study was twofold: (1) to evaluate the per-

eability and adsorptivity of the DEA cartridge and (2) to validate
he applicability of the DEA cartridge to the separation of U and
u in a spent nuclear fuel sample. We obtained DFs that are more
ccurate than those described in the previous publication [21] by
he acquisition of detailed elution profiles and thus applied this

ethod to the determination of a trace amount of Pu (<pg) in the
pent nuclear fuel.

. Experimental

.1. Chemicals, standard solutions, and materials

Glycidyl methacrylate (GMA, CH CCH3COOCH2CHOCH2) was
urchased from Tokyo Kasei Co. and used without further purifi-
ation. An iron standard solution (FeCl3 in 3% HNO3) was acquired
rom Wako Pure Chemical Industries. Hydrochloric and nitric acids
sed for separation and ICP-MS analysis were of super-pure grade
AA-10, Tama Chemicals). Other reagents were of analytical grade.
tandard solutions of 233U, 240Pu, and 241Am were supplied by
sotope Products Laboratories (IPL), Oak Ridge National Labora-
ory (ORNL), and the National Institute of Standard and Technology
NIST), respectively.

A porous sheet, made of high-density polyethylene, with a thick-
ess, porosity, and average pore size of 2 mm, 75%, and 1.0 �m,
espectively, was used as a trunk polymer for grafting. This porous
heet, supplied by INOAC Corporation, was referred to as a PE sheet.
or comparison, anion-exchange resin beads (MCI-GEL CA08Y)
ere purchased from Mitsubishi Chemical Corporation.

.2. Preparation of anion-exchange cartridge

The anion-exchange porous sheet was prepared by the graft
olymerization of GMA and the subsequent introduction of a DEA
roup (–N(C2H5)2) as an anion-exchange group into the graft chain.
riefly, the preparation scheme consisted of the following three
teps: the first step was the irradiation of electron beams to pro-
uce radicals, that is, the PE sheet was irradiated with electron
eams at a dose of 200 kGy. The second step was the graft polymer-

zation of GMA, that is, the electron-beam-irradiated porous sheet
as immersed into 20% (v/v) GMA/methanol solution at 313 K for

min. The degree of GMA grafting, defined as the mass gain of the
orous sheet in percentage, was set at 200%, and the resultant GMA-
rafted porous sheet was referred to as a GMA sheet. The third step
as the introduction of a DEA group, that is, the DEA group was

ntroduced into the graft chain by immersing the GMA sheet in 50%

w
s
(

s

(2008) 695–700

v/v) diethylamine/water at 313 K. The resultant porous sheet was
eferred to as a DEA sheet.

The amount of DEA group introduced was evaluated from the
ass gain of the porous sheet as follows:

mount of DEA group introduced (mol/kg) = (W2 −W1)/73/W2

(1)

here W1 and W2 are the masses of the GMA and DEA sheets,
espectively. The numeral character 73 is the molecular mass of
iethylamine.

The DEA sheet was cut into disks 13-mm in diameter. The resul-
ant porous disk, DEA disk, was packed into an empty cylindrical
artridge 13 mm in diameter purchased from Varian, Inc. The DEA
isk was sandwiched with prefilters on both sides of the DEA disk.
he resultant cartridge was referred to as a DEA cartridge.

.3. Properties of DEA sheet and disk

The swelling ratio in a dry state was evaluated by dividing the
olume of the DEA sheet by that of the GMA sheet. The liquid perme-
bility of the DEA disk was evaluated by measuring linear velocity
LV), defined below, at a constant permeation pressure of 0.1 MPa
nd 298 K with a syringe pump (Model 11 E, Harvard Apparatus)

V (m/h) = permeation rate of pure water
cross-sectional area of DEA disk

(2)

For comparison, the LV of an anion-exchange-bead-packed col-
mn was also measured.

.4. Determination of breakthrough characteristics and
dsorptivity of DEA cartridge

FeCl4− was selected as a model metal ion to estimate the elu-
ion chromatographic behavior of U(IV) in the hydrochloric acid

edium [22]. A 1 g-Fe(III)/L iron solution dissolved in 10 M HCl
as permeated upward through the DEA cartridge at a constant
ermeation rate of 20 mL/min with the syringe pump to deter-
ine an equilibrium adsorption capacity for FeCl4−. The effluent

enetrating the upper surface of the DEA disk was continuously
ollected with fraction vials. The concentration of Fe of each frac-
ion was determined by UV–Vis spectrometry. Subsequently, 0.01 M
ydrochloric acid was permeated to elute FeCl4− adsorbed onto the
EA disk.

240Pu (11.9 ng) dissolved in 5 mL of 10 M HCl–0.1 M HNO3 was
ed to the DEA disk and permeated through the DEA cartridge. The
ermeation rate ranged from 0.3 to 80 mL/min. The total activity
f each fraction of the effluent was determined using a silicon sur-
ace barrier detector (SSD) [23]. The adsorption efficiency, defined
elow, was calculated to evaluate the dependence of adsorptivity
n permeation rate

Adsorption efficiency (%)

= 100(total activity of 240Pu adsorbed on DEA cartridge)
total activity of 240Pu in feed

(3)

.5. Elution chromatography of actinides with DEA cartridge

A standard solution containing a prescribed amount of actinides

as prepared: the masses of 233U, 240Pu, and 241Am added to the

olution were 48.0 �g (17,100 Bq), 0.965 �g (8100 Bq), and 0.797 �g
101,200 Bq), respectively.

The procedure of elution chromatography of U, Pu, and Am is
hown in Fig. 1. This procedure consisted of the following four steps:
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Table 1
Operating conditions for ICP-MS

Frequency (MHz) 27.12
RF power (kW) 1.12–1.24
Sample gas flow rate (L/min) 1.01–1.06
Auxiliary gas flow rate (L/min) 1.03
Cooling gas flow rate (L/min) 16.0
Sampling uptake rate (L/min) 0.245
Sampling time (ms) 50
Scan per replicate 400
N
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in pore size was compensated by the swelling of the entire volume
of the porous sheet, which was induced by the invasion of the graft
chain into the matrix of the PE sheet.

The properties of the DEA disk and anion-exchange-bead-
packed column used for the separation of actinides [26] are
ig. 1. Procedure for mutual separation of U(VI), Pu(IV), and Am(III) using DEA
artridge.

he first step was the adjustment of the oxidation state, that is, the
tandard solution containing 233U, 240Pu, and 241Am was evapo-
ated and then dissolved with 0.5 mL of 1 M HCl. Subsequently, the
xidation state of Pu was reduced to III with 10 �L of 1 M NH2OH
n 1 M HCl. After evaporating the solution, 1 mL of 10 M HCl–0.1 M
NO3 was added to the residue to adjust the oxidation state of Pu

o IV. The second step was the adsorption of U(VI) and Pu(IV), that
s, 1 mL of the resultant solution was fed as a loading solution to
he DEA cartridge. Then, the DEA cartridge was washed with 15 mL
f 10 M HCl–0.1 M HNO3 to remove Am(III) from the DEA cartridge,
hile U(VI) and Pu(IV) were adsorbed. The third step was the elu-

ion of U(VI), that is, 16 mL of 7 M HNO3 was permeated through
he DEA cartridge to elute U(VI), whereas Pu(IV) was retained. The
ourth step was the elution of Pu(IV), that is, 16 mL of 1 M HCl was
ermeated to elute Pu(IV) retained to the DEA cartridge.

The effluent with a volume ranging from 0.25 to 12 mL was con-
inuously sampled in fraction vials, and the activity of each fraction
as measured using the SSD. Alpha-counting sources were pre-
ared according to the “direct drop deposition method” proposed
y Shinohara and Kohno [23]. The purity and recovery of a target
uclide of each fraction were evaluated by calculating the decon-
amination factor (DF) and recovery percentage defined as

F (−) = activity of feed
activity of each effluent

(4)

ecovery percentage (%) = 100 (activity in fraction)
activity of feed

(5)

The permeation rate was adjusted to a value higher than
mL/min with the syringe pump throughout the procedure.

.6. Determination of U and Pu in spent nuclear fuel by elution
hromatography with DEA cartridge

The procedure for the separation of actinides using the DEA car-
ridge was validated with a spent nuclear fuel sample solution. The
pent nuclear fuel (fuel type: UO2–GdO3, burnup: 29.2 GWd/t) was
btained from a fuel lattice assembly of a boiling water reactor
Fukushima-daini). The fragment of the sample cut out from the
od, with a weight of approximately 300 mg, was dissolved in 7 M
NO3. The portion of the sample solution was diluted to adjust the
mounts of U and Pu to 37.08 pg-U and 0.3440 pg-Pu, respectively.
he standard solution of 233U (21.85 pg) and 242Pu (0.17 pg) was
dded to calculate the concentration of each isotope in the fraction
y the isotopic dilution method [24]. U, Pu, and Am were mutually
eparated by the procedure described in Section 2.5.

The activity concentrations of U and Pu in each fraction were

etermined by high-resolution ICP-MS (Element, Thermo Fisher
cientific, Inc.) The operation conditions of ICP-MS are summarized
n Table 1, and mass bias correction was performed by the method
eported by Magara et al. [25]. A relative error was set to be twice
he standard deviation of the measurement.

F
G

umber of replicates 5

onitored isotopes
233U, 234U, 235U, 236U, 238U
239Pu, 240Pu, 242Pu

. Results and discussion

.1. Amount of anion-exchange group and liquid permeability of
nion-exchange cartridge

The epoxy group of the polymer chain grafted onto the pore
urface of the porous sheet was converted into a diethylamino
DEA) group. The time course of the amount of DEA group intro-
uced into the poly-GMA grafted chain is shown in Fig. 2. The final
mount of DEA group introduced was 3.4 mol/kg-DEA sheet at a
eaction time of 90 min. The resultant amount of anion-exchange
roup introduced was higher than that of commercially available
nion-exchange resin beads (MCI-GEL CA08Y).

The linear velocity (LV) as a function of the amount of DEA group
ntroduced is shown in Fig. 3. The LV decreased with an increase
n the amount of DEA group introduced. The mutual electrostatic
epulsion of the positive charges of the DEA groups causes the graft
hain to extend from the pore surface of the porous sheet toward the
ore interior; therefore, the pore size of the DEA sheet decreased
ith an increase in the amount of DEA group introduced. The DEA

heet with an amount of DEA group introduced of 3.4 mol/kg-DEA
heet exhibited an LV of 46 m/h at 0.1 MPa comparable to the PE
heet (43 m/h). This LV value corresponded to a permeation rate of
01 mL/min through the surface area of 0.00133 m2. The decrease
ig. 2. Time courses of anion-exchange group (DEA group) introduced into the poly-
MA chain grafted onto the porous polymer sheet.
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ig. 3. Linear velocity and volume ratio as functions of amount of DEA group intro-
uced.

ompared in Table 2. The time required for pure water to permeate
hrough the DEA cartridge driven by the gravity was shortened to
/9 that through the anion-exchange-bead-packed column with an

dentical bed volume as the DEA disk.

.2. Equilibrium adsorption capacity of DEA cartridge for Fe ions

An iron solution (1 g-Fe(III)/L in 10 M HCl) was forced to perme-
te through the pores of the DEA cartridge. The breakthrough curve
f the DEA cartridge for Fe ions at a permeation rate of 20 mL/min,
.e., a residence time of 1.2 s of the solution across the DEA disk
hickness, is shown in Fig. 4. The equilibrium adsorption capacity
f the DEA disk for Fe ions, where the major ionic species of Fe(III)
n 10 M HCl is FeCl4−, was calculated as 1.1 mol-Fe/kg-DEA sheet or
.17 mmol-Fe/DEA cartridge. This value is comparable to those of
onventional anion-exchange bead-packed columns.

.3. Adsorption efficiency for Pu

240Pu in 5 mL of 10 M HCl–0.1 M HNO3 was permeated through

he DEA cartridge in the permeation rate range of 0.3–80 mL/min,
.e., the residence time range of 78–0.30 s. The adsorption efficiency
efined by Eq. (3) was 100% irrespective of the permeation rate, as
hown in Fig. 5. This demonstrated that the higher permeation rate
f the Pu solution led to the higher overall adsorption rate of Pu

able 2
omparison of properties of DEA cartridge and anion-exchange-bead-packed
olumn

dsorbent MCI-GEL: CA08Y (strong
base anion exchanger)

DEA cartridge
(this study)

tructure Styrene–divinylbenzene
copolymer with
trimethylammonium group

Diethylamino
group-
introduced
polymer chain
grafted onto
porous sheet

mount of
anion-exchange
group (mol/kg)

1.2 3.4

ead diameter (�m) 25 –
ore diameter (�m) n.a. 0.15
ermeation time at
gravity flow (min)
(bed volume:
0.4 cm3)

7 0.8

.a.: not available in data supplied by manufacturer.

f
t
F
c
a

ig. 4. Breakthrough curve of DEA cartridge during permeation of 1 g-Fe/L FeCl3
olution.

nto the DEA disk owing to the negligible diffusional mass-transfer
esistance of Pu ions in the pore interior to the DEA group of the
olymer chain grafted onto the pore surface of the DEA disk. This
dsorption characteristic of the functional-porous-disk-packed car-
ridge is advantageous over conventional functional-bead-packed
olumns in that a higher flow rate of the sample solution, i.e., a
horter processing time of analysis, is achievable.

.4. Elution chromatographic performance of DEA cartridge for
ctinides

Prescribed amounts of 233U, 240Pu, and 241Am were analyzed
y elution chromatography by the procedure described in Section
.5. The elution profiles of Am, U, and Pu, i.e., cpm corresponding
o the counting rate of �-rays emitted by a target nuclide in each
raction as a function of effluent volume, are shown in Fig. 6(a). In

his figure, cpm is the count rate of the �-rays detected by SSD.
irst, more than 99% of the amount of Am passed through the DEA
artridge during the permeation of 1 mL of the loading solution
nd 1 mL of 10 M HCl–0.1 M HNO3 of a washing solution. Second,

Fig. 5. Adsorption efficiency of Pu as function of flow rate.
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Table 3
Isotopic abundances (%)a of U and Pu in spent nuclear fuel sample solution deter-
mined by ICP-MS

Experimental value Reference value

234U 0.0190 ± 0.0006 0.0186
235U 0.7826 ± 0.0042 0.7856
236U 0.4774 ± 0.0066 0.4793
238U 98.721 ± 0.009 98.7164
239Pu 54.7 ± 0.2 54.75
240Pu 30.7 ± 1.0 30.35

a Relative abundances of isotopes of an element.

Table 4
Quantities of U and Pu in spent nuclear fuel sample solution determined by ICP-MS
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ig. 6. Elution profiles and DFs of Am(III), U(VI), and Pu(IV) with 10 M HCl–0.1 M
NO3, 7 M HNO3, and 1 M HCl as respective eluents.

% of the amount of U adsorbed onto the DEA cartridge was slightly
luted in another 14 mL of 10 M HCl–0.1 M HNO3, whereas 99% of
he amount of U was recovered by the subsequent permeation of
mL of 7 M HNO3. Finally, Pu adsorbed onto the DEA cartridge was
uantitatively eluted by permeating 8 mL of 1 M HCl.

DF, defined by Eq. (4), as a function of effluent volume is shown
n Fig. 6(b). Two, five, and eight mL of 10 M HCl–0.1 M HNO3, 7 M
NO3, and 1 M HCl as eluents of Am, U, and Pu, respectively, as indi-
ated by shaded region in Fig. 6(b), exhibited DFs ranging from 104

o 106. A DF value of 2.7×105 for U was observed in the Pu frac-
ion, which is favorable for the determination of a trace amount of
39Pu by ICP-MS because the isobaric interference at mass number
39 caused by the production of 238U1H+ arising from the sample
atrix is minimized. These values demonstrated that this separa-

ion method using the DEA cartridge is applicable to the accurate
etermination of U, Pu, and Am in spent nuclear fuel samples.

.5. Analysis of U and Pu in spent nuclear fuel sample with DEA

artridge

U, Pu, and Am in the solution of the spent nuclear fuel sample
ere separated using the DEA cartridge to validate the separation
ethod described in Section 3.4. The isotopic abundances and ele-
Experimental value Reference value

otal U (pg) 38.16 ± 1.70 37.08
otal Pu (pg) 0.34 ± 0.03 0.34

ental quantities of U and Pu in the spent nuclear fuel determined
y ICP-MS are shown in Tables 3 and 4, respectively. The results
greed well with those obtained by TIMS measurement after sep-
rating U and Pu in an identical spent nuclear fuel solution using
he conventional anion-exchange-bead-packed column (MCI-GEL,
A08Y) [26]. Trace amounts of U (38.16 pg) and Pu (0.34 pg) in the
pent nuclear fuel were found to be successfully determined by the
ethod suggested in this study.

. Conclusions

A rapid and accurate method for the separation of actinides
sing an anion-exchange porous sheet was described. A diethy-

amino (DEA) group as an anion-exchange group was introduced
nto the polymer chain grafted onto the pore surface of the porous
heet with a DEA density of 3.4 mol/kg and an equilibrium adsorp-
ion capacity of 1.1 mol-Fe(III)/kg of the DEA sheet. The resultant
orous sheet was cut into disks 13 mm in diameter to fit a commer-
ially available empty cylindrical cartridge. The time required for a
iquid to permeate through the resultant DEA cartridge driven by
he gravity was ninefold higher than that of the conventional col-
mn charged with the anion-exchange resin beads. Elution profiles
or U, Pu, and Am observed by elution chromatography with the DEA
artridge were determined, using a standard solution containing
nown amounts of U, Pu, and Am, to evaluate decontamination fac-
ors. High decontamination factors indispensable for the accurate
etermination of the elemental quantity and isotopic abundances
f U and Pu were achieved. The DEA cartridge is a promising alter-
ative tool for actinide separation at high-speed and accuracy.
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a b s t r a c t

Three procedures are developed and investigated for the simple and fast determination of peroxide value
of olive oil by luminol chemiluminescence. The procedure using hemin as catalyst in carbonate alkaline
solution allows the determination of hydrogen peroxide within the range 0.014–50 �M. The method can
be used for the determination of peroxide value within the range 2.00–30.0 mequiv. O2/kg oil and results
vailable online 17 July 2008

eywords:
live oil
hemiluminescence
uminol

correlate very well (r2 = 0.99) with those of the official method. All reagents are aqueous solutions and
olive oil is dissolved in acetone:ethanol mixed solution and, hence, the method is using minimal amounts
of organic solvents and can be successfully applied to field analysis. Antioxidant activity of five common
compounds found in natural products was determined by using luminol CL with Co(II) as EDTA complex
as catalyst at pH 9.00.
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. Introduction

Olive oil and other edible oils are complicated matrices and
ery often analytical results depend on various parameters such
s adulteration. Official methods for the measurement of various
uality factors such as acidity and peroxide content depend on
itrations which are time consuming, laborious and erroneous. The
fficial method for the determination of peroxide value is based
n the iodometric titration of iodine, which is stoichiometrically
iberated by the addition of excess of KI from oil peroxides. The

ethod is highly empirical and accuracy depends on a variety of
xperimental factors, such as accurate timing and protection of the
eaction mixture from light and atmospheric oxygen [1]. The refer-
nce procedure used for this analysis is accurately described by the
uropean Community method [2]. A plethora of analytical proce-
ures have been proposed as alternatives to the official titrimetric
ethod for peroxide measurement. These methods include Fourier

ransform near-infra-red spectroscopy [3] or flow injection analy-
is with spectrophotometric detection [4]. Nevertheless, none of

he proposed methods can be utilized as field analysers and some
f them use high amounts of organic solvents.

It is well established within the literature that hydrogen perox-
de and peroxides in general can be measured in aqueous media by

∗ Corresponding author.
E-mail address: calokerinos@chem.uoa.gr (A. Calokerinos).
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uminol chemiluminescence (CL) [5,6] or in non-aqueous media by
eroxyoxalate CL (PO-CL) [7]. PO-CL has been successfully applied
o the determination of peroxide value of olive oil [8] but the reac-
ion proceeds only in organic solvents. The use of organic solvents is
onsidered as a drawback of the procedure since olive oil is usually
onsumed in conjunction with aqueous media and quality charac-
eristics may vary from solvent to solvent. Hence it was decided to
nvestigate whether peroxide value and other quality characteris-
ics of olive oil can be chemiluminometrically measured in aqueous

edia.
Luminol was chosen as the CL reagent since it can be used in

queous media for sensitive CL measurements and has been thor-
ughly investigated in a variety of applications. However, the main
ifficulty was to prepare a homogeneous solution of olive oil in
ater or in an organic solvent miscible with water. Initially, the
live oil was brought into solution by using Tween-20, Tween-80,
etradecyltrimethylammonium bromide (AmBr) and polyoxyethy-
ene 9 lauryl ether (Polydocanol) with luminol in borate buffer (pH
.00) in the presence of Co(II)–EDTA (procedure A). Procedure B
as similar to procedure A except the oil sample was dissolved in

he mixed solvent acetone:ethanol 2:1 (v/v). The same solvent was
sed in procedure C but the alkaline solution required for luminol

as achieved by the presence of sodium carbonate and hemin was
sed instead of Co(II)–EDTA.

The oil substrate known as Delios S was initially used, followed
y the application of the method in commercial oils. Delios S is
stable model oil mixture of triglycerides of caprylic (C-8) and
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apric (C-10) acids (70:30) which is used in the flavour industry,
s well as for cosmetic and pharmaceutical skin care preparations,
ell-fatting emulsions and skin oils. The oil substrate has been suc-

essfully used previously for the measurement of PV value by PO-CL
8]. Furthermore, it was decided to develop a simple procedure,
hich would enable the successful field measurement of PV. Hence,

he method was optimised for batch analysis and the final proce-
ure can be applied in field analysers allowing estimation of the
uality of olive oil by the producer.

. Experimental

.1. Apparatus

CL measurements were carried out using a Jenway 6200 Fluo-
imeter with the excitation lamp off and glass cuvettes of optical
ath equal to 10 mm.

.2. Reagents

Acetonitrile, methanol, acetic acid, chloroform, tert-
utylperbenzoate (t-BP, 98%, w/w), tert-butylhydroperoxide
t-BHP, 80%, w/w), cobalt(II) chloride hexahydrate, hydrogen
eroxide (35%, v/v) were supplied by Merck, Germany. Ethanol,
cetone, polyoxyethylene (20) and (80) sorbitan monolaurate
Tween-20 and -80), AmBr, Polydocanol, 3-aminophthalhydrazide
luminol), hemin and boric acid were supplied by Sigma, St. Louis,

O, USA while ethyl acetate (EtOAc) and 9,10-dimethylanthracene
ere obtained from Aldrich and Fluka Chemika, Germany, respec-

ively. l-Ascorbic acid, �-carotene, quercetin and butylated
ydroxytoluene were supplied by Sigma while �-tocopherol was
upplied by Merck.

Delios S (CASR number: 73.398-61-5) is a mixture of triglyc-
rides of vegetable medium-chain saturated fatty acids (Caprylic
C-8)/Capric (C-10) acids—70:30), was gracefully offered by Vioryl
.A., Greece.

All chemicals were of analytical grade. Aqueous solutions were
repared with doubly de-ionised water from a Labconco Water
roTM system (Kansas City, MO, USA).

.3. Solutions

.3.1. Borate buffer solution (pH 9.00)
Weigh 3.1 g of boric acid, dissolve in water and dilute with water

o 1 L. Adjust to pH 9.00 by adding the appropriate amount of 1.00 M
aOH.

.3.2. Co(II) (8.40×10−4 M)–EDTA (2.63×10−3 M) mixed
olution

Weigh 0.500 mg of EDTA and 0.100 mg of CoCl2·6H2O, dissolve
nd dilute with borate buffer (pH 9.00) solution to 500 mL. Solu-
ions with different concentrations were prepared in a similar
ay.

.3.3. Luminol solution (5.6×10−4 M)

Weigh 50 mg luminol, dissolve and dilute with borate buffer (pH

.00) solution to 500 mL.

.3.4. Luminol (7.0×10−4 M)–hemin (4.6×10−6 M) mixed
olution

Weigh 3.0 mg hemin and 124 mg luminol, dissolve in 0.0100 M
a2CO3 and dilute with the same solution to 1 L.
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.4. Standard solutions

.4.1. Hydrogen peroxide (100 mmol/kg) in Delios
10 g of Delios S were mixed with 5 mL of methanol and 260 �l of

.81 M of H2O2 in a round bottom flask. The mixture was vigorously
tirred on a rotary evaporator at room temperature for 30 min under
acuum in order to achieve homogeneous distribution of hydrogen
eroxide in Delios, after removal of methanol and water. The final
olution contained 100 mmol H2O2/kg oil (200 mequiv. O2/kg oil).
ore dilute solutions were prepared in a similar way.

.4.2. t-BP in Delios
0.0185 mL (0.100 mmol) of tert-butylperbenzoate (t-BP, 98%,

/w) are mixed with 1 g of Delios. The final solution contains
00 mmol t-BP/kg oil. More dilute solutions were prepared in a
imilar way.

.4.3. t-BHP in methanol
112.5 mg of tert-butylhydroperoxide (t-BHP, 80%, w/w) are dis-

olved in 100 mL of methanol. The final solution contains 0.0100 M
-BHP. More dilute solutions were prepared in a similar way.

.5. Commercial oil solutions

Weigh accurately 300 mg of oil, dissolve in 10% (w/w) Tween-20
procedure A) or acetone: ethanol (2:1, v/v) mixed solvent (proce-
ures B or C) and dilute to 10.00 mL. 0.500 mL of this solution were
urther diluted to 10.00 mL.

.6. Measurement procedures

.6.1. Procedure A
Mix 1.00 mL of 5.6×10−4 M luminol solution in borate buffer

olution (pH 9.00) together with 1.00 mL of a mixed solution con-
aining 7.3×10−4 M Co(II) and 2.3×10−3 M EDTA, inject 100 �L of
ample solution in 10% (w/w) Tween-20 and record the change of
mission intensity as a function of time.

.6.2. Procedures B and C
Procedure B is similar to procedure A except the sample is dis-

olved in acetone:ethanol (2:1, v/v) mixed solvent and procedure
is similar to procedure B except luminol is made in carbonate

uffer solution and hemin is used instead of the mixed Co(II)–EDTA
olution.

. Results and discussion

.1. Procedure A

Procedure A involves the use of emulsifiers for preparation of
omogeneous solutions of oils with the luminol-borate buffer solu-
ion.

.1.1. Effect of emulsifier
The effect of 10% (w/w) of Tween-20, Tween-80, tetradecyl-

rimethylammonium bromide (AmBr) and polyoxyethylene 9 lauryl
ther (Polydocanol) on the emission intensity from various con-
entrations of hydrogen peroxide in Delios from the luminol CL
eaction in borate buffer (pH 9.00) and Co(II)–EDTA was investi-

ated (Table 1). From the results shown in Table 1, it is obvious that
R.S.D. values are lower when Tween-20 and -80 are used. Hence,
ween-20 was chosen for all further studies since emission inten-
ities are higher than those from Tween-80. The effect of amount
f Tween-20 on the emission intensity from 100 mmoles H2O2/kg



644 S. Bezzi et al. / Talanta 77 (2008) 642–646

Table 1
Effect of 10% (w/w) of emulsifiers on the emission intensity from various concentrations of H2O2 in Delios from the luminol CL reaction in borate buffer (pH 9.00) and
Co(II)–EDTA

Emulsifier (mmoles H2O2/kg Delios) Emission intensity± s (n = 3) (%R.S.D.)

Tween-20 Tween-80 AmBr Polydocanol

1.87 24.6 ± 0.2 (0.8) 19.1 ± 0.1 (0.5) 25.3 ± 0.1 (5.5) 26.6 ± 0.6 (2.3)
3.75 24.1 ± 0.1 (0.4) 22.
7.50 24.0 ± 0.7 (2.9) 24.

15.0 38.0 ± 0.8 (2.1) 33.
30.0 91.6 ± 1.6 (1.7) 59.

Table 2
The effect of amount of Tween-20 on the emission intensity from 100 mmol H2O2/kg
Delios

Tween-20 (%, w/w) Emission intensity± s (n = 3)

7.5 329 ± 4
10 332 ± 5
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A linear regression was established between I and PV value
11.2 334 ± 7
12.5 336 ± 6
15 346 ± 6

elios is shown in Table 2. Ten percent (w/w) was used for all fur-
her studies as a compromise between intensity and consumption
f emulsifier.

.1.2. Effect of concentration of chemiluminogenic reactants
The effect of concentration of Co(II) and EDTA on the emission

ntensity from 5.6×10−4 M luminol in borate buffer (pH 9.00) and
00 mmol H2O2/kg Delios in the presence of 10% (w/w) Tween-20 is
hown in Table 3. Hence, a mixed solution containing 7.3×10−4 M
o(II) and 2.3×10−3 M EDTA was used since no significant increase
f emission intensity was observed at higher concentrations at the
onditions used. At the optimal experimental conditions, a typical
rofile of emission intensity from 30 mmol H2O2/kg Delios versus
ime profile is shown in Fig. 1. All measurements were performed
n borate buffer at pH 9.00, as optimized in previous work [9] and
erified in this work as well.

.2. Procedure B

Procedure B is similar to procedure A except a mixed ace-
one:ethanol (2:1, v/v) mixed solvent is used for preparation of
omogeneous solutions of oils with luminol.
.2.1. Effect of mixed solvent
The optimum concentrations of luminol, Co(II) and EDTA were

sed as in procedure A. When acetone:ethanol mixed solvent was
sed at 1:1 and 2:1 (v/v), the CL reaction was very fast and it was

able 3
he effect of concentration of Co(II) and EDTA on the emission intensity from
.6×10−4 M luminol in borate buffer (pH 9.00) and 100 mmol H2O2/kg Delios in
he presence of 10% (w/w) Tween-20

oncentration (M) Emission intensity± s (n = 3)

o(II) EDTA

.1×10−4 6.6×10−4 8.4 ± 0.5

.8×10−4 1.2×10−3 24.6 ± 0.1

.2×10−4 1.6×10−3 58.8 ± 1.7

.0×10−4 1.9×10−3 93.4 ± 5.6

.5×10−4 2.0×10−3 100.7 ± 4.6
.0×10−4 2.1×10−3 143.0 ± 4.0
.1×10−4 2.2×10−3 148.0 ± 3.2
.3×10−4 2.3×10−3 150.0 ± 1.6
.5×10−4 2.4×10−3 150.0 ± 2.5

(
I

t

F
D

3 ± 0.6 (2.7) 25.2 ± 0.6 (2.4) 26.4 ± 0.5 (1.9)
4 ± 0.4 (1.6) 26.3 ± 0.7 (2.7) 32.3 ± 0.8 (2.5)
3 ± 0.6 (1.8) 62.3 ± 1.7 (2.7) 43.2 ± 1.0 (2.3)
9 ± 1.0 (1.7) 51.9 ± 1.6 (3.1) 127.6 ± 2.0 (1.6)

ot possible to record a response similar to that shown in Fig. 1.
ence, the solvent was prepared at 2:1 (v/v) ratio.

.3. Procedure C

Procedure C involves the use of a mixed acetone:ethanol (2:1,
/v) mixed solvent for preparation of homogeneous solutions of oils
ith luminol in the presence of carbonate and hemin. Hemin is an

ron-containing porphyrin which acts as a catalyst in the luminol CL
eaction, has been previously used for the evaluation of antiradical
apacity [10] and the detection of lipid oxidation by luminol CL and
as used similarly [11].

.3.1. Analytical figures of merit
By using procedure A, emission intensity, I, was linearly

elated to concentration of hydrogen peroxide, C, within the
ange 2.5–50 mmol H2O2/kg Delios with regression equation:
= 2.1×C + 3.3, r2 = 0.993 (n = 7). Nevertheless, the organic perox-
des t-BP and t-BHP did not show any emission intensity at the
ptimised conditions for hydrogen peroxide. This was attributed
o incomplete dissolution and steric hindrance. Therefore, it was
ecided to select a variety of olive oils, determine the peroxide value
PV, mequiv. O2/kg oil) by using the official method and construct
he calibration graph of PV versus emission intensity, I. A linear
egression was established between I and PV value (mequiv. O2/kg
il) within the range 3.00–30.0 mequiv. O2/kg oil: I = 0.32PV−0.12,
2 = 0.98 (n = 7).

By using procedure B, emission intensity was linearly related to
oncentration of hydrogen peroxide, C, within the range 2–200 �M
ith regression equation: I = 0.09×C−3.2, r2 = 0.97 (n = 5). It was

herefore decided to construct a calibration graph of CL intensity
ith PV values on olive oils determined by the official method.
mequiv. O2/kg oil) within the range 2.00–30.0 mequiv. O2/kg oil:
= 0.16PV + 0.9, r2 = 0.98 (n = 7).

By using procedure C, emission intensity was linearly related
o concentration of hydrogen peroxide, C, within the range

ig. 1. Typical profile of emission intensity versus time from 30 mmol H2O2/kg
elios at the optimal conditions of procedure A.
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Table 4
Determination of peroxide value (PV) by the official method and proposed CL
methods

Oil sample PV value (mequiv. O2/kg oil)

Official method Procedure

A B C

Extra virgin oil
1 7.5 2.2 ± 0.7 1.9 ± 0.5 7.0 ± 0.4
2 10.3 2.4 ± 0.4 1.9 ± 0.1 7.3 ± 0.9
3 11.7 3.0 ± 0.1 2.4 ± 0.3 9.0 ± 0.3
4 8.6 2.2 ± 0.1 1.8 ± 0.4 7.1 ± 0.4

Virgin oil
1 11.6 2.6 ± 1.2 2.2 ± 0.3 9.7 ± 0.6
2 15.2 3.2 ± 1.5 1.7 ± 0.6 11.0 ± 0.9

Refined oil
Cotton seed oil 8.9 2.5 ± 0.2 2.2 ± 0.2 7.6 ± 0.2
sunflower 2.3 1.8 ± 0.5
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Table 6
Range of concentration, slope of calibration line, antioxidant activity (IC50) and scav-
enging activity of hydrogen peroxide (SAHP) for the five antioxidants studied by
procedure B

Antioxidant Concentration range (�M) Slope IC50 (�M) SAHP (�M−1)

l-AA 0.004–0.05 141 0.0074 135
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ther oils
Lampante 6.3 2.1 ± 0.2 1.8 ± 0.6 6.0 ± 0.4
Lampante blend 27.8 4.2 ± 0.7 3.3 ± 1.1 17.1 ± 0.4

.014–50 �M with regression equation: I = 664×C−14.0, r2 = 0.990
n = 7). Under the experimental conditions for hydrogen perox-
de, t-BHP was also found to generate emission linearly related
o concentration within the range 0.025–2.5 �M with regression
quation: I = 130×C + 20.2, r2 = 0.990 (n = 8). Nevertheless, t-BP did
ot generate any emission. It was therefore decided to construct
calibration graph of CL intensity with PV values on olive oils

etermined by the official method. A linear regression was estab-
ished between I and PV value (mequiv. O2/kg oil) within the range
.00–30.0 mequiv. O2/kg oil: I = 0.28PV + 0.02, r2 = 0.990 (n = 7).

.4. Determination of peroxide value of commercial oils

By using the three procedures developed, the PV value of a
ariety of commercial oils was determined and the results were
ompared to the results of the official method (Table 4) and the
orresponding regression equations and correlation coefficients of
ach proposed procedure with the official method are summarized
n Table 5. From the results in Table 5, it becomes apparent that the
est correlation between the official method and proposed method
ccurs with procedure C. This was expected since this procedure
as capable of measuring the organic peroxides present in olive
il.

.5. Estimation of activity of antioxidants

Luminol CL has been applied to the estimation of antioxidant
ctivity (AA) of a variety of compounds such as quercetin, ascor-
ic acid and trolox [9] or for the estimation of antioxidant activity

f complex matrices such as olive oil mill wastewater [12], fruits
13] and tea and herbal infusions [14]. AA can also be evaluated by
ifferential pulse [15] or cyclic voltammetry [16] or flow injection
nalysis [17]. Despite the fact that the results for AA depend on

able 5
egression equations and correlation coefficients for the measurement of PV value
y proposed CL method (PVCL) and official method (PVoff)

rocedure PVCL = slope×PVoff + intercept r2 (n = 10)

Slope Intercept

0.10 1.5 0.95
0.078 1.3 0.91
0.50 3.2 0.99

m
r

R

HT 0.002–0.07 31.2 0.038 26.3
-Tocopherol 0.005–0.12 2.23 0.31 3.22
-Carotene 0.005–0.12 2.82 0.36 2.78
uercetin 0.005–0.016 1.22 0.82 1.22

arameters such as reaction medium, principle of measurement
nd measurement of single antioxidants or mixtures, the results
re capable of estimating the antioxidant activity of compounds or
atural products.

Procedure B was used to estimate the activity of common antiox-
dants in olive oil. The antioxidants selected were �-carotene, BHT,
-tocopherol, quercetin and l-ascorbic acid (l-AA). Different con-
entrations of each antioxidant were mixed with a 1.3×10−4 M
2O2 at the optimum concentrations of luminol, Co(II) and EDTA of
rocedure B and the emission intensity (I) was measured. The emis-
ion intensity (Io) from 1.3×10−4 M H2O2 without any antioxidant
dded was also measured. By plotting Io/I versus concentration of
ntioxidant, a linear regression equation is obtained. IC50, defined
s the concentration of antioxidant which reduces the emission
ntensity by 50%, was calculated from the regression equation for
ach antioxidant at Io/I = 2. The scavenging activity of hydrogen
eroxide (SAHP) defined as: SAHP = I/IC50 was also calculated.

The range of concentration, slope of calibration line, antioxi-
ant activity (IC50) and scavenging activity of hydrogen peroxide
SAHP) for the five antioxidants studied by procedure B are shown
n Table 6. From the results in Table 6, it is obvious that l-AA
nd BHT are the most powerful H2O2 scavengers followed by �-
ocopherol, �-carotene while quercetin is the weakest scavenger
nder the given experimental conditions. The sequence of antiox-

dant ability, expressed as IC50 or SAHP, changes with the polarity
f solvents used [7,9] as well as with the measurement procedure
mployed. Hence, more than one method is required to provide
dequate information on the in vitro antioxidant activity behaviour
18].

. Conclusions

From the three procedures proposed, procedure C can easily
nd reliably be used for the determination of PV of olive oil and
ils, in general. The method is easy to apply and the optical instru-
ent required is very simple. Measurement of antioxidant ability,

xpressed as IC50 or SAHP, shows that ascorbic acid and quercetin
re the strongest and weakest antioxidants, respectively but the
esults depend on chemical and physical properties of the reac-
ion mixture. Therefore, further interpretation with results by other

ethods such as cyclic voltammetry is required to increase the
eliability of the conclusions.
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a b s t r a c t

The particle size distribution of a solid product can be crucial parameter considering its application to
different kinds of processes. The influence of particle size on near infrared (NIR) spectra has been used
to develop effective alternative methods to traditional ones in order to determine this parameter. In this
work, we used the chemometrical techniques partial least squares 2 (PLS2) and artificial neural networks
(ANNs) to simultaneously predict several variables to the rapid construction of particle size distribution
curves. The PLS2 algorithm relies on linear relations between variables, while the ANN technique can
model non-linear systems.

Samples were passed through sieves of different sieve opening in order to separate several size fractions
NN
IR spectroscopy

that were used to construct two types of particle size distribution curves. The samples were recorded by
NIR and their spectra were used with PLS2 and ANN to develop two calibration models for each. The
correlation coefficients and relative standard errors of prediction (RSEP) have been used to assess the
goodness of fit and accuracy of the results.

The four calibration models studied provided statistically identical results based on RSEP values. There-
fore, the combined use of NIR spectroscopy and PLS2 or ANN calibration models allows determining the
particle size distributions accurately. The results obtained by ANN or PLS2 are statistically similar.
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. Introduction

Many industrial products are solids consisting of particles of
ariable size and shape. An accurate knowledge of the physical
imensions of the particles in raw materials can be crucial with
view to ensuring proper development of a production process or

he desired properties in the end product. Many industrial phar-
aceutical processes involve transferring homogeneous mixtures

f ingredients (active principle and excipients) to various produc-
ion zones without altering their uniformity or detracting from the
hysical properties sought in the end product—in fact, the flow-

ng properties of powdered solids depend strongly on their particle
ize and shape. Granulating powders in order to facilitate product
ransfer and determining particle size distribution are two fre-
uent operations in this context. Also, the stability of a suspension

epends largely on the particle size of the dispersant; ensuring such
tability is crucial for purposes such as the production of plastic
aints, – which typically consist of aqueous emulsions of a vinyl
r acrylic resin – inks or drugs formulated as suspensions of the

∗ Corresponding author. Tel.: +34 935811367; fax: +34 935811367.
E-mail address: marcel.blanco@uab.es (M. Blanco).
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© 2008 Elsevier B.V. All rights reserved.

ctive principal ingredient (API) in sweetened water. Particle size
istribution is also strongly influential on the quality of building
ortars, where too high or too low a proportion of small particles

an alter some properties such as the workability of wet mortar, its
ardening time or its strength once cured. The previous examples
estify to the importance of particle size in various industrial fields
nd of developing expeditious, reliable methods to determine it.

The determination of particle size distribution has been
pproached in various ways depending on the accuracy and preci-
ion required, and also of the size discrimination level to be reached.
aser diffraction analysis [1–4] is probably the most widespread
hoice by virtue of its affording measurements over a wide range of
article sizes (0.05–3500 �m). Scanning electron microscopy and
ieving [5–6] are also widely used for this purpose. The latter pro-
ides a simple method for determining particle size distribution
y passing the sample through a series of sieves of variable sieve
pening and weighing the fraction retained on each sieve.

Particle size is known to influence NIR spectra [7]. Its effect

as frequently been deemed undesirable or disturbing with a view
o the subsequent processing of data. This has promoted its less-
ning or the use of some sample pretreatment (e.g. sieving) in
rder to ensure uniformity prior to recording the NIR spectrum
r subjecting the spectrum to a common spectral treatment such
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s multiplicative scatter correction (MSC), standard normal variate
SNV), detrending or derivation.

Studies on the use of NIR to determine particle size have so
ar focused on predicting an average particle size (whether the

ass median particle size or the mean particle diameter) [1,4,8]; by
ontrast, few have aimed at determining particle size distribution
9,10]. O’Neil et al. [9] determined cumulative particle size distri-
utions by applying multiple linear regression (MLR) or principal
omponent regression (PCR) to each individual variable to be pre-
icted and found the latter to provide the better results; in fact,
CR afforded accurate predictions of particle size from NIR data, but
equired constructing one calibration model per target variable. In
ubsequent work [10], he used a single calibration model, of the par-
ial least squares 2 (PLS2) type, to simultaneously obtain the whole
article size distribution curve for samples of microcrystalline cel-

ulose reference values for which had previously been determined
y laser diffraction analysis.

Extracting analytically useful information from a NIR spectrum
ntails using a multivariate calibration technique such as those
mployed in the previous studies [1,4,8–10]. In this work, we
sed the calibration techniques PLS2 and artificial neural networks
ANNs). The PLS2 algorithm [11], which is an extension of that orig-
nally developed by Wold et al. [12] and Martens and Næs [13],
alculates latent variables by aiming at the largest possible covari-
nce between the variables X (NIR spectra) and Y (the n properties to
e determined), models all Y variables simultaneously and provides
calibration model for the n properties. Simultaneously model-

ng all variables has the advantage that it allows a single model
o be used to predict all; also, it is especially suitable when the Y
ariables are correlated. However, it fails to provide the best pos-
ible model for each individual variable. This algorithm requires a
ilinear model.

We also used the ANN algorithm [14–16], which, unlike PLS2,
ssumes no linear relationship between X (the NIR spectra or latent
ariables) and Y (the properties to be determined). artificial neural
etworks are trained until they “learn” the nature of the relation-
hip between their inputs and outputs.

The primary aim of this work was to develop a working method-
logy for determining particle size distribution. To this end, we
omparatively examined the predictive ability of four calibration
odels based on two different algorithms (viz. PLS2, which assumes
linear relationship between NIR spectra and particle size distribu-

ion, and ANN, which assumes no linear relationship); the models
ere applied to size distribution curves constructed from a differ-

nt number of points (viz. 13, including 2 unresolved maxima, and
, with a single maximum).

. Experimental

.1. Samples

The sample is an aggregate, a natural product composed
asically by silicon dioxide. A total of 30 samples of aggre-
ate, with different particle size distributions were studied. All
ere prepared by mixing variable proportions of two types

f aggregate also differing in average particle size and size
istribution.

.2. Instrumentation and software
Spectra were recorded on a Foss NIRSystems 6500 spectropho-
ometer equipped with a rapid content analyser (RCA) module. The
nstrument was governed via the software Vision v. 2.51, also from
IRSystems.

l
(
t

f
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Each sample was sieved with a BA100-N Sieve Shaker from CISA
Barcelona, Spain).

PLS2 models were constructed by using The Unscrumbler v. 9.2
rom Camo and the ANN models by using ANN toolbox in Matlab v.
.0.

.3. Reference method

An amount of ca. 100 g of each sample was sieved to obtain
3 fractions of different particle size. The sieve opening of the 12
ieves used was 0.050, 0.075, 0.100, 0.125, 0.150, 0.175, 0.200, 0.250,
.300, 0.400, 0.500 and 1.000 mm, respectively. The fraction pass-

ng through all sieves (<0.050 mm in size) was also collected. Each
raction was weighed on an analytical balance in order to calcu-
ate the proportion of sample retained by each sieve with a view to
onstructing a particle size distribution curve.

In order to examine the predictive ability of the ensuing models
PLS2 and ANN) over resolution curve, we prepared another curve
ith less data points. The new reference curve was obtained by

um of the fraction weights of two consecutive sieves (e.g. 0.100
nd 0.125 mm), in this way a new value of mass was obtained and
he fraction was renamed like tighter sieve. This calculation pro-
ided eight new fractions and therefore a new Y data set, which
raws a curve with minor resolution, that previous one. These new
ombined fractions were used to study the influence on resolution
n different chemometrical models.

.4. Recording of NIR spectra

Near infrared reflectance spectra were recorded at 2-nm inter-
als over the wavelength range 1100–2500 nm by placing the
owdered samples in glass cells and using a ceramic plate as ref-
rence. Each spectrum was the average of 32 scans and an aliquot
f each sample (3–4 g) were measured in triplicate, with turnover
etween recordings.

.5. Construction of models and processing of data

Spectral data were subjected to the following treatments: stan-
ard normal variate (SNV), and first and second derivative. Both
pectral derivatives were obtained by using the Savitzky–Golay
lgorithm with a second-order polynomial and an 11-point moving
indow. PLS2 models were constructed by cross-validation, using

he leave-one-out method. The optimum number of PLS2 compo-
ents was taken to be that minimizing the least squares difference
etween the reference value and the measured parameter.

Artificial neural network models were constructed from
reduced number of variables, using the scores of a PCA

f the second-derivative spectra over the wavelength range
100–2450 nm as inputs. The specific network architecture used
as of the back-propagation type and subjected to supervised train-

ng on a selected body of samples (the test set). Back-propagation
raining involved feeding the network with an input and propagat-
ng it in order to obtain an output. The output was then compared

ith the correct response in order to determine the prediction
rror. Finally, the weight of each connection to an output unit was
djusted in the appropriate direction in order to reduce the error.

The transferred functions used with ANNs can be of the non-

inear, linear and threshold types. We used a non-linear sigmoidal
tansig) function for the input layer and found the puerlin function
o provide the best results for the hidden layer.

The number of nodes in the output layer coincided with that of
ractions used to construct the particle size distribution curve.
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The goodness of the results provided by the different models
as assessed via the relative standard error (RSE):

SE =

√
√
√
√

∑n
i=1

∑m
j=1(YNIR

ij
− YREF

ij
)
2

∑n
i=1

∑m
j=1YREF

ij

2
× 100

. Results and discussion

One of the primary aims of this study was to establish an
ffective working methodology for determining the distribution
f particle sizes in powders applicable to all types of samples,
hichever their nature. To this end, we used an inorganic sample,
amely: an aggregate consisting largely of silica – which exhibits

ow absorption in the NIR region – in an average particle size similar
o those of intermediate granulates in industrial drug production
rocesses. We assessed the goodness of fit obtained as a function
f the size resolution of the sieving system (7 or 12 sieves) and the
inear (PLS2) or non-linear nature (back-propagation ANN) of the
lgorithm used to construct the models.

The first question to be answered was how the NIR spectrum
ould be affected by variability in particle size. Fig. 1 shows the
IR spectra for several samples with different particle size mean. As
an be seen, the spectral profiles were identical in shape; however,
here were substantial baseline shifts between consecutive groups
f samples as a result of differences in particle size—the greater the
article size, the higher the absorption in the NIR region.

Ensuring an adequate predictive ability in a multivariate model
s known to entail using a calibration set containing all possible
ources of variability in the samples to be predicted; this in turn
elies on appropriate selection of the samples. Spectral variability
an be exposed by using principal component analysis. The scores
lot of Fig. 2 shows the distribution of samples in the PCA space. As
an be seen, the samples clearly clustered in two groups reflecting
he same differences previously observed in the absorbance spectra
see Fig. 1), i.e. those in particle size between samples, the cluster
n top encompassing the samples with the greater particle sizes.
he samples to be included in the calibration and prediction sets,
hich are shown in Fig. 2, were chosen by visual inspection of the

cores plot and in such a way as to ensure that both sets would
nclude the typical spectral variability of the samples.

The wavelength ranges for application of the PLS2 models were

elected in terms of the positions of the spectral bands for the aggre-
ate (1350–1460 and 1850–2450 nm) (see Fig. 1). This allowed NIR
pectral zones of low absorption or containing noise only to be
xcluded, and each regression model to be constructed from those
ones containing useful information about the target variable.

Fig. 1. NIR spectra for selected aggregate samples.

v

t
1

F
f

ig. 2. PCA scores plot obtained from the second-derivative spectra for selected
ggregate samples.

The usual sample pretreatments fail to completely suppress the
bove-described shifts resulting from differences in particle size.
lso, the SNV algorithm failed to accurately classify spectra accord-

ng to particle size; on the other hand, the second-derivative spectra
or the sieved fractions afforded accurate classification (see Fig. 3)
rom all spectral bands. The spectra for the finest fractions (0 and
.050 nm) and the coarsest one (>1 mm) could not be recorded
wing to the inadequate amounts obtained after sieving.

The ability of derivative spectra to discriminate samples accord-
ng to particle size led us to adopt this spectral treatment to
onstruct the calibration models; second-derivative spectra pro-
ided even better predictions than first-derivative spectra.

We tested both PLS2 and ANN because the two afford the simul-
aneous quantitation of n variables. However, we discarded using
LS models, even though they were highly likely to provide better
redictions than the sole PLS2 model employed since PLS models
ariables one by one rather than as a whole. In fact, we chose to sac-
ifice the predictive ability of PLS in order to be able to use a single
LS2 model to predict particle size distribution in an expeditious
anner. Also, the undeniable correlation between the predictor
ariables further warranted using PLS2.
We constructed two PLS2 models from second-derivative spec-

ra to obtain particle size distribution curves consisting of 7 and
2 points (sieves). The results are shown in Table 1, and the RSEC

ig. 3. Comparison of the second-derivative spectra in the 1800–2000 nm region
or different particle size fractions.
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Fig. 4. Predicted particle size distribution curves for sample 4 as obtained by usin

Table 1
Parameters for the best PLS2 calibration models

Calibration Prediction Calibration Prediction

Number of sieves 7 12
Pretreatment 2nd derivative 2nd derivative
Range (nm) 1350–1460, 1850–2450 1350–1460, 1850–2450
PLS factors 3 8
Samples 19 6 19 6
RSEC/P% 8.7 8.6 2.6 7.6

Table 2
RSEC and RSEP for the PLS2 models with 7 variables

R
R

a
r
i
r
i

r
u
g
p
c

T
R

R
R

T
O

N
P
R
D
I
T
H
T
O
S
R

w
u
p

7
v
t
a
f
c
t
b

j
m
9
b
p
t
w
T
7
e

PC1 PC2 PC3 PC4 PC5

SEC 11.0 10.0 8.7 11.3 13.0
SEP 8.9 8.8 8.6 10.7 11.2

nd RSEP values for the ensuing models in Tables 2 and 3 (the best
esults are in bold). As can be seen, the number of factors resulting
n the lowest RSEP with the 7 and 12 variables model was 3 and 8,
espectively. Using a greater number of factors provided no further
mprovement in predictive ability with any model.

A comparison of the results provided by the two PLS models
eveals that determining an increased number of variables required

sing a more complex mathematical model and hence an also
reater number of PLS factors to account for variability and also,
ossibly, to correct non-linearity in the system—PLS is known to
orrect small deviations from linearity by using models expanded

able 3
SEC and RSEP for the PLS2 models with 12 variables

PC6 PC7 PC8 PC9 PC10

SEC 3.7 3.2 2.6 2.2 2.1
SEP 8.3 8.1 7.6 7.6 7.6

able 4
perational parameters and figures of merit of the ANN calibration models

Calibration Prediction Calibration Prediction

umber of sieves 7 12
retreatment 2nd derivative 2nd derivative
ange (nm) 1100–2450 1100–2450
ata reduction PCA (3PC) PCA (9PC)

nput nodes 3 9
ransfer function to input layer Tansig Tansig
idden nodes 2 1
ransfer function to hidden layer Puerlin Puerlin
utput layer 7 12
amples 18 6 21 6
SEC/P% 11.2 5.6 7.2 7.9

r
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p
n
v

d
A
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S

1
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A

g PLS2 calibration models constructed from 7 (left) and 12 variables (right).

ith new factors. On the other hand, a comparison of the RSEP val-
es for the two models (Table 1) reveals that both had a similar
redictive ability.

We then constructed two calibration models by using ANN with
and 12 Y variables, respectively. Also, we reduced the number of

ariables by using the scores of a PCA as inputs in order to simplify
he network architecture. However, reducing the number of vari-
bles can also reduce the spectral information that can be extracted
rom a system; this was avoided by using a variable number of prin-
ipal components from 1 to 5 with the 7 variables network and up
o 12 with the 12 variables network. The best results were provided
y the networks shown in Table 4.

The model containing 7 Y variables was used with 3 PCs, which
ointly accounted for 96.5% of the total variance; by contrast, the

odel involving 12 variables required 9 PCs, which accounted for
8.9% of the total variance. The increased number of inputs required
y the latter model was an obvious consequence of the greater com-
lexity of the curves. The number of neurons in the input layer,
hat of hidden layers, and that of neurons in each hidden layer,
ere optimized as a function of RSEP for the respective outputs.

he optimum number of neurons in the hidden layer was 2 for the
variables model and 1 for the 12 variables model; both networks

xhibited the lowest RSEP values among all studied.
As with the PLS2 models, the architecture of the network

equired for the 7 variables model was simpler than that for the
2 variables model (see Table 4). The increased complexity of the
article size profile with 12 variables called for a more complex
etwork; even so, the 2 models provided essentially similar RSEP
alues.

By way of example, Figs. 4 and 5 show the reference and pre-
icted particle size distribution curves obtained with the PLS and
NN models, respectively. As can be seen, the prediction curves fit-
ed the reference curves quite closely. The correlation coefficient
roved useful with a view to comparing the reference and NIR-
redicted particle size profiles obtained with each model. As can be
een from Table 5, the average correlation coefficient for all mod-

able 5
orrelation coefficients between the reference and predicted distribution curves

ample PLS2 ANN

7 variables 12 variables 7 variables 12 variables

0.98 0.97 0.98 0.97
0.95 0.93 0.99 0.95
0.92 0.96 0.99 0.94
1.00 1.00 0.97 1.00
0.97 0.98 0.98 0.99
0.99 0.99 0.99 0.99

verage 0.97 0.97 0.98 0.97
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Fig. 5. Predicted particle size distribution curves for sample 4 as obtained b

ls was at least 0.97, which testifies to the high similarity of the
eference and predicted curves. Tables 3 and 4 list the prediction
rrors in the particle size distribution curves obtained with the four
tudied models. As can be seen, RSEPs were statistically identical;
lso, they ranged from 5.6 to 8.6%, which is quite acceptable for the
eference method used.

. Conclusions

As confirmed in this work, NIR spectra contain information
bout particle size. Also, it allows particle size distribution curves
ssentially identical with those obtained by sieving to be con-
tructed. Therefore, NIR spectroscopy is an effective choice for
etermining particle size distribution.

The four calibration models used were constructed from second-
erivative spectra. Therefore, derivation not only retains the effects
f particle size contained in a NIR spectrum, but also constitutes
he most suitable treatment for this type of data.

Using models consisting of 7 and 12 Y variables revealed that
n accurate prediction of particle size distribution does not depend
n its particle size profile; in fact, both types of models provided
imilar results as regards percent error. However, the greater the
umber of variables required a greater number of factors to be used

n PLS2 or neurons in ANN.

The PLS2 and ANN techniques approach the resolution of spec-

ral problems differently; based on the correlation coefficients
etween the reference and NIR-predicted curves obtained in this
ork, however, they are equally effective with a view to obtaining

ccurate results.

[

[

g ANN calibration models constructed from 7 (left) and 12 variables (right).
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a b s t r a c t

S-Nitrosoglutathione (GSNO) reacts with the organic mercurial probe, p-hydroxymercury benzoate
(PHMB, HO–Hg–(C6H4)–COO−Na+) giving the complex GS–Hg(C6H4)COOH (GS–PHMB). This reaction has
been studied by UV measurements at 334 nm also in the presence of ascorbic acid and the product of
reaction, the GS–PHMB complex, characterized by Electrospray Ionization Mass Spectrometry (ESI-MS)
and by Reversed Phase Chromatography (RPLC) coupled on-line and sequentially with a UV–visible diode
array detector (DAD) followed by a cold vapor generation atomic fluorescence spectrometer (CVGAFS).
The simultaneous presence of PHMB and ascorbate produced a synergistic effect on GSNO decomposition
rate that can be observed only above a given concentration threshold of ascorbate (ascorbate/GSNO molar
ratio≥180). The results indicated that the formation of GS–PHMB, both in the presence and the absence
of ascorbic acid, does not involve the formation of free thiolic species but it takes place through a more
complex mechanism. The PHMB derivatives of GSH and GSNO obtained by the present method were found
to be identical by ESI-MS. GSSG did not interfere because it was not reduced and derivatized to GS–PHMB.
Once complexed by the alkylating agent N-ethylmaleimide (NEM), GSH did not interfere with the deriva-
tization reaction. This ensured a good selectivity of the developed PHMB derivatization system for RSNO
determination. Thus, we have optimized the operating conditions for the selective reaction of PHMB with
GSNO and other nitrosothiols (RSNOs) in order to determinate RSNOs in human plasma. LODc for RSNOs
in plasma ultrafiltrate was 30 nM (injected concentration, 50 �L loop), the DLR ranged between 0.08 and
50 �M and the CV% was 6.5% at 300 nM concentration level. Reduced and oxidized thiols spiked to plasma
did not interfere with the measurement of RSNOs. We found that the sampling procedure was critical for

the recovery of endogenous and spiked RSNOs. The ultrafiltrate samples of plasma of 8 healthy humans
contained 1460±310 CysNO, 1000±330 nM HCysNO and 320±60 nM GSNO if blood was sampled in a
mixture NEM/ethylendiaminotetracetic acid (EDTA)/serine–borate complex (SBC), where serine–borate
complex is a potent inhibitor of �-glutamyltransferase, an enzyme involved in the conversion of GSNO
into CysGlyNO. In the absence of SBC during the sampling of blood GSNO concentration found in the
ultrafiltrate was lower (at level of the determination limit in plasma ultrafiltrate, i.e. 75 nM) and the peak

ich c
of CysGlyNO appeared, wh
∗ Corresponding author. Tel.: +39 050 315 2293; fax: +39 050 315 2555.
E-mail address: emilia@ipcf.cnr.it (E. Bramanti).
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orresponded to a concentration of 200±60 nM (N = 4 blood samples).
© 2008 Elsevier B.V. All rights reserved.

. Introduction
Low-molecular weight S-nitrosothiols (LMW-RSNO or
hionitrites) are derived from the nitric oxide (NO)-mediated
-nitrosation of thiols and they play an important role in the trans-
ort, and metabolism of NO radical (NO•) [1–3]. The measurement
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f RSNOs in blood and plasma is still the subject of controversy
4–6].

Due to the low-molar absorptivity of the S-nitroso group of S-
itroso compounds [7] direct, quantitative UV detection of RSNO
fter chromatographic separation or capillary electrophoresis (CZE)
as been limited to micromolar concentrations [8,9]. RSNOs have
lso been determined directly by using a modified planar amper-
metric nitric oxide sensor, with detection limit around 1 �M
10]. Alternative indirect methods can be used to determine RSNO
ecomposition products.

RSNOs are generally decomposed by photolytic or reductive pro-
esses. After this step, the decomposition products (generally NO•

r its end oxidation product nitrite NO2
−) are detected by vari-

us techniques (chemiluminescence, fluorimetry, electrochemical
etectors, electron spin resonance, mass spectrometry, . . .). The
nly method reported in the literature for the determination of
SNO based on the derivatization of the GS-fragment [11] deals
ith a multi-step procedure passing through the formation of the

ree thiol after reduction with �-mercaptoethanol.
The methods and the issues and artefacts affecting these

ethods have been extensively described recently [4,12]. Indeed,
ultiple factors may strongly affect the results of analysis: the

hoice of the system employed for the cleavage of S–NO bond (pho-
olysis, HgCl2, HgCl2/V(III), KI/I2, Cys/KI/Cu(I), Cu(I)/Cys, Cu(I)/KI/I2,
O/Cu(I)/Cys, DTT), the type of the analyte detected (NO, nitrite, or
hiol product), the detection reactant (chromophore, fluorophore or
zone) and the detection technique used [13]. Furthermore, these
etabolites/analytes are generally measured in complex biologi-

al matrices (e.g. plasma) that require complex sample handling
rocedures [4,13,14]. During these procedures the analytes inter-
ct with various reactants. They may also interact with biological
onstituents and, in turn, the reactants may deeply modify the
atrix.
All these different analytical approaches – in the absence of a ref-

rence, validated method – have yielded highly divergent plasma
evels of LMW-RSNOs, often ranging in healthy subjects between
ow-nanomolar (<1–62 nM) and low-micromolar/micromolar con-
entration levels [4–6]. Although Wang et al. attempted a validation
f the tri-iodide based chemiluminescence assay, which is a com-
on employed RSNO detection technique, the actual analytical

alidation of a RSNO detection method, involving the comparison
f the results obtained by two or more independent methods was
ot reported [15]. Finally, Hausladen et al. have recently published
ome results against the use of tri-iodide to assay nitrosylated
pecies or nitrite in biological mixtures, and suggested that pre-
ious results obtained with this methodology should be reassessed
16].

Much of the chemistry of S-nitrosothiols is poorly elucidated
17,18]. In solution S-nitrosothiols have weak absorbance in the
30–350 nm region (around 103 M−1 cm−1, no→�* transition) and
lso at 550–600 nm (around 20 M−1 cm−1, nN→�* transition).
V/visible spectrophotometry has been used to monitor RSNO
ecomposition [7].

It has long been known that S-nitrosothiols decompose to yield
he corresponding disulfide and NO• by photochemical [19] and
hermal routes [20,21], and by metal ions, principally by copper
7,22–25]. Often Cu2+ trace impurity that can be present in the dis-
illed water/buffer components is enough to bring about reaction.
owever, it is known that the decomposition reaction is actually
rought about by Cu+ formed in the reaction medium by reduc-

ion of Cu2+ with thiolate or, in principle, by any reducing agent
7,26–28].

Reactivity of RSNOs is structure dependent. S-Nitrosothiols that
an complex Cu+ strongly bidentately, e.g. at a –NH2 group, or a
COO− group, in addition to the nitroso group are the most reactive

d
P
(

c
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29]. Among other metal ions tested in addition to Cu2+ (Zn2+, Ca2+,
g2+, Ni2+, Co2+, Mn2+, Cr3+ and Fe3+) only Fe2+, Ag+ and Hg2+ were

ffective in the decomposition of S-nitrosothiols [22,29].
It is known, that excess mercuric chloride (HgCl2) gives het-

rolytic cleavage of the S–N bond of GSNO, giving Hg(GS)2 and NO+,
he latter evolving to NO2

− in aqueous media [29]. This reaction is
he basis of Saville assay for measuring the concentration of thiols
n aqueous solution [30]. Saville in 1958 reported that a number
f RSNO compounds underwent facile hydrolysis to HNO2 in the
resence of mercuric, silver, or cupric salts [30]. The reaction with
g2+ has subsequently been widely used in the analytical deter-
ination of thiols, and an S-bound RSNO complex was proposed

s an intermediate, whose weakened S–N bond was then attacked
y (nucleophilic) water molecules to form [Hg–SR]+ and [H2ONO]+

30].
Swift and Williams studied the Hg2+/RSNO reaction in detail

29], finding that the Hg2+ reaction (as HgCl42− or Hg(NO3)2)
erformed in acid conditions gives Hg(SR)2 and NO+ [29]. Unfor-
unately, this reaction cannot be used for the chromatographic
eparation of Hg(SR)2 because the strong excess of ionic Hg(II) nec-
ssary for RSNO decomposition adsorbs to the stationary phases of
PLC columns precluding reproducible and accurate determination
f Hg(II)-thiol complexes.

Over the last 10 years we studied the interaction of
norganic mercury and the monofunctional mercury probe
-hydroxymercury benzoate (PHMB, HO–Hg–(C6H4)–COO−Na+)
ith reduced –SH functional groups on proteins and low-molecular
eight thiolic compounds. We experienced that the replacement

f inorganic Hg(II) by PHMB could overcome this problem [31–35].
In this paper we evidenced that PHMB, similarly to HgCl42−

29], decomposes RSNO giving the RS–Hg–(C6H4)–COO− com-
lex (RS–PHMB). As RS–PHMB complexes can be sensitively and
electively determined by liquid chromatography coupled to mass
pectrometric detectors or a mercury-specific detector [31–35] the
tudy of this reaction is of interest for the selection of a suitable
hemical derivatization method allowing a reliable determination
f nitrosothiols.

We studied in detail the reaction GSNO-PHMB by UV mea-
urements at 334 nm also in the presence of ascorbic acid and
e characterized the product of reaction, the GS–PHMB com-
lex, by Electrospray Ionization Mass Spectrometry (ESI-MS) and
y Reversed Phase Chromatography (RPLC) coupled on-line and
equentially with a UV–visible diode array detector (DAD) fol-
owed by a cold vapor generation atomic fluorescence spectrometer
CVGAFS). Thus, we optimized the pre-analytical operating con-
itions (blood sampling) for preserving the stability of GSNO and
ther RSNOs (CysNO, HCysNO and CysGlyNO) in human plasma,
nd the analytical operating conditions for their selective determi-
ation.

. Experimental procedures

.1. Chemicals

Analytical reagent-grade chemicals were used without fur-
her purification. PHMB (4-(hydroxymercuric)benzoic acid, sodium
alt, CAS No. 138-85-2, HOHgC6H4CO2Na) was purchased from
igma (Sigma–Aldrich, Chemical Co.). 1×10−2 M stock solution
f PHMB was prepared by dissolving the sodium salt in 0.01 M
aOH in order to improve its solubility, stored at 4 ◦C, and

iluted freshly, just before use. The precise concentrations of
HMB solutions were determined from the absorbance at 232 nm
ε232 = 1.69×104 cm−1 M−1).

Stock solutions of GSH (G6529), cysteine (30089, Cys), homo-
ysteine (H4628, HCys), cysteinylglycine (CysGly, Sigma C-0166),
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xidized glutathione (49740, GSSG), cistine (30199), oxidized
Cys (H0501) and oxidized CysGly (C0166) (Fluka–Sigma–Aldrich,
ilan, Italy) were prepared in 0.1 M phosphate buffer solution

PBS) pH 7.4, 0.5 mM ethylendiaminotetracetic acid (EDTA). In
rder to prevent oxidation, standard solutions of thiols were
repared daily and kept cold (4 ◦C) and protected from light until
sed. Stock solution of GSNO (N4148, CAS No. 57564-91-7, Sigma,
hemical Co., St. Louis, MO, USA) was prepared in 0.1 M PBS pH
.4, 0.5 mM EDTA. In these experimental conditions (0.1 M PBS
H 7.4, 0.5 mM EDTA), in absence of PHMB added, GSNO standard
olution was stable during the working day (9 h time tested at
oom temperature). EDTA prevents the possible copper-ion catal-
sed decomposition process of GSNO and RSNOs, in general [24].
liquots of stock solution were prepared and stored at −20 ◦C until
sed. The concentration of GSNO was calculated from absorbance
t 334 nm using the extinction coefficient 977 M−1 cm−1

36]. At −20 ◦C GSNO stock solution was stable for about
month.

S-Nitrosocysteine (CysNO), S-nitrosohomocysteine (HCysNO)
nd S-nitrosocysteinylglycine (CysGlyNO) were prepared by react-
ng 1 M NaNO2 in H2O with 1.1 M thiols in 0.5 M HCl, 0.5 mM EDTA,
t 0 ◦C for 40 min [37], and used after measuring their concentration
y their absorbance at 334 nm.

The buffer solutions were prepared from monobasic monohy-
rate sodium phosphate, dibasic anhydrous potassium phosphate
BDH Laboratory Supplies, Poole, England).
l(+)-Ascorbic acid sodium salt (11140 BioChemika, ≥99.0% NT,

AS No. 134-03-2) and N-ethylmaleimide (NEM, 04259 BioChemika
ltra, ≥99.0%, Fluka) were purchased from Sigma and the stock

olution prepared daily in Milli-Q water.
Methanol for RPLC was purchased from Carlo Erba (Rodano, MI,

taly).
Stock solutions of NaBH4 (about 6.5 M) were prepared by

issolving the solid reagent (Merck, pellets, reagent for AAS, min-
mum assay >96%) into 0.3% (m/v) NaOH solution. The solutions

ere microfiltered through a 0.45 �m membrane and stored in a
efrigerator. Dilute solutions of NaBH4 (0.05 M) were prepared by
ppropriate dilution of the stock solutions, with the total NaOH
oncentration maintained at 0.3% (m/v).

The 24–26% hydrazine standard solution (53847, CAS No. 10217-
2-4) was purchased from Fluka Chemie and the optimized
oncentration (0.1 M) added to NaBH4 solution containing 0.3%
m/v) of NaOH.

3.5 M HCl solutions were prepared with 37% (m/m) HCl (Carlo
rba).

A working solution of Br−/BrO3
−was prepared by solid reagents

Carlo Erba) (0.075 M Br−, 0.015 M BrO3
−) keeping an approximate

r−/BrO3
− 5:1 molar ratio on the basis of stoichiometry of redox

eaction. Addition of a moderate excess of Br− guaranteed a com-
lete conversion of bromate to Br2.

Water deionized with a Milli-Q system (Millipore, Bedford, MA,
SA) was used throughout.

.1.1. Safety considerations
PHMB is toxic. Inhalation and contact with skin and eyes should

e avoided. All work should be performed in a well-ventilated fume
ood.

.2. Derivatization procedure
The decomposition reaction of GSNO by PHMB/ascorbate was
tudied by UV spectroscopy in 0.1 M PBS pH 7.4, 0.5 mM EDTA at
1±1 ◦C. We made the measurements at 334 nm following the dis-
ppearance of the absorbance due to the GSNO (Beckman DU-600
pectrophotometer). Values of the rate constants are mean values

A
M
9
p
d

77 (2008) 684–694

f at least five determinations, and the standard error was always
etter than ±3.5%.

The products of the derivatization procedure were studied by
PLC–DAD–CVGAFS.

Derivatization of GSNO with PHMB was performed in 0.1 M PBS
H 7.4, 0.5 mM EDTA with or without ascorbic acid as reducing
gent in the 0.5–20 mM range, as specified, by mixing the GSNO
olution at the established concentration (in the 0.08–50 �M range)
ith PHMB solution.

In order to study the possible interference of GSH and GSSG,
resent in blood of healthy humans [38], mixtures of GSNO, GSSG
nd GSH were added to 0.1 M PBS pH 7.4, 0.5 mM EDTA or blood pre-
iously spiked with NEM, an alkylating agent employed as blocker
f –SH groups, which is known to reacts in stoichiometric ratio
:1 with GSH in less than 20 s at room temperature and pH 7.0
39]. After the established reaction time (see Section 3) solutions
ere injected into the RPLC–DAD–CVGAFS system. Measurements
ere performed at t = 21±1 ◦C with no significant variations of the

esults in this temperature interval.
In quantitative determinations the incubation time of RSNO

ith 150 �M PHMB and 3.15 mM ascorbate was 30 min.

.3. Calibrations

For the calibration experiments of thiols, GSH, Cys, HCys and
ysGly were derivatized by diluting the stock solution in 0.1 M PBS
pH 7.43) containing a stoichiometric amount or a moderate excess
f PHMB, at 25 ◦C. After a reaction time≥5 min at room temperature
21±1 ◦C), the solutions were injected in the RP chromatographic
olumn.

For the calibration of RSNOs, RSNOs were derivatized as reported
n Section 2.2 and injected in the RP chromatographic column. The
ield of the derivatization was evaluated by comparing the slope
f the calibration curves of RSNO with the calibration curve of the
orresponding thiol.

.4. Human blood sampling and storage

Sampling and storage are critical steps because of the occur-
ence of RSNO losses which can be promoted by transnitrosylation
eactions, metal-mediated and enzyme-mediated decomposition.
hese processes can be blocked by the presence of NEM, EDTA and
erine/borate complex, respectively (see Section 3).

Plasma was obtained from blood of 12 non-smoking, normoten-
ive volunteer donors. Venous blood was collected by venipuncture
sing eparine as an anticoagulant. 0.5 mL of whole blood of 8 out
f 12 samples were immediately spiked with 10 �L of 50 mM EDTA
tock solution (1 mM final concentration of EDTA in blood), 30 �L of
.2 M NEM stock solution (12 mM final concentration of NEM) and
0 �L of 0.1 M SBC stock solution (10 mM final concentration of ser-

ne/borate) (procedure A). Four out of 12 samples were immediately
piked with NEM/EDTA solution, but no SBC solution (procedure B).

RSNO recovery was evaluated in human whole blood by adding
SNOs after the addition of EDTA/NEM/SBC.

After low-speed centrifugation (1500× g, 10 min) at room tem-
erature, plasma samples were stored at −80 ◦C until analysis.
lasma can be stored at −80 ◦C for 4 weeks (time tested) without
ignificant variation of the RSNO content.

Before the analysis, the plasma samples were diluted 1:1 in 0.1 M
BS pH 7.4, 0.5 mM EDTA, loaded onto the sample reservoir of an

micon Microcon YM-3 centrifugal filter units (cut-off 10,000 Da;
illipore, Bedford, MA, USA) and centrifugated at 11.000 g for

0 min at 4 ◦C to remove proteins and high molecular weight com-
ounds. The ultrafiltrate was treated with PHMB/ascorbate, as
escribed in Section 3, and injected in the chromatographic system.
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Holmes and Williams [44] (Fig. 2, curve a). Instead, 500 �M PHMB
decomposed GSNO by about 50% (Fig. 2, curve b). We observed a
dramatic increase of the decomposition rate of GSNO by PHMB
when 5 mM ascorbate was present (Fig. 2, curve d), while no
ig. 1. Schematic flow diagram of HPLC coupled on-line with: diode array detector (
o Hg2+ and chemical vapor generator of Hg0; gas–liquid phase separator; atomic flu

We verified that ultrafiltration membranes employed in this
ork do not cause artifactual formation of RSNO.

.5. Apparatus

.5.1. Chromatographic instrumentation
An HPLC gradient pump (P4000, ThermoQuest) was coupled

ith: a mechanical degassing system (SC1000, ThermoQuest), a
heodyne 7125 injector (Rheodyne, Cotati, CA, USA), and a 50 �L

njection loop. Sample eluted from the column passed into a
iode array detector (UV6000, ThermoQuest) equipped with a
cm path length flow cell (10 �L), and finally into the CVGAFS
etection system. This detection system (RPLC–DAD–CVGAFS) pro-
ided multi-dimensional analysis, including UV/visible absorbance
nd mercury-specific chromatograms, from a single injection. The
nstrumental set up gave a delay of retention times between the
wo sequential detectors of 20 s. The detection limit (LODc) for
SNO was at best 0.2 �M with DAD detection (by employing a flow
ell with 5 cm path length) because of the low value of extinction
oefficient, the GS–PHMB complex can be determined by CVAFS
etection in the adopted operating conditions with a detection limit
f 25 nM, a precision (CV%) of 6.5% at 0.3 �M concentration level,
nd a 0.08–50 �M linear dynamic range.

.5.2. Chromatographic conditions
The HPLC separations were carried out by a reversed phase

PLC column Hydra RP C18 (Phenomenex) 250 mm×4.6 mm (sil-
ca particle size 4 �m), equipped with a Guard Cartridge KJ0-4282
henomenex with an isocratic elution in 97% 0.02 M PBS pH 7.0 or
.0, 3% methanol, flowing at 1 mL min−1. The chromatographic run
as complete in 13 min by using an eluent phase at pH 7.0 or 10 min

t pH 6.0.
All the solutions were filtered by a 0.45 �m cellulose acetate

lter (Millipore).

.5.3. Chemical vapor generation with AFS detection
Fig. 1 shows the schematic diagram and a detailed description of

he continuous flow (CF) mercury chemical vapor generator mod-
fied for on line oxidation of organic mercury to inorganic Hg(II)
n a miniaturized Ar/H2 flame. The details have been previously
eported [31–35]. Reagent concentrations, reaction coil dimension,
nd flow rates, as well, were optimized and reported elsewhere
40].

.5.4. ESI-MS measurements

The ESI-MSn experiments were performed on a Finnigan LCQ

ecaXP ion trap mass spectrometer (Thermo Finnigan, San Jose,
A) equipped with a commercial atmospheric pressure ESI source.
he mass spectrometer parameter was optimized to obtain maxi-
um sensitivity. The temperature of the LCQ capillary was held at

F
5
a
5

chemifold for continuous flow (CF) system for on line oxidation of organic mercury
ence detector equipped with miniaturized Ar/H2 diffusion flame atomizer.

50 ◦C. The automatic gain control (AGC) was on. The number of
cans averaged was chosen arbitrarily balancing speed of analysis
nd signal to noise ratio. The mass spectrometer was operated both
n positive and negative ion mode. The typical sample infusion flow
ate was 5 �L min−1.

. Results and discussion

.1. Reactivity of GSNO toward PHMB: UV/visible measurements
t 334 nm

In preliminary experiments the rate of the reaction between
SNO and an excess of PHMB was measured by UV–vis spectropho-

ometry, by following the disappearance of GSNO absorbance at
34 nm both in the absence and in the presence of ascorbic acid.
he results are reported in Fig. 2. All the measurements were
erformed in the presence of 0.5 mM EDTA in order to prevent
u2+-dependent decomposition. It is known in literature that ascor-
ate accelerates in vitro and in vivo the decomposition of GSNO
7,41–43]. The decomposition of GSNO was also studied by Holmes
nd Williams [44] in a reaction medium containing a strong excess
f ascorbate in the range of 2–20 mM. In our experiments (Fig. 2)
mM ascorbate did not significantly decompose GSNO within
0 min reaction time in agreement with the kinetic reported by
ig. 2. Absorbance–time plots measured at 334 nm featuring the decomposition of
0 �M GSNO in 0.1 M PBS pH 7.4, 0.5 mM EDTA, at 21 ◦C in the presence of 5 mM
scorbate (no PHMB) (a), 500 �M PHMB (no ascorbate) (b), 0.5 mM ascorbate and
00 �M PHMB (c), 5 mM ascorbate and 500 �M PHMB (d).
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Fig. 3. (a) RPLC-CVGAFS chromatogram of 20 �M GSH, 40 �M PHMB in 0.1 M PBS
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Fig. 4. Effect of GSNO:PHMB molar ratio and incubation time on the percentage of
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Both GSH and GSNO react with PHMB to give the same deriva-
H 7.43, 0.5 mM EDTA, (b) absorbance chromatogram at 334 nm of 294 �M GSNO
n 0.1 M PBS pH 7.43, 0.1 M EDTA. Chromatographic conditions: isocratic elution in
7% 0.02 M PBS pH 7.0, 3% methanol; flow rate = 1 mL min−1.

ignificant effect was observed in the presence of 0.5 mM ascorbate
curve c).

PHMB decomposed GSNO much faster than ascorbate and the
imultaneous presence of the two reagents at 5 mM concentra-
ion level of ascorbate clearly produced a synergistic effect on the
ecomposition rate of GSNO.

We observed that in the absence of ascorbate the decomposition
f GSNO was complete in 10 min for PHMB/GSNO molar ratio ≥20
nd for PHMB/GSNO molar ratio ≥10 with 5 mM ascorbate (data
ot shown for brevity).

.2. Reactivity of GSNO toward PHMB: RPLC–DAD–CVGAFS
easurements

Sulfydryl group of GSH reacts quantitatively with PHMB in sto-
chiometric amount of 1:2 molar excess at room temperature in
.1 M PBS, pH 7.4, 0.5 mM EDTA in less than 2 min and the complex

s stable 48 h at room temperature and for months at −20 ◦C [35].
Fig. 3 shows the RPLC-CVGAFS chromatograms of the GS–PHMB

omplex and the absorbance chromatogram of GSNO standard
olution eluted in 20 mM PBS, pH 7.0, 3% MeOH. GS–PHMB com-
lex eluted at 7.17±0.1 min. In the adopted eluting conditions,
S–PHMB and GSNO were separated, the last one eluting at
.96±0.2 min. The peak eluting with the dead volume of the col-
mn was present also injecting the PHMB in the same buffer
olution and it was likely due to a non-covalent complex of PHMB
ith EDTA. The PHMB excess eluted as a broad peak between 22

nd 27 min and it did not interfere with the analysis.
By contrast, in the same conditions employed for obtaining

he GS–PHMB complex from GSH (PHMB:GSNO molar ratio = 2)
e found that GSNO reacted slowly with PHMB. By sequential

hromatographic analysis of a GSNO/PHMB mixture over 24 h we
bserved the disappearance of GSNO peak in the absorbance chro-
atogram at 334 nm, and the correspondent appearance of the
S–PHMB peak in the CVGAFS chromatogram. After 3 h incubation
t room temperature, less than 40% of GSNO was converted to the
erivative eluting at 7.17 min and after 24 h it reached only the 77%.

The kinetic of this reaction was studied as a function of the molar

atio GSNO:PHMB. The effect of PHMB:GSNO molar ratios was
ystematically studied by choosing a GSNO concentration quan-
itatively detectable also by UV absorbance at 334 nm, but 10 folds
ower than that employed in UV experiments. Fig. 4 shows the effect

t
d
t
a

ormation of the GS–PHMB complex produced by the reaction of GSNO (5 �M) with
HMB in 0.1 M PBS pH 7.4, 0.5 mM EDTA (t = 21±1 ◦C). PHMB:GSNO = 2 (curve a), 10
curve b), 20 (curve c), 50 (curve d), PHMB:GSNO = 5 (curve e), in the presence of
mM ascorbate in the reaction medium.

f GSNO:PHMB molar ratio and incubation time on the percentage
f formation of the GS–PHMB complex produced by the reaction of
SNO with PHMB.

By increasing the molar ratio PHMB:GSNO from 2 to 50 the
eaction was complete in 180 min at room temperature, giving the
omplete, simultaneous disappearance of GSNO peak (curve not
hown in figure for brevity) and about the 90% of GSNO decom-
osed in form of GS–PHMB complex. The quantitative conversion
f GSNO to GS–PHMB derivate was calculated on the basis of the
alues of peak area of GS–PHMB complex at 7.17 min and of GSNO
t 5.96 min (Fig. 3), and the respective calibration curves. The per-
entage of formation of GS–PHMB complex was calculated on the
asis of the following equation:

S–PHMB%(t) = S(t)GS–PHMB/slopeGS–PHMB

S0
GSNO/slopeGSNO

× 100 (1)

here S(t)GS–PHMB was the area of GS–PHMB peak after t incubation
ime and S0

GSNO was the GSNO peak area measured in the starting
olution, before the addition of PHMB.

GSSG forming from GSNO decomposition can also be estimated
rom the balance of mass of GSNO:

GSSG] = CGSNO − ([GSH]+ [GSNO])
2

(2)

here CGSNO was the initial analytical concentration. Since we
ound chromatographically that GS–PHMB standard solutions were
table at room temperature for 48 h, it can be hypothesized that
S–PHMB complex or GSSG forms directly from GSNO decomposi-

ion, depending on a balance between the kinetics of reactions in
he chosen operating conditions.

In Fig. 4 it is also reported the effect of 5 mM ascorbate on
he derivatization reaction of GSNO by PHMB (PHMB:GSNO molar
atio = 5). As observed in the experiments described in Section
.1, the ascorbate favourites the derivatization of GSNO by PHMB.
he RPLC-CVGAFS chromatograms shown that the formation of
he GS–PHMB complex was quantitative for PHMB:GSNO molar
atio = 5 after 120 min.
ive. Thus, in the perspective of the analytical application of this
erivatization reaction for the determination of GSNO also in
he presence of GSH, we tested the derivatization reaction of

GSH/GSNO mixture in the presence of an alkylating agent of
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Fig. 5. Decomposition kinetic of GSNO (10 �M) with PHMB (100 �M) in 0.1 M PBS
pH 7.4, 0.5 mM EDTA, 5.0 �M GSH (t = 21±1 ◦C) without NEM ((a) and (a′)) or with
0.1 mM NEM ((b) and (b′)) in the reaction medium; (c) GS–NEM complex as a func-
tion of time (5.0 �M GSH, 100 �M NEM, 100 �M PHMB in 0.1 M PBS pH 7.4, 0.5 mM
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Fig. 6. (A) ESI-MS spectrum of GS–PHMB obtained by the reaction of GSH with
PHMB (1:1 molar ratio, [GSH] = 125 �M) in the absence of ascorbate, showing the
mercury isotopic pattern of GS–PHMB complexes. (B) ESI-MS spectrum of GS–PHMB
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DTA, 21±1 C). (a ) and (b ) curves represent the decrease of GSNO concentration
alculated from the decrease of the GSNO peak in the absorbance chromatogram
t 334 nm. Dotted lines indicate the expected values of GS–PHMB concentrations
orresponding to the initial analytical concentrations.

SH groups, the N-ethylmaleimide [39], in the reaction medium.
PLC–DAD–CVGAFS experiments performed in the presence of
EM showed that 0.1 mM NEM in the reaction medium contain-

ng GSNO and GSH (NEM:GSNO molar ratio = 10, NEM:GSH molar
atio = 20, Fig. 5) blocked quantitatively –SH groups and avoided
SH titration. However, the excess of NEM did not affect the reactiv-

ty of GSNO with PHMB, giving a GSNO recovery of 89±4% (N = 3) in
orm of GS–PHMB complex after 120 min reaction. This percentage
as not significantly different from 91±4% obtained in the absence
f NEM after 180 min reaction (Fig. 4). We also found that, once alky-
ated by NEM, the –SH groups did not react any more with PHMB
t 21 ◦C (Fig. 5, curve c).

Since at neutral pH NEM reacts faster than PHMB with –SH
roups (20 s against 90 s for completion reaction) [31,39], the results
ay suggest that the reaction between GSNO and PHMB did not

ollow a sequential mechanism SN1 involving the formation of a
ree thiolic intermediate. GSNO, more likely, reacted with PHMB
ccording to a concerted SN2 mechanism.

An inspection of Fig. 5 showed also that the reduced thiol,
omplexed or not with NEM, favourites the PHMB-mediated
ecomposition of GSNO that is quantitative and complete

n 30–60 min. Almost in the same conditions (GSNO 5 �M,
HMB/GSNO molar ratio = 10, Fig. 4, curve b), 80% of GS–PHMB
omplex formed only after 24 h reaction time. Although the role
f thiols in nitrosothiols decomposition has been mainly ascribed
o their reducing properties able to convert Cu(II) to Cu(I) [45] this
esult cannot be mediated by the –SH group that was alkylated, in
set of experiments, by NEM. This result could be due to the role
f GSH as NO acceptor, according to the results of several authors
ho reported on Cys-mediated decomposition of CysNO also in the
resence of metal-chelating agents [46].

RPLC–DAD–CVGAFS experiments confirmed, as well, that GSSG
oes not interfere with the derivatization reaction (not shown for
revity) and this can be addressed to their respective reduction
otentials [47].

.3. ESI-MS experiments
ESI-MS was employed in the study of GSNO–PHMB reaction to
onfirm the identity of some reaction products. In several ESI-MS
xperiments 1.25 mM ascorbate was employed in order to make

t
T
G
a

btained by the reaction of GSNO with PHMB (1:1 molar ratio, [GSNO] = 125 �M)
ith 1.25 mM ascorbate in the reaction medium. AA = ascorbic acid: AA2 = ascorbic

cid dimer.

he reaction complete in 10 min also for GSNO/PHMB molar ratios
lose to 1. In the absence of ascorbate the mixture GSNO/PHMB was
table in the same reaction time (10 min). Pure PHMB solution gave
o detectable ESI-MS spectra, while the spectrum of GS–PHMB was
ell detectable (Fig. 6A). Results confirmed that the product of the
SNO + PHMB reaction was the same of GSH + PHMB reaction, i.e.
S–PHMB complex (Fig. 6A and B, respectively). The signal of GSNO

n Fig. 6B was not detectable (m/z 337 due to [GSNO + H]+, mass
pectrum not shown for brevity), indicating that GSNO was com-
letely decomposed. ESI-MS experiments confirmed that GSSG did
ot react with PHMB in the presence of ascorbate or in its absence
data not shown for brevity).

Fig. 7A shows mass spectrum of GS–NEM complex. Mass spec-
rum is compatible with the formation of the complex shown in
ig. 7A, according to the literature data [48]. The addition of PHMB
nd ascorbate to the GS–NEM solution (Fig. 7B) did not affect the
S–NEM complex, showing the peaks characteristic of GS–NEM
omplex at 455, 477 and 499 m/z, but no peaks characteristic of
S–PHMB complex. Mass spectrum did not change 90 min after

he sample preparation confirming the absence of GS–PHMB com-
lex in the reaction solution. These results confirmed also the data
btained by HPLC-DAD-CVGAFS (Fig. 5, curve c). Once GS–NEM is
ormed, PHMB is not able to decompose GS–NEM complex to form
S–PHMB.

The ESI-MS spectra shown in Fig. 8 were obtained after reac-

ion of GSNO and PHMB in the presence of NEM and ascorbate.
hey indicated that the only reaction products obtained was
S–PHMB while the GS–NEM complex was not detectable. The
bsence of GS–NEM was a clear indication that the formation of
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Fig. 7. (A) Mass spectrum of GS–NEM complex (5 mM NEM, 0.125 mM GSH). (B)
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ass spectrum of the product of the reaction of 62.5 �M GSH, 0.63 mM NEM
NEM/GSH = 10), followed by the addition of 67 �M PHMB and 0.625 mM ascorbate.
omplexation reaction has been performed at pH 8 and aliquots were treated with
0 �L formic acid to reach pH 3 before the ESI-MS analysis.

S–PHMB did not pass through a dissociation step forming free GSH
pecies.

The collected results suggested that the reactivity of GSNO
ith the monofunctional, organic mercurial probe PHMB is sim-

lar to that one reported for mercuric chloride [29]. In both cases
he mercurial probes cleave the S–N bond leading to the forma-
ion of reaction products containing the S–Hg bond, (GS)2Hg and
S–PHMB for HgCl2 and PHMB, respectively.

Thus, the reaction between GSNO and PHMB does not involve

he formation of free thiolic species and it has the unique
haracteristic of directly derivatizing GSNO in a single step
ecomposition–derivatization process. The absence of a reaction
tep involving the formation of free GSH species, both in the absence

ig. 8. Mass spectrum of the reaction product between 0.125 M GSNO and 0.1 mM
HMB in a reaction medium containing 5 mM NEM and 1.25 mM ascorbate analysed
fter 15 min reaction time.
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nd in the presence of ascorbate, represents a remarkable feature
or the implementation of a derivatization method for the charac-
erization and determination of GSNO in biological fluids.

.4. Determination of GSNO, CysNO, HCysNO and CysGlyNO in
uman plasma: method development, validation and application

The results described in the previous section represent the fun-
amentals for the development of an analytical method for the
etermination of GSNO and other RSNOs in biological fluids. Indeed,
ys, HCys and CysGly as well as GSH form complexes with PHMB
35] and their S-nitrosoderivates CysNO, HCysNO and CysGlyNO are
otentially detectable as thiol-PHMB complexes.

The PHMB complexes of Cys, HCys, GSH and CysGly were chro-
atographically separated in our experimental conditions (97%

0 mM PBS pH 6.0, 3% MeOH or 95% 20 mM PBS pH 6.0, 5% MeOH)
n less than 10 min (tR were 5.26, 7.33 and 9.3 for Cys-PHMB, HCys-
HMB, GS–PHMB and CysGly, respectively, with 3% MeOH, and 4.58,
.03, 8.82 and 7.51 min with 5% MeOH). Thus, also CysNO, HCysNO
nd CysGlyNO can be selectively determined by the RPC–CVGAFS
ethod if suitable operating conditions were found for their quan-

itative PHMB/ascorbate-mediated derivatization.
Therefore, we optimized the operating conditions for the deriva-

ization of RSNOs with PHMB in the presence of NEM in the reaction
edium in order to block, by alkylation, all the free –SH groups.
The optimization of the analytical operating conditions was per-

ormed by varying the concentration of PHMB and ascorbate on
he basis of a central composite design (CCD, Box–Wilson design)
etween 0 and 1000 �M and 0.5 and 20 mM, respectively [49].
e evaluated the decomposition of a 50 �M RSNO solution by

ollowing the kinetics at 334 nm by UV spectroscopy and by deter-
ining the concentration of the RS–PHMB derivative formed by

PC–CVGAFS.
Table 1 reports the optimal conditions found by the experimen-

al design for obtaining the maximal decomposition/derivatization
ranging between 75 and 100%) of RSNOs and the formation of the
S–PHMB complex by PHMB/ascorbate-mediated decomposition
eaction.

CysNO, HCysNO and CysGlyNO required higher concentrations
f ascorbate in order to avoid the formation of disulfides. We veri-
ed that in the extreme conditions studied (20 mM ascorbate and
000 �M PHMB) GSSG and the oxidized species of Cys, HCys and
ysGly were unreactive toward PHMB.

The operating conditions optimized for RSNOs derivatization
n buffer summarized in Table 1 were applied to the decomposi-
ion/derivatization of RSNOs in real matrices. If we consider that,
n the basis of the literature data, the maximum concentration
f low-molecular weight RSNOs in plasma may be at best around
0 �M [4], on the basis of the data reported in Table 1 we chose
PHMB concentration of 150 �M ([PHMB]/[RSNO] = 15) and ascor-
ate concentration = 3.15 mM ([ascorbate]/[RSNO] = 315) in order to
chieve the calibration curves of GSNO, HcysNO, CysNO and CysG-
yNO within the range 0–5000 nM in 0.1 M PBS pH 7.4, 0.5 mM EDTA.
able 2 summarizes the results of the calibration experiments in
uffer. GSNO calibration curve was also obtained in mixture with
0 �M GSH and 10 �M GSSG (concentrations by far higher than
hose present in plasma of healthy humans [38]) in the presence
f 0.2 mM NEM without significant variations with respect to the
esults obtained in their absence.
.4.1. Accuracy
In the absence of reference (certified or not certified) samples

nd not consolidated analytical methods for RSNOs, the accuracy
f the method was evaluated by the analyte addition technique.
hole blood was spiked with GSNO, HCysNO, CysNO and CysGlyNO
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Table 1
Experimental conditions for the optimal decomposition (75–100%) of RSNOs (50 �M) and the formation of the GS–PHMB complex by PHMB/ascorbate-mediated decompo-
sition reaction in 0.1 M PBS pH 7.4, EDTA 0.5 mM, 21 ◦C, NEM 200 �M

RSNO [Ascorbate] (mM) [PHMB] (�M) [Ascorbate]/[RSNO] ratio [PHMB]/[RSNO] ratio
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SNO ≥9 ≥500
ysNO ≥12.5 ≥750
CysNO ≥15.8 ≥250
ysGlyNO ≥20 ≥1000

olutions within the range 0–5000 nM. Due to the high amount
f blood required for these experiments, performed in triplicate, a
ool of whole blood collected in eparine and remained from rou-
inely analysis was obtained from clinical laboratory. This sample
as spiked with RSNOs only after the addition of NEM/EDTA/SBC

olution (see Section 2.4). The lack of NEM/EDTA/SBC treatment in
he sampling and storage step is the reason for which endogenous
SNOs were not detected in this pool sample. It was employed only

or recovery tests of spiked RSNO species (see next paragraph).
Regression analysis between peak area (y) and RSNO concentra-

ion (x) spiked in blood gave linear fitting in the investigated range.
he ratio of the slopes of the calibration curves in plasma ultrafil-
rate and of the calibration curves in buffer gave a recovery of 97±7
R = 0.9908, N = 4) for GSNO, 98±5 (R = 0.9876, N = 3) for HCysNO,
5±14% (R = 0.965, N = 3) for CysNO and 73±9% (R = 0.9953, N = 4)
or CysGlyNO. The mean intra- and inter-assay variability in plasma
ltrafiltrate in the concentration range investigated was 3 and 8%
CV), respectively. The LOQc was determined as 80 nM with a pre-
ision (CV) of 10%.

.4.2. Interferences and selectivity
We also carefully investigated in blood possible source of

nterference concerning with derivatization reaction. This could
e affected by those processes, which give underestimation or
verestimation of the RS-fragment, which comes from RSNO. Con-
erning underestimation, the liberated RS-fragment from RSNO
an be sequestered by reactive species other than PHMB. This
ossible interference is unlikely because the experiments in the
resence of excess of NEM (ESI-MS and RPC–CVGAGS) indi-
ated that the reaction does not proceed through the formation
f free RSH. This minimizes the risk of underestimation. Con-
erning overestimation, it can arise from other low-molecular
eight compounds containing the GS-fragment, Y-SG (Y = H, RS,
) present in plasma ultrafiltrate and that could be potentially
roken by PHMB/ascorbate reaction to give GS–PHMB. However,
he lack of peaks with the retention time of RS–PHMB deriva-

ives in the ultrafiltrate of the unspiked pooled blood sample
sed for recovery experiments, suggested that neither NEM-
omplexed GSH nor GSSG nor RSR compounds (by analogy with
EM-complexed thiols) present in the plasma ultrafiltrate interfere
ith the measurement of RSNOs by this method. Furthermore, the

able 2
arameters of the linear regression analysis of calibration curves of GSNO, HcysNO,
ysNO and CysGlyNO in 0.1 M PBS pH 7.4, EDTA 0.5 mM, 21 ◦C, NEM 200 �M deriva-
ized by PHMB/ascorbate reaction and analysed by RPC–CVGAFS

SNOa Slope R Recoveryb

SNO 0.0154 ± 0.00017 0.9986 103 ± 5%
ysNO 0.0143 ± 0.00106 0.99458 90 ± 5%
CysNO 0.0143 ± 0.00106 0.99458 95 ± 6%
ysGlyNO 0.0110 ± 0.00110 0.99458 73 ± 7%

a Operating conditions: 150 �M PHMB, 3.15 mM ascorbate in PBS 0.1 M pH 7.4,
.5 mM EDTA, 0.2 mM NEM, incubation at 21 ◦C for 30 min.
b On the basis of ratio of the slope of calibration curve of RSNO decom-

osed/derivatized by PHMB/ascorbate and the corresponding RS–PHMB complex
0.015±0.0007 slope, V min−1 �M−1).
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≥180 ≥10
≥250 ≥15
≥316 ≥5
≥400 ≥20

ecovery of GSNO in the ultrafiltrate sample obtained from blood
reated with NEM/EDTA/SBC and spiked with the mixture 1 �M
SNO/10 �M GSH/10 �M GSSG was non-significantly different

rom that obtained in blood spiked only with GSNO (97±7%). Thus,
oth S–S bond and C–S bond are not broken by PHMB/ascorbate
eaction in buffer or plasma ultrafiltrate.

.4.3. Determination of RSNOs in plasma ultrafiltrate and
ampling issue

In this work we also faced the issues related to the stability of
SNOs during the sampling procedure.

CysNO and CGNO are the most labile species among RSNOs
ecause of their structure [50]. It is known, and we also verified,
hat Cu(II) decomposes CysNO and CGNO in a few ms and HcysNO
n minutes. The stability of CysNO, HcysNO and CGNO is guaran-
eed only if EDTA or diethylenetriamine-pentaacetic acid (DTPA)
re present in the solution in order to complex metal and, most of
ll, Cu(II) [51]. However, if reduced thiols are present in the medium,
ike in blood/plasma, they reduce Cu(II) to Cu(I), and Cu(I) decom-
ose also GSNO in a few seconds [50]. Therefore, the addition of
EM in blood as soon as it is sampled is mandatory (i) in order to
void possible artifactual formation of RSNO due to transnitrosation
eactions from proteins (basically nitroso-albumin) [52] and thiols
in particular GSH) present at micromolar concentration levels in
lasma [38], (ii) in order to avoid RSNO losses [50].

Last, but not least, GSNO is a substrate of the enzyme �-
lutamyl-transferase (GGT) [53–55]. Thus, the following enzymatic
ecomposition of GSNO has to be inhibited:

SNO+ acceptor
GGT−→CysGlyNO+ �-Glu-acceptor (1′)

n normal subjects GGT is present in plasma at 10–50 U/L and
ipeptides are the physiological acceptors of �-Glu group. Once the
ore stable GSNO is converted in less stable CysGlyNO, this is easily

ecomposed [56]:

ysGlyNO
metals−→ NO+ CGox (2′)

gain, reaction (2′) is inhibited by the presence of metal-chelating
gents (EDTA, DTPA).

In the previous published papers, no author controlled reaction
1′) during the sampling step.

Serine/borate complex is a potent inhibitor of reaction (1′) and
e propose its use during blood sampling on the basis of the fol-

owing results.
Fig. 9 shows the RPC–CVGAFS chromatograms of 4 ultrafil-

rate plasma samples derivatized in the optimized conditions by
50 �M PHMB/3.15 mM ascorbate and analysed after 30 min incu-
ation time at 21 ◦C. The peak broadening and the peak shape
f the AF signal is due to the dead volume of the on line, post-
olumn digestion system of PHMB derivates (oxidation coil of

HMB to Hg(II) with Br−/BrO3

− and reduction coil of Hg(II) to
g0 with NaBH4/hydrazine) and stripping coil and gas–liquid sep-
rator of the AF detector (see Section 2.5.3). For P1, P3 and P5
ltrafiltrate, blood was sampled in eparine and immediately spiked
ith EDTA/NEM/SBC (procedure A). For P12 blood was sampled
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ig. 9. RPC–CVGAFS chromatograms of ultrafiltrate plasma samples treated with 1
n 12 mM NEM/0.5 mM EDTA/10 mM SBC (procedure A); P12 bloos was sampled in
ltrafiltrate obtained from two distinct plasma aliquots, as example of the reproduc
0 mM PBS pH 6.0, 3% MeOH. Chromatographic conditions for P12: isocratic elution

n eparine and immediately spiked with EDTA/NEM but no SBC
procedure B).

Table 3 shows the results of RSNO determination in human
lasma from 12 volunteer donors, by following for 8 blood samples
he procedure A and for 4 blood samples the procedure B.
The results showed that when NEM/EDTA/SBC was added
mmediately after blood sampling CysNO and HCysNO in plasma
ltrafiltrate were 1460±310 and 1000±330 nM mean values,
espectively. GSNO concentration was 320±60 nM (mean value).

8
p
c
o

able 3
SNO determination in human plasma from 12 volunteer donors

ample [CysNO]* (nM) [H

ampling with NEM/EDTA/SBC (procedure A)
P1 1100 ± 100 9
P2 1000 ± 200 5
P3 1700 ± 170 14
P4 1500 ± 340 11
P5 1970 ± 340 14
P6 1460 ± 200 8
P7 1620 ± 110 7
P8 1250 ± 130 9

Mean values± S.D. (N = 8 subjects) 1460 ± 310 10

ampling with NEM/EDTA (procedure B)
P9 2100 ± 40 13
P10 1600 ± 100 11
P11 2100 ± 100 12
P12 1600 ± 110 6

Mean values± S.D. (N = 4 subjects) 1850 ± 290 11

.D. refers to N = 3 replicates.
* Values correspond to the plasmatic concentration of each RSNO, taking into account t
PHMB, 3.15 mM ascorbate at 21 ◦C for 30 min: P1, P3 and P5 blood was sampled
NEM/0.5 mM EDTA (no SBC, procedure (B). P5 shows the chromatograms of the

of the analysis. Chromatographic conditions for P1, P3, P5: isocratic elution in 97%
% 20 mM PBS pH 6.0, 5% MeOH.

ysGlyNO concentration was below the detection limit of the
ethod. In the absence of SBC, GSNO peak decreased and the

eak of CysGlyNO appeared in the RPC–CVGAFS chromatograms
Fig. 9, P12). In the absence of SBC CysNO, HCysNO, GSNO and
ysGlyNO in plasma ultrafiltrate were 1850±290, 1100±300,

0±8 and 200±60 nM, respectively. The CV% of the entire
rocedure of analysis was around 10%. Interestingly, CysNO
oncentration was slightly higher in the ultrafiltrate samples
btained in the absence of SBC, which is in agreement with the

cysNO]* (nM) [GSNO]* (nM) [CysGlyNO]* (nM)

00 ± 70 300±30 <LOQc
00 ± 40 300±30 <LOQc
00 ± 100 370±40 <LOQc
00 ± 190 330±40 <LOQc
60 ± 120 290±40 <LOQc
60 ± 100 210±10 <LOQc
70 ± 100 330±30 <LOQc
40 ± 110 410±40 <LOQc

00 ± 330 320±60

00 ± 40 75±10 160±30
00 ± 40 <LOQc 250±40
50 ± 50 80±10 140±20
50 ± 60 90±10 270±10

00 ± 300 80±8 200±60

he 1:1 dilution factor of plasma.
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[6] P.H. MacArthur, S. Shiva, M.T. Gladwin, J. Chromatogr. B 851 (2007) 93.
ig. 10. UV absorbance chromatogram at 334 nm of the P2 plasma ultrafiltrate sam-
le spiked with 20 �M GSNO.

ormation of CysNO from CysGlyNO by the reaction of dipeptidases
57].

These results clearly show that the missing control of GGT activ-
ty even in normal subjects (what about in patients with GGT
oncentration levels >50 U/L?) gives a loss of GSNO in the pre-
nalytical step. This can be an additional factor, among the other
iscusses in the present paper, which contributes to the huge dis-
ersion of GSNO concentrations reported in plasma by different
uthors.

In conclusion, only the immediate addition of the
DTA/NEM/SBC solution spiked to real samples guaranteed
he stability of RSNOs. This applies both to endogenous and spiked
SNOs present in the sample. As a consequence of these results, we
elieve that all the work on the determination of RSNOs in human
lasma has to be carefully revised, hopefully in the framework of
n interlaboratory study.

The relative abundance of CysNO and HCysNO found deserves a
iscussion, as well.

The CysNO value found is about 20% of the total concentration of
free) reduced cysteine in human plasma [38]. HCysNO value found
s about 7–20% of the total homocysteine (reduced and oxidized) in
uman plasma and about 20 times the concentration of reduced,

ree homocysteine [58]. Although there are a lot of studies on the
SH/RSSR ratio in biological fluids, nobody systematically studied if
SNOs belong to “oxidized pool” or “reduced pool” of thiols (this is

n progress in our laboratory). Other authors [11] and we found [35]
hat GSNO belongs to “oxidized pool” and it reacts with derivatiza-
ion agents only after treatment with strong reducing agents (DTT,
-mercaptoethanol).

This suggests that, once the stability of the analytes in the
re-analytical step is preserved and once we are sure that no inter-

erences exist in the measurement, no prejudices should exist on
he “high” values of HCysNO or CysNO found.

As micromolar concentrations of CysNO and HCysNO should
e in principle detectable by UV detector, P2 ultrafiltrate sample,
piked with 19 �M GSNO, was also analysed by inspecting the UV
bsorbance chromatogram at 334 nm (Fig. 10). GSNO was added,
nstead, because the concentration of endogenous GSNO in P2 sam-
le was close to the UV detection limit (0.2 �M). On the basis of
he peak area of GSNO at 6.37 min and the slope of GSNO analyte
ddition curve in blood (10618±1579 mAU at 334 nm min−1 �M−1,
= 0.9978, N = 4) we found a GSNO concentration by UV detector

f 19 �M, taking into account the 1:1 factor dilution of plasma
101% recovery). In Fig. 10 the peaks of CysNO and HcysNO at 3.28
nd 5.15 min, respectively, identified by the injection of standard
olutions, can be detected, but, because of the poor specificity and [
77 (2008) 684–694 693

ensitivity of the absorbance at 334 nm, they cannot be accurately
easured.

. Conclusion

Aqueous phase reaction of PHMB with RSNOs (pH 7.4) forms
he RS–Hg–(C6H4)–COO− complex (RS–PHMB). The reaction is
uantitative under optimized conditions, and it has the unique
haracteristic of directly derivatizing RSNO with a single step
ecomposition–derivatization process, which does not involve the
ormation of free thiols. RS–PHMB complexes are stable during
he working day and are selectively and sensitively (LODc = 30 nM)
etermined by liquid chromatography coupled to mercury-specific
FS detector. The rate of formation of RS–PHMB derivative is
ccelerated by the presence of appropriate excess of ascorbate.
nterfering reaction pathways giving RS–PHMB derivatives from
ree RSHs are blocked by excess of NEM, while RSSRs did not gen-
rate RS–PHMB in the presence or absence of NEM. In the presence
f NEM recovery of RSNO are not significantly affected by the pres-
nce of excess of RSHs and RSSRs both in pure aqueous buffer and
uman plasma samples.

In the application of the analytical derivatization method to
etermination of RSNOs in human plasma it is of paramount impor-
ance the adoption of a sampling and storage protocol which
nsures the stability of RSNOs in the pre-analytical step. The addi-
ion of EDTA, NEM and SBC prevents the degradation of RSNOs
ue to reaction with metal ions, transnitrosylation reactions and
nzyme-mediated reactions (by GGT), respectively. This applies to
oth spiked and endogenous RSNOs. The speciation and determi-
ation of endogenous RSNOs in plasma is here reported for the first
ime in the literature.

The final consideration is on GSNO determination in plasma and
n the huge variance of concentration levels reported by different
uthors. The trend is to address the inconsistency of results to the
naccuracy of analytical methods or protocols, while little attention
as been devoted to the pre-analytical step, sampling and storage,
hich could be a major source of inaccuracy due to occurrence

f endogenous process altering the concentration of GSNO. The
esults reported in this work are obtained by using a new analyti-
al method, possessing a reasonable degree of selectivity, combined
ith a protocol for the stabilization of GSNO in plasma, represents a

ontribution to the determination of GSNO and other nitrosothiols
n plasma samples.
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a b s t r a c t

A novel approach to the study of microwave enhanced alkaline digestion was developed for rapid digestion
of silicate samples. By using alkali metal hydroxide solution as microwave digestion solvent, the feasibil-
ity and principle of digestion were discussed for the determination of Fe2O3 contents in quartz, kaolin,
ccepted 16 July 2008
vailable online 30 July 2008

eywords:
icrowave alkaline digestion

lkali metal hydroxide solution

feldspar and soda-lime-silica glass. The results obtained from four standard samples and six real world
samples are in good agreement with the certified values, and are comparable to the predicted results
from traditional alkaline digestion method. All the above demonstrates that this new proposed method
is precise, accurate and can provide a simple, fast and energy saving procedure for the determination of
components in silicate samples.
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. Introduction

Silicate is an oxysalt which consists of silicic acid ion and differ-
nt metal ions. It includes two kinds, one kind is crude silicate rock
r mineral, and the other is artificial silicate, such as cement, glass
nd ceramic. They are widely used in industrial production, scien-
ific analysis and daily life. Due to good chemical stability and the
ide variety of silicates, it is very difficult to decompose the sili-

ate samples. In routine method, first, the sample was decomposed
y the acid soluble method or the alkalified melting method, and
hen, the chemical analysis or the instrumental analysis was used
or the system analysis or the determination of one component in
he sample [1].

In the acid dissolving method, the mixture of HF and H2SO4 is
sed as a solvent. After the silicate sample is decomposed, i.e. SiO2

s transformed to SiF4; the excessive HF must be eliminated by heat-
ng. Therefore, it takes more than 1 h for sample decomposition. In
he alkalified melting method, alkalified solvent and high temper-
ture (up to 900 ◦C) are used for sample decomposition. Although
he decomposition efficiency of alkalified melting method is better

han the former, there are still some disadvantages in this method,
uch as high temperature, erosion of material, electricity wastage,
tc. It is necessary to develop these two traditional methods for
ilicate decomposition.

∗ Corresponding author. Tel.: +86 27 68752439/8701; fax: +86 27 68752136.
E-mail address: jmhu@whu.edu.cn (J.-M. Hu).
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At present, the widely used microwave digestion method has
he advantages of high speed and low energy consumption [2].
owever, it is difficult to treat silicate samples by this method. As

or routine microwave digestion, silicates are often digested with a
ixture of concentrated HNO3 and HF or HCl and HF. For instance,
mL HNO3 and 3 mL HF were used to digest silicate samples [3],
mL aqua regia and 3 mL HF were adopted to digest high-Si and
igh-Al rocks [4] and 5 mL HNO3, 1 mL HCl and 4 mL HF were used
o digest soil [5] with microwave. It leads to decomposition or coor-
ination compounds formed by the added HF with metal ion in the
ample, such as AlF6

3−, etc. Additionally, impurity will be intro-
uced from glass-vessels eroded by HF. To avoid the influence of
F, excessive H3BO3 must be added, which makes the procedure
ore complicated and prolongs the digestion time [6–17]. Thus, it

s difficult to apply in industrial production.
The caustic alkali was used to decompose corundum and quartz

uccessfully in the airtight supercharger with PTFE lining by Dolezal
18]. At 240 ◦C with 30% KOH (m/v) 15 mL, it took 4 h to decompose
orundum (1 g) and 5 h to decompose quartz (1 g), respectively. As
he time of decomposition was too long and the airtight super-
harger was developing at that time, the further work had not been
arried out. NaOH solution was used to digest glass samples by
ascimento. But because the PTFE vessel was not airtight, NaOH
olution was not able to dissolve real samples satisfactorily [19].
In the airtight PTFE instrument, if alkali metal hydroxide such

s NaOH or KOH was used as solvent, the speeds of the polar-
ty molecule (H2O), OH− and positive ion of the alkali metals get
o 2.45×109 S−1, which leads to vibration and breakage among
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he bonds, the friction and collision of the ions, and then, a great
mount of thermal energy is produced rapidly. Therefore, there is
ore action between the solvent and the sample. On the other

and, the thermal energy from the dielectric fluid is several thou-
and times higher than that from the sample surface. It leads to very
trong thermal convection, which constantly stirs and refreshes the
urface of the sample to accelerate sample decomposition effec-
ively. At the same time, the high temperature and high pressure
n the airtight instrument can also accelerate the decomposition of
ample.

In the airtight instrument, the reactions between the clay, such
s Kalin and quartz in the alkaline digestion solvent are shown as
ollows:

Al2O3·2SiO2·2H2O (Kaolin) + 6NaOH

= 2Na2SiO3+2NaAlO2+5H2O

iO2 (quartz) + 2NaOH = Na2SiO3+H2O

Due to the destroyed Si–O tetrahedron in the silicate samples,
he metal ions in the crystal lattice, such as Ca2+, Mg2+, Fe3+, Al3+

nd Ti4+ are dissolved into the solution. The spectroscopy method
an be used to determine the content of metal ions.

To distinguish the method in which acid was used as sol-
ent, the methods using alkali metal hydroxide as solvent were
alled microwave enhanced alkaline digestion method. The method
ith tetramethyl ammonium hydroxide as digestion could also be

lassified as the microwave enhanced alkaline digestion method.
owever, because of the alkalescence of tetramethyl ammonium
ydroxide, it could not be used to digest silicate samples [20,21].

In this paper, a new technique based on alkalified solvent for
icrowave digestion was developed and was applied to determine

he content of Fe2O3 in four silicate samples, i.e. quartz, kaolin,
eldspar and soda-lime-silica glass. The probability and the effi-
iency of microwave digestion were discussed. The experimental
esults demonstrate that this new proposed method is precise,
ccurate and can provide a simple, fast and energy-saving proce-
ure for the determination of components in silicate samples.

. Experimental

.1. Apparatus

MDS-2003A Microwave digestion instrument (Shanghai Sineo
icrowave Chemistry Technology Co., China): The microwave out-

ut power is 800 W, the work pressure is 0.1–4.0 MPa, increment
s 0.1 MPa.The instrument has the function of automatic control-
ing pressure and the digestion can be carried out by single pot
r several pots. Midea microwave oven (Midea Co., China): The
icrowave output power is 700 W.There are five different temper-

tures for microwave heating: high, middle–high, middle–low and
ow temperature.

Microwave digestion pot (Shanghai Sineo Microwave Chem-
stry Technology Co., China): Composed of Telflon digestion inner
ot and PEEK digestion outer pot. The maximum work pressure

s 5.0 MPa and it has the function of automatic pressure-relief for
afety protection.

722 N spectrophotometer (Shanghai 3rd Analytical Instrument
ompany, China).
.2. Selection of instrument

At the beginning, ‘MDS-2003A Microwave digestion instrument’
as used to digest the silicate samples. The samples could be occa-

ionally digested when the work pressure was 3.5 MPa. Even if

N
t
g
(
f

7 (2008) 800–803 801

aOH concentration was increased to 700 g L−1 at the maximum
ork pressure of 4.0 MPa and more than 20 min digestion time, the

uccessful digestion rate was improved to certain degree, but it does
ot satisfy the routine sample analysis.

As there is no microwave digestion instrument, which could
fford higher pressure such as 5.0 MPa, the ordinary microwave
ven was tried to digest the sample by the microwave digestion
ot from the ‘MDS-2003A Microwave digestion instrument’ in the
ollowing experiments. Under the selected digestion parameters,
t is interesting that the silicate samples were able to be digested
t a rate of almost 100%. Compared with ‘MDS-2003A Microwave
igestion instrument’, the digestion time was shortened from 10 to
min when the same concentrations of the solvents were used in

he ordinary microwave pot.
In this work, the ordinary microwave oven along with the

tandard digestion pot was used to study the favorable digestion
onditions.

For safety, the experiment was carried out in our reconstructed
ood. In addition, the pressure in Teflon digestion inner pot could
e detected and controlled from the height of the pressure plate on
he digestion outer pot.

.3. Reagents and standard material

450 g L−1 NaOH solution: 450 g NaOH was weighted and suffi-
iently dissolved in plastic bottle by adding 1 L H2O.

100 �g mL−1 Fe standard solution: NH4Fe(SO4)2·12H2O
0.8634 g) was weighted in a 200 mL-beaker. After dissolving
n 6 mol L−1 HCl (20 mL) and a little water, the solution was
ransferred to a volumetric flask (1 L). After diluting to the scale, it

ust be shaken up.
10 �g mL−1 Fe solution: Extract 25.00 mL Fe standard solution

100 �g mL−1) into a volumetric (250 mL), dilute to the scale and
hake up for usage.

10 g L−1 1,10-phenanthroline solution: 10 g L−1 ascorbic acid
olution, pH 4.3 HAc–NaAc buffer.

All reagents were of analytical grade and double distilled water
as used. Four standard materials, which were confirmed by China
ational Technique supervision Administration, were chosen and

heir numbers were GBW03113 (quailz), GBW03122 (Kaolin), GBW
3116 (potassium feldspar) and GBW03117 (soda-line-silica glass).

.4. Calibration curve

Take Fe standard solution (10 �g mL−1) 0.00, 2.00, 4.00, 6.00,
.00 and 10.00 mL in respectively the volumetric flask (50 mL), and
hen, 5.0 mL, 1,10-phenanthroline solution (10 g L−1) and 2.0 mL
Ac–NaAc buffer solution were added in each flask, and the mix-

ures were diluted and shaken up after 10 min placement.
At 508 nm with 1 cm cuvette, the absorbances of the solution

ere measured and the reagent blank was used as control. The
alibration curve was plotted by using the concentration and the
bsorbance values.

.5. Microwave digestion of sample and determination of Fe2O3
ontents

The sample (0.1000 g) was weighted and put into the Teflon
igestion pot. The alkalified digestion solution (5.0 mL 450 g L−1
aOH) was added and stirred. The pot was covered and put into
he microwave oven for sample digestion with the optimized pro-
ram. Then the sample was taken out and cooled, and 10 mL HCl
1 + 1) was added slowly. The final Fe2O3 contents were obtained
rom the calibration curve.
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. Results and discussion

.1. Microwave digestion solvent and weight of sample

The NaOH, KOH, LiOH, Na2CO3, K2CO3, LiBO2, Na2B4O7·10H2O
olutions were used as solvent for digesting four silicate samples
quartz, kaolin, feldspar and soda-lime-silica glass). A clean and
ransparent solution was obtained when NaOH and KOH were used,
ut for other five solvents, only part of the sample was decomposed.
o, in this work, NaOH was chosen to be the solvent because of its
heaper price as compared to KOH.

The more the samples weighted, more the digestion solution
as added and longer the time for digestion was needed. The
eight of silicate sample was selected to be around 0.1000 g in this

esearch.

.2. Concentration of solvent

Based on the determination of Fe content together with the
lear and transparent solution, using the selected digestion solvent
5.0 mL NaOH) and 210 s digestion time with 0.1000 g sample, the
ffect of NaOH concentration was investigated. As shown in Fig. 1
nd Table 1, more than 300 g L−1 NaOH was required to completely
igest quartz and potash feldspar. However, more than 400 g L−1

aOH was necessary for digesting kaolin and soda-lime-silica glass.
n view of the complexity from actual samples, about 450 g L−1

aOH was selected.

.3. Volume of digestion solvent

According to the selected 450 g·L−1 NaOH, the effect of digestion
olvent volume was studied under 210 s digestion time. When the
olume of solvent rose to 4.5 mL, more than 97% recovery yield was
btained in four samples (Fig. 2). Therefore, 5.0 mL solvent was used
n the following work.
.4. Time for digestion

Using the selected digestion solvent (5.0 mL 450 g L−1 NaOH),
he favorable digestion time was studied. It was found in Fig. 3
hat more than 150 s were required for digesting quartz and potash

I
r
d
d
b

able 1
he effect of NaOH concentration

aOH concentration (g L−1) GBW03113 GBW

00 Turbidness Tur
00 Turbidness Tur
00 Transparence Tur
00 Transparence Tra
00 Transparence Tra
ig. 3. Selection of microwave digestion solvent concentration (concentration of
aOH: 450 g L−1, volume of solvent: 5.0 mL, microwave: High).

eldspar completely, and about 180 s was needed for kaolin and
oda-lime-silica glass. Therefore, 210 s was used as digestion time
or the complex samples.

.5. Selection of heating modes

In the ordinary microwave oven, there are normally five heating
odes: high, mid–high, middle, mid–low and low temperatures.

t was observed that the various digestion times corresponded to
eating modes. In order to reduce digestion time, the high temper-
ture mode was selected.

After detailed investigation of experimental parameters for
icrowave digestion, the final desired conditions for digestion of

our silicate samples were determined as shown in Table 1.

.6. Determination of Fe2O3 content in the certified samples

By adopting the selected digestion conditions in Table 2, the
e2O3 contents in four certified samples were analyzed. As shown
n Table 3, the determined values agreed well with the standard
alues. With 95% confidence level, the t-values were calculated and
hey were lower than the 95% probability coefficient t-value (2.776).
t is shown that there was no significant difference between the

esults from the new method and the certified values. The standard
eviations were 0.012, 0.009, 0.013 and 0.014, respectively. All the
ata strongly suggested that the developed digestion method had
oth high accuracy and precision.

03122 GBW03116 GBW03117

bidness Turbidness Turbidness
bidness Turbidness Turbidness
bidness Transparence Turbidness
nsparence Transparence Transparence
nsparence Transparence Transparence
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Table 2
Parameter of microwave digestion

Weight of sample (g) Digestion solvent Concentration of digestion
solvent (g L−1)

Volume of digestion
solvent (mL)

Microwave Time of digestion (s)

∼0.1000 NaOH 450 5.0 High 210

Table 3
Determination of Fe2O3(%)in the standard materials (n = 5)

Standard materials Standard value Average Standard deviation Probability coefficient

GBW03113 0.21±0.01 0.20 0.012 1.86
GBW03121 0.50±0.03 0.53 0.029 2.31
GBW03116 0.19±0.02 0.20 0.013 1.72
GBW03117 0.18±0.01 0.17 0.014 1.60

Table 4
Determination of Fe2O3(%) in real samples

Real sample High-temperature alkalified melting method Microwave enhanced alkaline digestion method Average

River sand 0.92 0.92 0.94 0.93 0.93 0.93
Quartz 0.12 0.11 0.12 0.11 0.10 0.11
K 0.77
P 0.28
F 0.17
S 0.13
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aolin 0.78
yrophyllite 0.28
eldspar 0.16
oda-lime-silica glass 0.14

.7. Determination of Fe2O3 content in real world samples

The new developed sample digestion method was further used
o determine the Fe2O3 content in river sand, quartz, kaolin, pyro-
hyllite, feldspar and soda-lime-silica glass. As shown in Table 4,
he results were also in good accord with data from the tradi-
ional high-temperature alkalified melting method. However, the

icrowave digestion method presents the significant advantages
f being simple, time-saving, energy-saving, etc.

. Conclusions

For the silicate sample, the digestion time was 210 s in the pro-
osed method, which was much less than that in the traditional
lkalified melting method and the acid soluble method. At the same
ime, the process of dissolving the clinker was avoided, and the time
or treatment of the sample was shorted in the proposed method.
imultaneously, the method had significant advantages of being
imple, time-saving and energy-saving, etc. It could be applied in
he pretreatment and rapid analysis of silicate samples.

Compared to the microwave acid soluble method, the adding
f HF was avoided. Therefore, the process to add excessive H3BO3
or eliminating HF could also be omitted. Additionally, the obtained
olution from microwave digestion could be used to determine con-
ents of SiO2, Al2O3, CaO, MgO and TiO2, etc. in the silicate sample,
hich solved the long-term problem the traditional microwave
igestion technique whereby it was difficult to determine the

ontents of components directly in the silicate sample by using
hemical analysis and photometric analysis. More research will be
one in the near future.

The ordinary microwave oven had advantages of being cheap,
ime-saving, etc., but safety was a potential problem.
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a b s t r a c t

Through randomly arranging samples of a calibration set, treating their NIR spectra with orthogonal
discrete wavelet transform, and selecting suitable variables in terms of correlation coefficient test (r-test),
it is possible to extract features of each component in a multi-component system respectively and partial
least squares (PLS) models based on these features are capable of predicting the concentration of every
component. What is perhaps more important, with the proposed strategy, the predictive ability of the
eywords:
ear-infrared spectroscopy (NIR)
iscrete wavelet transform (DWT)
orrelation coefficient test (r-test)
andom experimental design
artial least squares (PLS)

model is at least not impaired while the size of the calibration set can be obviously reduced. Therefore, it
provides a more economical, rapid, as well as convenient approach of NIR quantitative analysis for multi-
component system. In addition, all important factors and parameters related to the proposed strategy are
discussed in detail.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

One of the most annoying burdens in NIR quantitative analy-
is is the demand for many calibration samples. It becomes more
bvious in multi-component system, the most common situation in
ractice, where a calibration set with tremendous numbers of sam-
les is usually required in order to accurately predict the amount
f each component. For example, if using full experimental design,
he number of calibration samples with 30 concentration levels
a moderate requirement for quantitative NIR analysis) in an one-
omponent system is merely 30; the number of calibration samples
ith 30 levels for each component respectively in a two-component

ystem is 900 (302); while that in a three-component system would
ecome 27,000 (303). Of course, not all multi-component systems
eed a large-scale calibration set, in particular when concentrations

f the system vary in a small range, or only a rough prediction is
atisfactory so that several levels of the calibration set are enough
1–4]. But for a multi-component system with wide concentration
copes, it is impossible to make exact prediction in such a simple
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ay because the larger the concentration interval in the calibration
ets is, the more prediction error would be.

It seems that the size of calibration set could be decreased
hrough carefully designing experiments like fraction factorial
esign, half-fraction factorial design, or popular orthogonal design.
hese methods could effectively find optimal point concerned, but
ay be not so helpful for solving the problem discussed above, since

1) what we need are precise predictions within the entire concen-
ration range rather than just near a certain concentration point;
2) unlike full design, in formerly mentioned designs the fact that
ot all levels of one component have chance to combine with each

evel of another component may probably cause prediction error
hen the interactions among components are un-negligible and

ary with concentrations; (3) even using these designs the num-
er of experiments is often still great sometimes, for instance, in
rthogonal design at least 900 (302) samples are demanded when
ach component needs 30 concentration levels.

Obviously, the number of calibration samples would become

he least in the multi-component system, if the system conforms
ith two prerequisites simultaneously: (1) at least a part of absorp-

ion bands of each component are separate or not overlapping; (2)
ithin the separate bands, the absorbances of every component

re independent or insusceptible to the concentration variation
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f all other components. For example, in a system that needs 30
oncentration levels for each component, 30 calibration samples
re enough no matter the system is one-component or multi-
omponent. Unfortunately, it is untrue for most practical cases.
ut it is worth noting that all discussion above is limited in wave-

ength (or wavenumber) domain. Therefore, it is meaningful to
tudy the feasibility of the strategy in other domains such as
avelet domain with the aim to make quantitative NIR analysis
ore economical, rapid, and convenient for multi-component sys-

ems.

. Theory and algorithm

.1. Treating NIR spectra with discrete wavelet transform (DWT)

Wavelets derive from a basis function (i.e., mother wavelet)
hrough dilation and translation processes. DWT uses wavelets
f different scales and positions to decompose a signal. Conse-
uently, DWT can describe the feature of the signal in both time and
requency domains simultaneously. Furthermore, various mother
avelets in terms of its waveform or length make DWT more pow-

rful and flexible to extract the feature of the signal as compared
ith other signal processing methods. In other words, through

he DWT nearly all information of the original signal in time (or
osition) domain can be transformed into a series of coefficients
namely, approximation coefficients and detail coefficients) in a
ew time–frequency (or position-scale) space. Consequently, some

eatures inconspicuous in the initial domain might become obvious
n the new space [5,6]. It is worth noting that there is usually over-
apping information among these coefficients unless the mother
avelet is discrete as well as orthogonal. This will be discussed

ater in detail.
The same DWT procedure can be simply implemented for a NIR

pectrum as long as the time domain is replaced by the wavelength
omain. Therefore, it is possible for DWT to magnify some fea-
ures of the NIR spectrum as a “microscope”. In fact, just because
f this advantage, it has been widely applied to NIR analysis for
ecades as a pre-processing step to suppress noise, correct base-

ine, or compress database [5–11]. As for the field of multivariate
alibration, there also have been a number of reports related to
WT [12–15]. But to our knowledge, little effort has been made to
tudy the application of DWT to predicting the amount of each com-
onent in multi-component systems with a small-scale calibration
et.

There are two ways to build a multivariate calibration model
etween the concentrations of components and the NIR signal
esponses. One is to reconstruct spectra with detail coefficients
nd approximation coefficients after denoising, correction and/or

atabase compression, and then build a model between the recon-
tructed spectra and the concentrations [8]. Another way is directly
o use these processed coefficients as variables, since wavelets
ransform a signal linearly from its original domain to a new domain
ithout prejudice. Clearly, the latter strategy is more convenient

m
t
m
a
s

able 1
orrelation coefficients between two variables (LV: level or dimension of each variable; M
ariables; CICC: 95% confidence interval for the absolute value of correlation coefficients;

V 2 5
CC 1.0000 0.4311

ICC 1.0000–1.0000 0.4142–0.4480
DCC 0.0000 0.2731
V 25 30
CC 0.1654 0.1479

ICC 0.1580–0.1729 0.1412–0.1546
DCC 0.1203 0.1081
7 (2008) 822–826 823

nd time-saving, and accordingly becomes more and more popu-
ar recently [5,6,12–15]. In this paper, we also selected the latter

ethod.

.2. Criterion for variable selection and the least sample required
n a multi-component system

In the wavelet domain, all information of a NIR spectrum of
multi-component system is transformed into a series of detail

nd approximation coefficients. Now what we need is to deter-
ine which coefficients are related merely to the concentration

f a particular component, while insusceptible to the concentra-
ion variation of all other components. Such coefficients can be
sed as variables to build a multivariate calibration model for
redicting the concentration of this component. A variety of chemo-
etrics methods have been developed to select variables for model

onstruction, from stepwise regression analysis (SRA) [16], uninfor-
ative variables elimination (UVE) [17–20], genetic algorithm (GA)

12,14,20–23], simulated annealing algorithm (SAA) [24], interval
artial least squares (iPLS) [25], to moving window partial least
quares regression (MWPLSR) [26,27]. These methods work well
n their own cases, but might be not appropriate for the case of
ur concern, since they mainly focused on selecting variables most
elevant to one component without paying special attention to
he correlation between these variables selected and other com-
onents.

For the purpose, we have tried to combine random experimental
esign with correlation coefficient test (r-test). In random exper-

mental design: (1) the concentration of any component in one
ample should differ from the concentrations of that component in
ll other samples if possible; (2) the concentration intervals of one
omponent should be equal; (3) the concentrations of every compo-
ent are randomly arranged in each sample. With this experimental
esign, not only could the number of experimental samples be sig-
ificantly reduced, but it is possible to select suitable variables. If a
etail or approximation coefficient transformed out of these sam-
les largely correlates with the concentration of one component,
hile being obviously irrelevant to those of all other components,

t is just the variable we are looking for. In statistics r-test is com-
only used to determine the correlation between two variables.

f |r| ≤R0.05 (n−2), then we think the correlation between them is
eeble; and if |r|> R0.01 (n−2), the two variables are obviously corre-
ated. Here, r is the correlation coefficient; R˛ can be simply inferred
rom F-test: R˛ (n−2) = {F˛(1, n−2)/[F˛(1, n−2) + n−2]}0.5; ˛ is
he significance level; and n is the level or dimension of the two
ariables.

Another crucial parameter should be decided is the appro-
riate number of the calibration samples. Clearly, if there are

erely two concentration levels for each component, the correla-

ion coefficient between their concentrations would always be 1 no
atter how to design the samples, while if the concentration level

pproaches infinity, it would become zero nearly. Table 1 shows
ome statistical parameters of two variables whose levels are the

CC: mean of the absolute value of 1000 correlation coefficients between the two
SDCC: standard deviation of the absolute value of correlation coefficients)

10 15 20
0.2789 0.2196 0.1841
0.2670–0.2908 0.2096–0.2296 0.1755–0.1928
0.1921 0.1616 0.1396
40 50 60
0.1268 0.1110 0.1051
0.1209–0.1326 0.1059–0.1162 0.1001–0.1100
0.0942 0.0827 0.0802
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Fig. 1. An overview of steps involved in data processing.

ame and arranged according to random experimental design. The
ata given in the table are 1000 simulations on computer. From
he table, one could know that as the level increases the mean
f correlation coefficients and their standard deviation decrease.
herefore, 30–50 levels are appropriate, since a larger level cannot
bviously reduce the correlation coefficient and its deviation fur-
her. It means 30–50 calibration samples are also often required
n our random experimental design. Such a calibration set is not
oo large and generally necessary even for multivariate calibration

odel construction in a one-component system.

.3. Overview of data processing

Firstly, 30–50 samples are prepared as calibration set according
o random experimental design, and their original spectra are all
ecomposed by a kind of discrete wavelets on each possible decom-
osition level. After discarding the detail coefficients on the first

evel (usually due to the noise of spectrometer) and the approxima-
ion coefficients on the last level (generally resulted from baseline
rift or rotation) to save computing time, the correlation coef-
cients between every wavelet coefficient (including detail and
pproximation coefficients) and the concentration of each com-
onent are obtained, respectively. Then r-test is carried out to
elect suitable wavelet coefficients as variables for one component.
nd finally based on these variables and the concentration of the
omponent, a partial least squares (PLS) model is constructed in
conventional leave-one-out cross-validation way for predicting
he amount of the component in the multi-component system. It is
orth noting that in the above process, denoising, baseline cor-

ection and database compression have also been implemented
t the same time. The total treatment is succinctly depicted in
ig. 1.

I
5
m
w
t

ig. 2. Spectrum of 2% aniline (spectrum 1), 2% acetone (spectrum 2), mixture of 2% an
btained by adding spectra 1 and 2. Noting: all spectra are processed with baseline correc
7 (2008) 822–826

. Experimental

Two 2-component systems, aniline–acetone carbon tetrachlo-
ide solution and aniline–acetone water solution, have been
tudied. Although the two systems were prepared in laboratory
ather than solutions out of industrial processes, the fact that
hey are all homogeneous systems made no essential differences
etween the formal and the latter ones, and consequently the
ethod effective for the formal may also be effective for the lat-

er. For each system, according to above random experimental
esign, 41 samples, in which the concentration of every component
anged from 0.5 to 5.0% (v/v) at intervals of 0.1125%, respectively,
ere prepared as a calibration set, and 15 samples within 0.5–5.0%
ere prepared as a prediction set. Spectra were all recorded with
Nicolet Nexus 870 FT-IR spectrometer under the same condi-

ions, i.e., resolution of NIR: 4000 cm−1; number of scans: 32; range
f scans: 4000–10,000 cm−1, the thickness of quartz-cell: 1 mm;
nd temperature: 273.15 K. In addition, all the spectra were differ-
nce spectra, namely, subtracting the spectra of solvent away from
he sample spectra for obtaining the “pure” spectral effect of the
olutes. For comparison, 100 aniline–acetone carbon tetrachloride
olution samples ranging from 0.5 to 5.0% (v/v) at intervals of 0.5%
ere prepared as another calibration set in terms of full experi-
ental design; so were the aniline–acetone water solution. Their

pectra were obtained in the same way.
Algorithms required in this paper were written with MATLAB

.0 and performed on a personal computer. The steps of the DWT
ere carried out using the Wavelet Toolbox 3.0 in MATLAB 7.0.

. Results and discussion

Fig. 2 exhibits a typical spectrum of aniline-acetone carbon
etrachloride solution, in which the informative wavebands cover
000–7000 cm−1 (the absorbances within about 8300–8900 cm−1

f second overtones is relatively lower, and not considered in the
tudy). For comparison, the spectra of its component (aniline and
cetone), and their mathematical addition are also shown in order
o provide an intuitive view about interaction between aniline, ace-
one and/or the solvent. The fact that in some wavelengths, the
pectrum 3 is far away from 4 indicates the un-negligible interac-
ion in the system. As for water solution, besides the interaction the
ess informative waveband is another problem because of water.

n water solution, only wavelengths ranging in 4300–4800 and
400–6200 cm−1 are available, whereas other wavebands are sub-
erged by the strong absorbance peaks of water. Therefore, DWT
as carried out merely within these wavelength ranges, respec-

ively, for carbon tetrachloride and aqueous system.

iline and 2% acetone (spectrum 3) in carbon tetrachloride solution. Spectrum 4 is
tion for comparing them clearly.
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Table 2
Results obtained for the aniline-acetone carbon tetrachloride system with different significance levels of r-test

Lower and upper of ˛ N of aniline RMSEC of aniline RMSEP of aniline N of acetone RMSEC of acetone RMSEP of acetone

0.01, 0.1 39 0.0576 0.0733 40 0.0785 0.0830
0.01, 0.05 54 0.1879 0.1507 53 0.1533 0.1755
0.005, 0.05 42 0.0831 0.1031 37 0.1233 0.1374
0.005, 0.1 33 0.0354 0.0375 29 0.0479 0.0530

Table 3
Results obtained for aniline-acetone aqueous system with different significance levels of r-test

Lower and upper of ˛ N of aniline RMSEC of aniline RMSEP of aniline N of acetone RMSEC of acetone RMSEP of acetone

0.01, 0.1 17 0.1180 0.1233 14 0.1424 0.1319
0 0
0 6
0 4

D
o
i
d
e
n
m
e
l
D
t
[
a

s
s

a
l
u
s
w

F
t

.01, 0.05 27 0.2284 0.245

.005, 0.05 20 0.1033 0.098

.005, 0.1 12 0.1580 0.187

Eight kinds of mother wavelet have been tried: two from the
aubechies family (db4, db6), one from the Symlet family (sym8),
ne from the Coiflet family (coif2), two from the biorthogonal fam-
ly (bior2.2, bior3.3, bior4.4), and meyer. The results obtained with
b4, db6, sym8, coif2 or meyer were roughly the same, but in gen-
ral better than those obtained with bior2.2, biro3.3, and bior4.4
o matter in carbon tetrachloride or water solution in terms of root
ean standard error in calibration (RMSEC) and root mean standard

rror in prediction (RMSEP). This is probably resulted from the over-

apping information among wavelet coefficients of non-orthogonal
WT, which may cause collinear problem and consequently impair

he predictive ability of multivariate calibration models followed
15]. It seems the effect of non-orthogonal DWT was overlooked
nd it might be the reason why the use of DWT does not provide

f
o
w
b
l

ig. 3. Correlation plots between actual concentrations and predicted concentrations of ev
etrachloride system; (b) acetone concentrations in carbon tetrachloride system; (c) anilin
29 0.2637 0.3011
18 0.1079 0.1250
9 0.2845 0.2544

ufficiently satisfactory results in some cases. The db4 has been
elected as the mother wavelet for following studies.

In above study, the significance levels (�) of r-test were all 0.01
s the lower limit and 0.05 as the upper limit. Altering them would
argely affect variable selection, and finally have great influence
pon the performance of the PLS model followed. The effect is
hown in Tables 2 and 3. Here, N is the number of variables (namely,
avelet coefficients) entering into constructing PLS model.

Increasing the lower limit of significance level (for example,

rom 0.005 to 0.01), more variables containing the information of
ne component would be selected for the component correctly,
hile some variables probably relevant to other components would

e also chosen simultaneously. In contrast, increasing the upper
imit of the level could prevent the variables irrelevant to one

ery component in a multi-component system: (a) aniline concentrations in carbon
e concentrations in aqueous system; (d) acetone concentrations in aqueous system.
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omponent, but the risk of loosing some variables containing infor-
ation of the component would increase at the same time. Similar

roblem takes place when decreasing the upper or lower limit. This
an be clearly observed from N under different significance levels.
herefore, a compromise should be taken. From Tables 2 and 3, the
ptimal lower and upper levels were 0.005 and 0.1 for carbon tetra-
hloride system, while 0.005 and 0.05 were chosen as the lower and
pper limit, respectively for aqueous system. This was reasonable,
ince in the carbon tetrachloride system, there were more candidate
ariables for selection, and the stricter criterion would get rid of
ore ineligible candidates but still retain enough suitable ones for

alibration models. However, in water solution the number of can-
idate variables was less, and the criterion should become looser

n order to look for more suitable variables for constructing calibra-
ion model. But the looser criterion may introduce some ineligible
nes, and accordingly would deteriorate the predictive ability of
he multivariate calibration model.

Finally, a comparison between proposed strategy and full exper-
mental design is shown Fig. 3. The spectra of calibration samples

ith the later design were processed by a convenient algorithm:
fter 15-point smoothing, their second-derivatives were used as
ariables directly to build a PLS calibration model without any other
ata processing. The performance of the traditional method was
valuated with the same prediction set in terms of RMSEP, deter-
ination coefficient (R2) and relative error (RE), too.
Fig. 3 indicates that in carbon tetrachloride system, predictive

bility of two methods were roughly the same, whereas in the aque-
us system solution, the proposed strategy was clearly better. This
as probably because the strong solvent effect of water made the

ystem more nonlinear and needed more information to correct
he nonlinearity. However, the fact that there was even less NIR
nformation available in water solution than in carbon tetrachloride
equired more concentration levels to deal with this case. Therefore,
he full experimental design (10 concentration levels) was more
ncapable of coping with this problem than the proposed strategy
41 concentration levels). The results predicted in aqueous system
y the proposed strategy were not very accurate, but are enough
or some cases like preliminary or in-line analysis.
. Conclusion

It is possible for the proposed strategy to predict concentrations
f each component in a multi-component system with a small-scale

[
[

[
[

7 (2008) 822–826

alibration set. In the proposed strategy, a calibration set with
0–50 samples should be prepared according to random experi-
ental design at first, and then their NIR spectra are decomposed
ith orthogonal wavelets. The r-test is performed to select suitable
avelet coefficients as variables for constructing PLS models. The

riterion for variable selection could be adjusted through chang-
ng the significance level of the r-test to optimize the multivariate
alibration model. For the system containing less NIR information,
uch as aqueous system, the proposed strategy can increase the
redictive ability in a way, but is not enough satisfactory in most
ases, and other experimental and/or chemometrics improvement
hould be taken further.
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a b s t r a c t

A gas chromatography method with atomic emission detection (GC-AED) for the determination of
dimethylarsinic acid (DMA), monomethylarsonic acid (MMA) and inorganic arsenic was optimized. The
analytes were derivatized in the sample solutions with methyl thioglycolate (TGM) and the products
were extracted into cyclohexane before an aliquot of this organic phase was directly injected into the
chromatograph. The procedure was applied to the analysis of seawaters, wines, beers and infant foods,
the last requiring an additional enzymatic reaction prior to analyte derivatization. Detection limits in
seawaters and beverages were 0.05, 0.15 and 0.8 ng mL−1 for DMA, MMA and inorganic arsenic, respec-

−1

onomethylarsonic acid (MMA)

norganic arsenic
eawater
ine

eer
nfant foods
as chromatography (GC)

tively. In infant foods the detection limits were 1, 10 and 25 ng g for DMA, MMA and inorganic arsenic,
respectively. Inorganic arsenic was detected in some of the seawater samples and three of the wines ana-
lyzed at concentration levels in the range 1–40 ng mL−1, and DMA in several of the infant foods in the
range 20–80 ng g−1. The method was validated by analyzing a certified reference material and by recovery
studies. All the samples were also analyzed by hydride generation and atomic fluorescence spectrometry
(HG-AFS), which provided data for the total arsenic content.

a
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tomic emission detection (AED)

. Introduction

Arsenite, arsenate, monomethylarsonate (MMA) and dimethy-
arsinate (DMA) are arsenic species present in the environment
oth naturally and as a consequence of human activities. The higher
oxicity of inorganic arsenic compared with these organoarseni-
al compounds has been well established. On the other hand,
rsenobetaine is non-toxic [1]. The evident importance of arsenic
peciation has led to the publication of several reviews [2–7]. The
ost commonly used separation technique is high-performance

iquid chromatography (HPLC), while gas chromatography (GC) is
ess used because non-volatile arsenic compounds have to be sub-

itted to a prior derivatization step.
Arsenic speciation has been studied by forming a wide num-

er of arsenic derivatives, which are then subjected to GC:
rimethylsilyl derivatives [8], halogenated arsines [9], hydrides

10], dithiocarbamate derivatives [11] and thioarsenite derivatives
12], the most common forms being thioglycolic acid methylesters
13–20]. Methyl thioglycolate (TGM) permits the simultaneous
etermination of inorganic arsenic, as the sum of arsenite plus

∗ Corresponding author. Tel.: +34 968 367406; fax: +34 968 364148.
E-mail address: hcordoba@um.es (M. Hernández-Córdoba).
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rsenate, and of the two alkylated arsenocompounds, MMA and
MA, which remain stable for several days in cyclohexane extracts

13].
The simultaneous determination of DMA, MMA and inorganic

rsenic in the form of TGM derivatives has already been car-
ied out in water samples [14,17], while the methodology is here
dapted for beverages and infant food products, using the selective
tomic emission detector. The literature contains few papers deal-
ng with arsenic speciation in wines [21–25] and beers [26–28],
nd most of those that exist are based on hydride generation (HG).
he maximum level of arsenic permitted in these beverages has
een legally established. For example, the Office Internationale
e la Vigne et du Vin has set a maximum limit of 200 ng mL−1

n wines [29], while Spanish legislation establishes a maximum
imit of 100 ng mL−1 for beer, a lower value than in other countries
30,31].

The analysis of infant foods, which may contain cereals, fruits,
egetables, fish and meat, is of great importance due to the need to
onitor nutrition in the first years of human life. Rice, a common
ngredient of baby foods, is a bioaccumulative plant for the more
oxic arsenic species, whereas seafood accumulates the non-toxic
rsenobetaine [32]. Arsenic speciation in infant products [33–35]
nd cereals [36–39] has been studied, but not by gas chromatogra-
hy.
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. Experimental

.1. Chemicals

Standard solutions of 1000 �g mL−1 As(III) and As(V)
ere supplied by Fluka (Buchs, Switzerland). Cacodylic acid

(CH3)2As(O)OH, DMA, Sigma, St. Louis, MO, USA] and sodium
ethylarsinate [CH3AsO(ONa)2·6H2O, MMA, Carlo Erba, Milan,

taly] standard solutions (1000 �g mL−1) were prepared in water
nd kept at 4 ◦C in PTFE bottles. Both solid compounds were of 98%
urity. Working solutions were prepared daily. High-quality water,
btained by using a Milli-Q water purification system (Millipore,
edford, MA, USA), was used throughout.

Hydrochloric acid (37%, HCl), methyl thioglycolate (98.5%, TGM),
odium borohydride (>96%, NaBH4) and the organic solvents, hex-
ne and cyclohexane, were obtained from Fluka. 1,3-Propanedithiol
nd 2-mercaptoethanol were obtained from Sigma.

Streptomyces griseus (protease type XIV) and Bacillus subtilis
�-amylase) were obtained from Sigma and Fluka, respectively.
ther reagents used were Mg(NO3)2·6H2O (99.5%, Fluka), MgO

97%, Fluka), ascorbic acid (99.5%, Fluka), potassium iodide (99%,
I, Panreac, Barcelona, Spain), l-cysteine (99%, Sigma) and tetram-
thylammonium hydroxide (25%, TMAH, Sigma). Silicone polymer
ased antifoam A emulsion (Sigma) was used to avoid foam forma-
ion during the generation of hydride. Other chemicals used were
btained from Fluka.

The plasma gas and carrier gas used for GC was helium. The
eagent gas for the AED was hydrogen. Nitrogen was used to purge
he AED system and argon to flush the volatile hydride to the AFS.
ll the gases (99.999% purity) were supplied by Air Liquide (Madrid,
pain).

.2. Instrumentation

.2.1. GC-AED
An Agilent 6890 gas chromatograph was directly coupled by

transfer line to a G2350A microwave-induced plasma atomic
mission detector (Agilent, Waldbronn, Germany). The updated
2070AA ChemStation application with G2360AA GC-AED soft-
are was used to control and automate many features of the GC

nd AED systems, and for data acquisition and treatment. The chro-
atograph was fitted with a 25 m×0.32 mm i.d. HP-5, 5% diphenyl

5% dimethyl polysiloxane capillary column from Agilent with a
ow-film thickness of 0.17 �m to minimise chromatographic peak

idths, thus improving the signal-to-noise ratios. The temperature
rogramme used was as follows: from 45 to 230 ◦C at 20 ◦C min−1

nd then to 300 ◦C at 50 ◦C min−1, where it was held for 1 min. Sam-
le volumes of 3 �L were injected into a liner of 900 �L internal
olume, in the splitless mode with an injection port temperature
f 200 ◦C. Helium was used as the carrier gas at a flow rate of
mL min−1. Solvent venting was switched on immediately after

njection and switched off 3.5 min later. The final part of the GC col-
mn was used as a transfer line to the detector. The transfer line and
he cavity were set at the same temperature as recommended by the

anufacturer, 250 ◦C. The helium make-up flow was 160 mL min−1.
ydrogen at 10 psi was used as the only scavenger gas. Filter and
ackamount adjustment in the AED were set according to Agilent
efault specifications. The spectrometer was purged with nitrogen
t 2.5 L min−1. All compounds were quantified in the arsenic 189 nm
mission line, using peak area as the analytical parameter.
.2.2. HG-AFS
Hydride generation atomic fluorescence spectrometry was per-

ormed using a PSA Millenium Excalibur continuous flow system
PS Analytical, Orping, UK) for total arsenic quantification. Measure-

p
A
a
m
m
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ents were carried out using a boosted discharge hollow cathode
amp for arsenic (Photron Pty. Ltd., Australia) at the 197.3 nm line,

ith a 27.5 mA primary current and a 34.9 mA boost current. The
elay was set at 10 s, while analysis and memory were set at
0 s.

The conditions selected for seawater and infant food analysis
ere: reagent flow rates of 9 mL min−1 for the reducing solution

ontaining 3.5 M HCl, 1% (w/v) KI and 0.2% (w/v) ascorbic acid solu-
ion and 4.5 mL min−1 for the 0.7% (w/v) NaBH4 solution stabilized
n 0.1 M NaOH. For beverages, a flow-rate of 4 mL min−1 was used
or the reductor reagent solution containing 0.01 M HCl, 0.1% (w/v)
-cysteine, 10−4% (w/v) antifoam agent and 1.2 or 0.4% (v/v) ethanol
or wines and beers, respectively. The flow-rate of the 0.6% (w/v)
aBH4 solution stabilized in 10 mM NaOH [25] was 2 mL min−1.

The U-shaped gas liquid separator was flushed with argon gas
nd the volatile hydride produced was transported by the gas
tream (330 mL min−1), being dried as it passed through a Perma
ure hygroscopic membrane (Farmingdale, NJ, USA) and atom-
sed using a hydrogen diffusion flame generated from the reaction
etween NaBH4 and HCl. Valves and T-pieces were obtained from
mnifit (Cambridge, UK).

.2.3. Centrifugation and ultrasonication systems
Two centrifuges were used for phase separation: a Mixtasel

Selecta, Barcelona, Spain) for 100-mL volume tubes and a Hermle Z
52� (HERMLE Labortechnik, Wehingen, Germany) for 10-mL vol-
me tubes. An UP 200H ultrasonic probe processor (Dr. Hielscher,
eltow, Germany) was also used for the infant food samples.

.3. Samples and reference material

Ten seawater samples were obtained from different harbours
nd beaches of southeast Spain, collecting 200 mL of water in poly-
arbonate flasks. Non-filtered samples were acidified to pH 2 [17]
sing concentrated hydrochloric acid in the laboratory and kept

n the dark at 4 ◦C before analysis, which was carried out nor-
ally within 48 h of sample collection. A series of red, white and

ose wines were obtained from commercial sources, to make up a
otal of 10 different samples. Five different alcoholic beers were
lso obtained from local supermarkets. The beer samples were
reviously degassed in an ultrasonic bath in order to improve
he analytical performance of the determinations. All the flasks
ere washed using a 5% (v/v) nitric acid solution and rinsed with
eionised water prior to use.

A total of 20 infant food samples of different varieties (9 based
n cereals and/or fruits and 11 puree products containing meat,
sh, vegetables and/or cereals) were supplied by a local manufac-
urer. The NIST-SRM 1568a Rice flour certified reference material
National Institute of Standards and Technology, Gaithersburg, MD,
SA) was used for validation purposes.

.4. Procedures

.4.1. Arsenic speciation by GC-AED

.4.1.1. Liquid samples (seawaters, wines and beers). To carry out
he extractions, 30 mL samples were placed in 100 mL capped
lass tubes containing 2 and 3 g of sodium chloride for seawaters
nd beverages, respectively. Concentrated HCl (30 �L) and TGM
750 �L) were added under a fume hood and the recipient was
mmediately sealed. The derivatization reaction was allowed to

roceed at ambient temperature, while being shaken for 2 min.
fter adding 1 mL of cyclohexane, shaking was continued for
nother minute. Finally, the upper layer was used for measure-
ents by injecting 3 �L into the GC injection port. For beverages,
ore efficient phase separation was achieved by centrifugating the
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ixture for 2 min at 4000 rpm (an unnecessary step in the case of
eawaters).

.4.1.2. Infant food products. Four grams of solid sample were
laced in a 100-mL glass centrifuge tube with 80 mg of �-amylase
nd 10 mL of water. The mixture was sonicated for 2 min (40%
mplitude) by means of a probe directly immersed into the sample
olution. Next, 400 mg of protease were added and the mixture was
gain treated with ultrasound for 4 min [37]. The mixture was cen-
rifuged at 4000 rpm for 10 min and the supernatant was submitted
o derivatization by adding 10 �L of concentrated HCl and 250 �L of
GM. After shaking the mixture manually for 2 min, 1 mL of cyclo-
exane was added, shaken for 30 s and the mixture centrifuged for
min at 6000 rpm, before 3 �L of the organic phase was injected

nto the chromatograph.
In the case of puree products, the procedure was slightly mod-

fied, and 40 mg �-amylase and 200 mg of protease were added,
long with only 5 mL of water, to four grams of sample.

.4.2. Total arsenic determination by HG-AFS
For confirmation purposes, the total arsenic content was deter-

ined, by using several slightly modified procedures previously
eported in the literature [25,39].

.4.2.1. Liquid samples (seawaters, wines and beers). 2.8 mL of con-
entrated HCl and 200 �L of a reducing solution of 50% (w/v) KI and
0% (w/v) ascorbic acid were added to 7 mL of seawater. A sample
ilution step was carried out for beverage analysis: a 1 mL sam-
le, previously degassed in the case of beers, was mixed with 1 mL
f a 1% (w/v) solution of l-cysteine in 0.1 M HCl and 10 �L of 0.1%
w/v) antifoam solution agent before being made up to 10 mL with
ater [25]. l-Cysteine was selected as the pre-reducing agent in
rder to overcome potential interferences from the non-digested
everage samples. In all cases, the mixtures were allowed to stand
or 1 h in order to reduce all arsenic species to As(III) before being
nalyzed.

.4.2.2. Infant food products. Sample masses of 1 g were weighed
nto porcelain crucibles and treated with 2.5 mL of an ashing aid
uspension of 20% (w/v) Mg(NO3)2·6H2O and 2% (w/v) MgO, and
mL of 50% (v/v) nitric acid. The mixture was evaporated to dryness
nd mineralized in a muffle oven, whose temperature was gradually
ncreased to 450 ◦C, which was maintained for 12 h. The white ashes

ere moistened with 1 mL of water and dissolved in 9 mL of 10%
v/v) HCl.

For the samples based on rice and those containing fish, which
ere expected to contain the highest levels of arsenic, 8.75 mL of

oncentrated HCl and 600 �L of the reducing solution (50% (w/v)
I and 10% (w/v) ascorbic acid) were added to 3 mL of the miner-
lized solution before being diluted to 30 mL with water [39]. For
he rest of the samples (with presumably lower arsenic contents),
.8 mL of concentrated HCl and 200 �L of the reducing solution
ere added to 7 mL of the mineralized solution. Once the reducing

olution had been added, the samples were left for 1 h before being
easured.

.5. Recovery assays for the GC-AED speciation procedure

Recovery experiments were carried out using two seawaters, a
ed wine, a white wine and a beer, which were spiked with the

nalytes at three concentration levels ranging from 2 to 10 ng mL−1

or DMA and MMA, and from 25 to 75 ng mL−1 for inorganic arsenic.
ive infant food samples (based on fruits, cereals, meat, fish and
egetables) were also spiked at three concentration levels in a range
0–20 ng g−1 for DMA, 50–100 ng g−1 for MMA and 100–200 ng g−1

3

a
c
m
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or inorganic arsenic. The spiked samples were left to equilibrate at
oom temperature for at least 1 h before analysis.

. Results and discussion

.1. Derivatization and liquid–liquid extraction

The effectiveness of 1,3-propanedithiol and 2-mercaptoethanol
s derivatization agents was checked. The chromatographic sepa-
ations obtained in both cases were unsatisfactory and they were
ot considered.

The high-reducing power of TGM prevented the discrimination
f pentavalent and trivalent arsenic since both species formed the
ame derivative. This derivatization reaction implies that inorganic
rsenic, MMA and DMA are substituted by a three, two and one
hioglycol side-chain, respectively. The different polarities of the
eaction products provide efficient gas chromatographic separa-
ion. Preliminary experiments were carried out to select the optimal
onditions for derivatization efficiency of the analytes by using an
queous standard solution. Methyl thioglycolate and hydrochlo-
ic acid concentrations, temperature and reaction time were the
arameters studied. The effect of the derivatizing reagent concen-
ration was studied by adding 20 �L to 1 mL volumes to 10 mL of a
0% (v/v) hydrochloric solution containing 25, 50 and 100 ng mL−1

f DMA, MMA and inorganic arsenic, respectively. The derivatized
ompounds were extracted in 1 mL of cyclohexane before being
njected into the GC. Signals increased up to 100 �L of TGM and
hen remained constant for the alkylate arsenocompounds. Maxi-

um sensitivity was attained for inorganic arsenic when 250 �L of
GM were added and so, a concentration of 2.5% (v/v) was selected
or subsequent experiments.

When the derivatization reaction was carried out under differ-
nt HCl concentrations ranging between 0 and 10% (v/v), signals
ncreased up to 0.1% (v/v) for DMA and MMA, and then remained
onstant. On the other hand, sensitivity for inorganic arsenic
ecreased for acid concentrations higher than 1% (v/v). Therefore,
erivatization was carried out in the presence of a 0.1% (v/v) acid
oncentration.

No significant differences in sensitivity were achieved when the
eaction was allowed to proceed for times ranging between 0.5
nd 5 min, while being stirred. A reaction time of 2 min was finally
elected to ensure that derivatization was complete in samples with
igh-analyte concentrations. The effect of temperature on derivati-
ation efficiency was checked by submitting the reaction mixture to
emperatures ranging from ambient to 80 ◦C, for 2 min using a water
ath. The peak areas of the three derivatized compounds decreased
s the temperature increased, reaching values of between 20 and
0% of the maximum signals obtained, corresponding to DMA and
MA, respectively. Therefore, the reaction was carried out at room

emperature.
Once the conditions for the derivatizing step had been selected,

he influence of changing the ionic strength of the sample was stud-
ed by adding 0–2.8 g of sodium chloride to 10 mL of the aqueous
tandard mixture. The sensitivity for the alkylated arsenic com-
ounds increased up to a 10% (w/v) salt concentration and then
lightly decreased. No change in sensitivity was observed for inor-
anic arsenic in the salt concentration range studied. Therefore, a
0% (w/v) sodium salt concentration was adopted for further exper-
ments. For seawater samples, the salt concentration was adjusted
o the selected value, taking into account their content of about

.5% (w/v).

No differences were observed between hexane and cyclohex-
ne when they were tested for use as extraction solvents. In both
ases when extraction was carried out in wine, beer or infant food
atrices, a centrifugation step was required to accelerate the sepa-
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ation between phases because emulsification occurred during the
xtraction step. Cyclohexane was finally selected.

The sample-to-cyclohexane volume ratio was studied by
xtracting different volumes of an aqueous standard solution in
mL of cyclohexane. Best results were attained with the proportion
0:1.

It was experimentally verified that, as previously reported
40], TGM-derivatives were not suitable for preconcentration using
olid-phase microextraction.

.2. Chromatographic and AED parameters

The low-polar stationary phase, HP-5, provided good dis-
rimination between the three derivatized analytes. The oven
emperature was increased from 45 to 230 ◦C, thus permitting DMA
nd MMA to elute. As the temperature rose to 300 ◦C, inorganic
rsenic was eluted. Separation was carried out using different con-
tant flow-rates between 1 and 4 mL min−1. The latter value was
elected, since this reduced the analysis time needed and increased
he sensitivity compared with lower flow-rates. Higher helium
ow-rate values are not recommended by the manufacturer to pre-
erve the stationary phase. Under the selected chromatographic
onditions, analytes were eluted at retention times of 4.67, 8.03
nd 10.29 min for DMA, MMA and inorganic arsenic derivatives,
espectively.

The effect of the injection temperature was studied between
00 and 300 ◦C, by injecting 0.2 �L of a cyclohexane extract of
he three derivatized analytes, in the splitless mode. The injec-
ion temperature hardly affected the sensitivity for the alkylated
rsenocompounds in the range of values studied, although peak
rea decreased for the inorganic derivative as the temperature was
ncreased. Lower injection temperatures were not assayed because
f pressure problems in the GC front inlet. Therefore, 200 ◦C was
elected as the optimal injection temperature. In order to increase
he sensitivity of the chromatographic determination, larger vol-
me injections were assayed. As expected, sensitivity increased for
ll the analytes, especially for the most volatile (DMA), in the range
f volumes studied (0.2–3 �L). To improve the efficiency of sample
ransfer to the capillary column, different carrier gas inlet pressures
10, 20, 40 and 60 psi) were applied just before the beginning of
very run, returning to the normal value after a specified amount
f time. Because no differences in sensitivity and/or peak shape
ere observed in any of the cases, no pressure pulse was applied

or further experiments. The split valve remained closed for 3.5 min
efore being opened, with the default split ratio (19.5:1) established
y the instrument.

The detector operating parameters were studied by injecting
�L of the organic extract. Make-up gas flow-rate and reagent
as pressure were the parameters optimized for AED. The helium

ake-up flow was varied between 100 and 200 mL min−1, and
easured with the window purge gas flow open. Even though

he greatest sensitivity was attained using the lowest flow-rate,
60 mL min−1 was adopted as a compromise value because the
hromatographic peaks obtained with lower helium flow-rates

fi
m
f
5
t

able 1
nalytical characteristics of the studied arsenic species using the GC-AED method for liqu

nalyte Slopea (mL ng−1) Correlation coefficient Linearity range (ng mL

MA 14.5 ± 0.40 0.9985 0.2–50
MA 5.85 ± 0.32 0.9998 0.5–50

norganic As 1.04 ± 0.01 0.9992 2–500

a Mean value± standard deviation (n = 6).
b Corresponding to S/N = 3.
c Corresponding to S/N = 10.
d Calculated for concentrations 20-fold the corresponding quantification limits.
77 (2008) 793–799

ere very broad. A hydrogen pressure of 10 psi provided maximum
ensitivity.

.3. Optimization of the infant food treatment

Optimization of the infant food treatment was carried out using
fortified sample based on rice flour and a puree product con-

aining chicken and vegetables. A mild extraction procedure was
equired to maintain species integrity. Previous studies have shown
hat extraction of arsenic species from rice samples using 1%
w/v) tetramethylammonium hydroxide solutions provides good
xtraction efficiencies for the analytes studied here [37]. The oxi-
ation of arsenite to arsenate by this alkaline reagent would not
e a problem in the present procedure because both species are

ointly detected as inorganic arsenic. However, a suspension was
ormed when TMAH solution was added to the sample, which
revented good derivatization, even when the suspension was cen-
rifuged or filtered. The use of lower TMAH concentrations did
ot solve this problem. Moreover, if lower sample masses were
reated, unacceptable detection limits were achieved. Therefore,
he use of TMAH was discarded, and the enzymatic hydrolysis pre-
iously optimized by Cámara and co-workers [37] was selected
ith minor modifications. To check the performance of the pro-

edure, sample masses of 1–4 g were submitted to enzymatic
igestion, the highest sample mass being selected because it pro-
ided the lowest detection limits. Higher sample masses were
ot assayed because of poor homogenization in the sonication
tep. For puree samples, it was found that lower quantities of the
nzymes than those previously used were sufficient to obtain good
esults. The masses of �-amylase and protease were reduced to
0 and 200 mg, respectively, and 5 mL of water were added to 4 g
f sample, because of the high-moisture content of these sam-
les.

.4. Analytical characteristics of the method

The analytical characteristics of the method appear in Table 1.
ix concentration levels were analyzed and two replicates were
ade. The correlation coefficients obtained demonstrated a direct

roportional relationship between the amount of analyte extracted
nd its concentration in the sample. When the slopes of the
queous calibration graphs (Table 1) were compared with those
btained when the standard additions method was applied to a
eawater, a red wine and a beer, no significant differences were
ound, confirming the absence of matrix effects. Detection and
uantification limits were calculated by using a signal-to-noise
atio of 3 and 10, respectively (Table 1). The repeatability was
alculated by using the relative standard deviation from a series
f 10 consecutive analyses of a fortified seawater and a forti-

ed red wine, under the optimized conditions for each sample
atrix (see Table 1 for the seawater sample). R.S.D. values obtained

or the red wine were similar to those obtained for seawater,
.6, 8.3 and 7.6% for DMA, MMA and inorganic arsenic, respec-
ively.

id samples

−1) Detection limitb (ng mL−1) Quantification limitc (ng mL−1) R.S.D.d

0.05 (0.15 pg) 0.17 6.0
0.15 (0.45 pg) 0.5 8.1
0.8 (2.4 pg) 2.5 5.3
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Table 2
Analytical characteristics of the studied arsenic species using the GC-AED method for infant foods

Analyte Slopea (g ng−1) Correlation
coefficient

Linearity
range (ng g−1)

Detection
limitb (ng g−1)

Quantification
limitc (ng g−1)

R.S.D.d

DMA 0.95 ± 0.02 0.9972 3–100 1.0 3.5 9.8
MMA 0.10 ± 0.01 0.9950 30–300 10 35 11.4
Inorganic As 0.04 ± 0.01 0.9890 50–500 25 80 14.2
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Table 4
Mean recovery efficiencies and R.S.D. obtained in fortified samples by using the
GC-AED method

Analyte Recoverya (%)

Spike level
(ng mL−1)

Seawater Red wine White wine Beer

DMA 2 98.3 (7.9) 89.9 (8.8) 93.2 (7.5) 93.1 (6.7)
5 96.4 (8.1) 99.1 (7.1) 95.1 (5.9) 92.4 (5.4)

10 95.4 (5.6) 98.2 (6.3) 96.4 (5.9) 97.2 (6.3)

MMA 2 88.4 (9.1) 91.5 (8.8) 87.2 (8.5) 90.4 (8.3)
5 99.6 (7.9) 92.3 (5.9) 89.2 (8.1) 88.0 (8.2)

10 93.2 (8.6) 96.3 (7.9) 92.6 (7.2) 95.9 (5.5)

Inorganic
arsenic

25 89.9 (11.1) 82.1 (12.0) 87.9 (11.5) 95.3 (13.1)

d
o
b
R
a

a
d

Mean value± standard deviation (n = 6).
b Corresponding to S/N = 3.
c Corresponding to S/N = 10.
d Calculated for concentrations 20-fold the corresponding quantification limits.

When the slopes obtained using aqueous standard solutions and
hose obtained by means of standard addition for two different
nfant food products were compared, significant differences were
bserved. Consequently, the standard addition method was used for
uantification of these samples. Table 2 shows the analytical char-
cteristics obtained using the optimized procedure for the analysis
f infant foods.

High-Fe(III) concentrations have been shown to bind arsenic
ractions, inhibiting the TGM reaction. The addition of chelating
gents prior to the derivatization step has been found to prevent
uch binding [17]. The addition of EDTA at a concentration of 0.1 M
o different spiked infant food samples led to no difference in sen-
itivity, and so the absence of this interference was assumed in the
tudied samples, and no chelating agent was added.

.5. Real samples and validation of the method

The optimized procedure was applied to 10 different seawaters,
n 5 of which inorganic arsenic was detected, 3 of them provid-
ng signals near the detection limit (see Table 3). Samples 4 and 5
howed arsenic concentration levels higher than those normally
ound in seawaters (0.5–2 ng mL−1), which can be attributed to
nthropogenic inputs and/or to the geological characteristics of the
rea where they were collected. Inorganic arsenic was detected in
hree of the wine samples analyzed (Table 3), the data being in
ccordance with those previously reported [21,22]. On the other

and, none of the studied species was detected in the beers ana-

yzed (Table 3).
The reliability of the optimized procedure for seawaters and bev-

rages was checked by recovery studies for four different samples
piked at three concentration levels. Average recoveries± standard

able 3
esults obtained in the analysis of liquid samples

ample Inorganic arsenic (ng mL−1) Total arsenic (ng mL−1)
(GC-AED)a (HG-AFS)a

eawater 1 1.8±0.1 1.9±0.05
eawater 2 1.2±0.2 1.1±0.04
eawater 3 1.0±0.1 0.9±0.03
eawater 4 6.4±0.3 6.5±0.1
eawater 5 39±3 40.1±0.1
eawater 6 <LOD 0.24±0.02
eawater 7 <LOD 0.45±0.01
eawater 8 <LOD 0.38±0.02
eawater 9 <LOD 0.31±0.01
eawater 10 <LOD <LOD
ed wine 1 10.2±0.8 10.5±0.04
ed wine 2 11.2±0.6 11.4±0.04
ed wine 3 3.6±0.2 3.70±0.02
hite wine 1 <LOD 1.12±0.02

eer 1 <LOD 0.15±0.01
eer 2 <LOD 0.11±0.01
eer 3 <LOD 0.20±0.02

OD means detection limit.
a Mean± standard deviation (n = 3).
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50 90.5 (9.9) 85.9 (13.5) 95.3 (12.6) 92.7 (12.4)
75 93.3 (10.5) 93.4 (12.4) 96.2 (10.2) 98.1 (10.1)

a Values in parentheses are R.S.D. values for n = 3.

eviations (n = 36) of 95.4±6.4, 92.1±7.0 and 91.7±10 were
btained for DMA, MMA and inorganic arsenic, respectively, as can
e seen in Table 4. Slight differences were observed between the
.S.D. values obtained for inorganic arsenic in the spiked samples
nd the values obtained for the organic arsenic compounds.

The optimized procedure for infant foods was applied to the
nalysis of 20 samples of differing composition. MMA was not
etected in any sample. In the case of cereal and fruit-based

nfant foods, the levels found for total arsenic varied widely
5–150 ng g−1), six of the nine samples showing DMA levels in
he 20–80 ng g−1 range. For the meat-based and vegetables-based
urees, the total arsenic levels were very low (2–85 ng g−1) and
MA was not detected. For the case of purees based on fish and
egetables, the total arsenic content was in the 105–280 ng g−1

ange, only one of the samples (based on hake and rice) pro-
iding a low signal for DMA (28 ng g−1). This was attributed
o the fact that most of the arsenic present in fish samples
as in the form of the non-toxic arsenic species, arsenobetaine
34].
Recovery studies carried out for five different infant prod-

cts provided average recoveries± standard deviations (n = 45) of
5.0±5.9, 90.5±8.7 and 89.3±11.1 for DMA, MMA and inorganic

able 5
esults for the analysis of NIST 1568a Rice flour

oncentration
alue (ng g−1)

DMA MMA Inorganic As Total As

ounda 149 ± 3b <LODb 101 ± 5b 279 ± 15c

ertified 290 ± 30
ther datad 155 ± 2 9.2±0.2 102 ± 2

a Mean value± standard deviation (n = 3).
b GC-AED procedure.
c HG-AFS procedure.
d Values obtained from Ref. [39].
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rsenic, respectively. NIST 1568a Rice Flour was used to validate the
roposed procedure for infant food samples. As can be observed in
able 5, the results obtained for each of the studied analytes were in
ccordance with those found by other authors [36,37,39] using dif-
erent analytical methods for this material. Quantification of MMA
as difficult because the content was near the detection limit of

he applied procedure.

.6. Total arsenic determination

Total arsenic was determined for each of the samples by HG-AFS,
n order to check the data obtained for speciation. The detection
imit obtained as three times the standard deviation of the ordinate
ivided by the slope was 20 ng L−1 in the case of seawaters. Table 3
hows the results obtained for seawaters, the results confirming
hat all the arsenic contained in these samples was present in the
orm of inorganic species.

The analysis of total arsenic in the beverages was carried without
previous digestion step [25], and a 1:10 dilution was suffi-
ient to minimise the matrix effect, providing a detection limit
f 0.2 ng mL−1 for both wines and beers. The data obtained also
evealed that all the wine samples analyzed could be described as
ncontaminated [24].

ig. 1. GC-AED chromatograms of: (A) unfortified red wine sample 2; (B) a red
ine sample free from the analytes fortified at the concentration levels of 5, 3 and

0 ng mL−1 for DMA, MMA and inorganic arsenic, respectively; (C) unfortified infant
ood based on rice, containing 80 ng g−1 of DMA. (1) DMA, (2) MMA and (3) inorganic
rsenic.
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Since the total arsenic content obtained for the NIST 1568a
greed with the certified value (Table 5), the HG-AFS procedure
pplied to infant foods was considered reliable. For the infant prod-
cts, a 0.15 ng g−1 detection limit was obtained for a 1 g sample
ass.

. Conclusion

The use of the selective atomic emission detector (AED), together
ith the high-separation capability of capillary columns, makes gas

hromatography a useful technique for arsenic speciation. Methyl
hioglycolate allows the simultaneous determination of inorganic
rsenic and the two alkylated arsenic compounds, DMA and MMA
Fig. 1). Since preconcentration can be carried out by a simple
iquid–liquid extraction using cyclohexane, reliable results can be
btained at minimum cost and with uncomplicated sample manip-
lation. The sensitivity attained is perhaps not as high as desirable
ut it is higher than that previously reported for similar procedures
ased on GC-AED. In the samples analysed, namely, waters, wines,
eers and infant foods, the levels of DMA, MMA and inorganic
rsenic were very low.
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24] K. Tašev, I. Karadjova, T. Stafilov, Microchim. Acta 149 (2005) 55.
25] I.B. Karadjova, L. Lampugnani, M. Onor, A. D’Ulivo, D.L. Tsalev, Spectrochim. Acta

B 60 (2005) 816.
26] C. Herce-Pagliai, G. González, A.M. Cameán, M. Repetto, Food Addit. Contam. 16

(1999) 267.

27] N.M. Melo Coelho, C. Parrilla, M.L. Cervera, A. Pastor, M. de la Guardia, Anal.

Chim. Acta 482 (2003) 73.
28] A. Martínez, A. Morales-Rubio, M.L. Cervera, M. de la Guardia, J. Anal. At. Spec-

trom. 16 (2001) 762.
29] International Code of Oenological Practices, Code Sheet-Edition 2006/1, p. 238.

http://www.oiv.int (last accessed March 2008).



lanta

[

[

[

[

[

[
[

N. Campillo et al. / Ta

30] Real Decreto 53/1995, Reglamentación Técnico-Sanitaria para la Elaboración,
Circulación y Comercio de la Cerveza y la Malta Líquida, B.O.E. No. 34
(09/02/1995).

31] Food Legislation Surveys No. 6, Metallic Contaminants in Food. A Survey

of International Prescribed Limits, 3rd ed., The Bristish Food Man-
ufacturing Industries Research Association, Leatherhead, Surrey, UK,
1993.

32] P.G. Craig, Organometallic Compounds in the Environment, John Wiley & Sons,
Chichester, England, 2003.
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a b s t r a c t

The finishing process used by the paper industry involves subjecting the paper surface to the action of
chemicals and physical treatments in a series of operations intended to provide an end-product suit-
able for its intended use. In this work, we studied various paper finishes by using infrared spectra
processed with appropriate chemometric techniques. To this end, we used a wide range of paper sam-
ples supplied in various finishes (coated, offset and cast-coated) by several paper manufacturers. Fourier
transform middle-infrared (FTIR) spectra for the paper samples were recorded by using an ATR module,
and reflectance near-infrared (NIR) spectra with the aid of a fibre-optic probe. Both techniques are fast
and require no sample pretreatment.

The primary aim of this work was to develop a new methodology affording the accurate classification
and identification of paper finishes in samples other than those used to construct the calibration model.
To this end, we used the discriminant chemometric techniques principal component analysis (PCA) and
CVA canonical variate analysis (CVA), application of which was followed by that of the k-nearest neighbour
algorithm to the samples in the prediction set. This procedure was also used to classify the coated samples
into three subgroups. Both FTIR and NIR spectroscopy allowed most of the samples in the prediction sets

and i

1

s
d
c
d

p
c
l
t
b
t

m
t

(

a
c
i

s
b
u
fi

t
t
t
p

0
d

to be accurately classified

. Introduction

Although paper demand was anticipated to fall with the expan-
ion of computers and the steadily growing use of electronic
ocuments, the outcome has been quite the opposite and paper
onsumption has increased vastly worldwide over the past few
ecades [1].

The paper industry has become highly productive and com-
etitive by reducing production costs, using highly automated
ontinuous processes and minimizing the need for chemicals and
abour. Also, the growing demands for paper products and the need
o adjust processes to environmental protection requirements have
rought about substantial improvements in raw materials, produc-

ion technology, process control and end-product quality.

The finishing treatment is one of the key steps in the paper-
aking process inasmuch as it largely dictates some properties of

he end-product including smoothness, opacity and brightness, and
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lso its potential uses. Paper can be finished by chemical (surface
oating, gluing) or physical means (calendering, brushing, emboss-
ng) [2,3].

The European Declaration on Paper Recycling [4] proposed mea-
ures aimed at ensuring that, by 2010, at least 66% of all paper and
oard used in Europe would be recycled. This would entail the strict
se of specific chemicals and processes to improve the quality of
nished paper.

Manufacturers require fast, efficient automatic methods to con-
rol the properties of each paper finish, as well as uniformity in
he final properties of paper. Also, some clients require an effec-
ive method to check the properties and quality of the paper they
urchase in order to ascertain whether it meets their requirements.

The paper industry characterizes paper finishes for quality in
ccordance with applicable standards based on methods which
rovide average values for some parameters determined from
andom measurements made with instrumental techniques (IR,
aman, X-ray photoelectron spectroscopies) over large areas of

aper. The complex composition of finished paper makes it difficult
o relate the spectral information provided by these techniques to
he processes that dictate the quality of paper finishes [5].

Infrared spectroscopy has proved an essential tool for studying
aper structure and pulp chemistry [6–12]. The paper industry has
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Figs. 1 and 2 show the FTIR and NIR spectra for a selected paper

sample per finish type.
52 T. Canals et al. / Tal

ong used infrared spectroscopy (FTIR and NIR) for process devel-
pment and control, and also for the on-line control of specific
arameters such as moisture content and grammage. Both FTIR
nd NIR provide large amounts of data which require chemomet-
ic processing in order to extract analytically relevant information.
hemometrics has facilitated the expeditious extraction of useful

nformation from on-line spectral data supplied by fast-scan spec-
roscopic techniques; this has promoted its use for process control
urposes [9,13–16].

Each type of finish gives paper characteristic physical and
hemical properties; infrared spectroscopy, in combination with
hemometric techniques, has been used to extract information
bout paper finishes [17].

The primary aim of this work was to develop an effective method
or the direct, immediate classification and identification of paper
nishes from FTIR or NIR spectra processed by principal component
nalysis (PCA), canonical variate analysis (CVA) and the k-nearest
eighbour (kNN) algorithm. To this end, we used a large number
f samples supplied in various finishes (coated, offset and cast-
oated) by several paper manufacturers which were analyzed by
TIR and NIR with the need for no pretreatment or reagent addition.
he ensuing methodology affords on-line measurements.

. Experimental

.1. Paper samples

We used a total of 92 samples that were split into three groups
ccording to finish type, namely: coated (43), cast-coated (24) and
ffset (25). The samples were supplied by the firms Sarriópapel y
elulosa S.A. (Barcelona, Spain), Torraspapel S.A. (Barcelona, Spain)
nd Grup d’Impressió S.L. (Vilanova del Camí, Spain).

The industrial printing and packaging sectors are highly
emanding on paper finishes and meeting their requirements
ntails applying various formulations to paper surfaces (i.e., coat-
ng). Coating treatments usually involve the use of pigments,
dhesives (binders) and additives. Pigments, which consist of insol-
ble minerals (kaolin, calcium carbonate, talc, titanium dioxide) in
ery small grain sizes, constitute the major ingredient and make
aper highly smooth and microporous. Adhesives (binders) are
sually starch, protein or latex products intended to fix other sub-
tances applied to paper surfaces. Finally, additives, which are
vailable in a variety of forms including insolubilizers, plasticizers,
ispersants and protectors, improve the final properties of coated
aper.

Cast-coated paper is obtained by subjecting coated paper to
physical treatment known as calendering; this involves ironing

he paper at a high temperature. Although this treatment is usu-
lly applied to one side only, it can be used on both—this allows
igh-grammage paper to be obtained by gluing two sheets on their
ntreated sides. Cast-coated paper can be obtained in a variety of
olours and hues ranging from pale to strong, and also in metallic
nishes.

Offset paper is named after the offset printing technique, which
s its usual target use. This type of paper is usually made from
hemical pulp, whether alone or in mixture with mechanical pulp
and also, occasionally, some recycled paper). Offset paper is sub-
ect to virtually no specific finishing treatment other than dyeing,
leaching or silking.
.2. Data acquisition

Spectra for the 92 paper samples were obtained by FTIR and
IR, which penetrate paper surfaces to a disparate depth [13,18].

F
e

ig. 1. FTIR absorbance spectra for three selected paper samples representing each
nish type.

TIR spectra were recorded by using an ATR cuvette over the
avenumber range 4000–650 cm−1, each result being the aver-

ge of four consecutive readings made on an IR Spectrum One
S/N 57458) from PerkinElmer (Beaconsfield, UK) equipped with
n ATR internal reflectance module (Universal Sampling Accessory,
/N P0DL01101418).

Near-infrared reflectance spectra were obtained in the
bsorbance mode, using a fibre-optic probe over the wavelength
ange 1100–2500 nm; each measurement was the average of 32
cans. In order to consider heterogeneity in each paper sample, and
nsure that the spectra would be representative of the whole sam-
le. The fibre-optic probe was moved across the paper surface and
hree readings made at randomly chosen points in each measure-

ent. The spectrum for each sample was obtained by averaging
he three recordings. Spectra were obtained on a Foss NIRSystems
000 instrument (Silver Spring, MD) equipped with a reflectance
etector and an Ortiprobe fibre-optic probe.

Both NIR and MIR spectra were acquired at room temperature
25±1◦C).
ig. 2. First-derivative NIR spectra for three selected paper samples representing
ach finish type.
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ig. 3. PCA of the FTIR absorbance spectra for the 92 samples as done on centred
ata.

.3. Multivariate statistical analysis

The information obtained from the FTIR and NIR spectra allowed
he paper samples to be classified into the three above-mentioned
roups by using chemometric techniques the foundation of which
s outlined below.

.3.1. Principal component analysis (PCA)
Principal component analysis [19] is an unsupervised multivari-

te chemometric technique widely used to simplify structure in
omplex information produced in various fields of knowledge such
s chemistry [14–16,20], medicine, psychology or economics. The
CA technique transforms the original measured variables (spectral
ata obtained at different wavelengths in our case) into new vari-
bles called principal components (PCs); in this way, it provides a
roup of orthogonal axes that represent the directions of greatest
ariance of the data. PCs are linear combinations of the original
easured variables. PCA allows the dimensionality of data to be
educed while retaining as much information contained in them as
ossible. Frequently, PCA is the first data analysis technique applied
o the results as it allows patterns in measured data to be exposed.

ig. 4. Cumulative variance as a function of the number of PCs used with FTIR and
IR data.

T
R

i

F
a

ig. 5. Cross-validation results for the samples of the calibration set. Number of
rediction errors versus the number of retained PCs for both studies, FTIR and NIR.

.3.2. Canonical variate analysis (CVA)
Canonical variate analysis is a supervised discriminant tech-

ique intended to strengthen differences between data groups.
hus, CVA estimates the directions in space that maximize the
ifferences between groups in the original data according to a
tatistical criterion. Unlike PCA, which is based on regression cri-
eria, CVA relies on discrimination criteria (separation of classes).
herefore, CVA is more suitable for classification purposes than is
CA. The mathematical foundation of CVA is described elsewhere
19,21]. The CVA algorithm projects the original data into new axes
alled canonical variables (CVs), which are latent variables not nec-
ssarily orthogonal to one another. The separation criterion aims at
btaining the maximum separation between classes and the mini-
um separation within classes.
Canonical variate analysis has the drawback that it cannot deal

ith data where the number of variables is greater than that of
amples. This is often the case with spectroscopic data and requires
educing their dimensionality (e.g., by PCA) before CVA is applied.

he CVA technique is frequently used to classify samples from FT-
aman, FTIR and NIR spectral data [22–24].

The optimum number of variables to be retained for CVA (PCs
n our case) can be determined in various ways and no universal

ig. 6. CVA of the FTIR absorbance spectra for the calibration and prediction samples
s done on centred data.
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Table 1
Characteristics of the 92 paper samples studied and their finish and of the FTIR and NIR calibration and prediction sets

Sample Paper type Gram (g/m2) FTIR (absorbance mode)
PCA + CVA (9 PCs)

NIR (first-derivative
mode) PCA + CVA (8 PCs)

Cal. (63 s) Pred. (29 s) kNN
success

Cal. (58 s) Pred. (28 s) kNN
success

T1 Double-sided glossy coated art paper 115 × Yes × Yes
T2 Double-sided glossy coated art paper 280 × ×
T3 Double-sided glossy coated art paper 300 × ×
T4 Double-sided glossy coated paper 250 × × Yes
T5 Double-sided lightweight glossy coated paper 125 × Yes ×
T6 Double-sided industrial cast-coated mechanical paper 80 × ×
T7 Double-sided embossed linen art paper 170 × ×
T8 Double-sided semi-matte coated art paper 135 × × Yes
T9 Double-sided semi-matte ivory coated art paper 135 × Yes ×
T10 Double-sided semi-matte coated art paper 115 × ×
T11 Double-sided semi-matte coated paper 125 × ×
T12 Double-sided matte coated paper 125 × × No
T13 Double-sided lightweight matte coated paper 112 × Yes ×
T14 Double-sided industrial cast-coated mechanical paper 80 × ×
M25 Double-sided glossy coated paper 350 × × Yes
M26 Double-sided glossy coated paper 80 × Yes ×
M27 Double-sided glossy coated paper 250 × × Yes
M28 Double-sided glossy coated paper 170 × ×
M29 Double-sided glossy coated paper 150 × ×
M30 One-sided glossy coated paper 75 × Yes ×
M31 One-sided glossy coated paper 90 × ×
S20 Three-layer glossy coated paper 170 × ×
S21 Three-layer semi-matte coated paper 170 × Yes × Yes
S22 Textured coated paper 150 × ×
S23 One-sided glossy coated label paper 135 × Yes ×
1 Multi-layer semi-matte ivory coated offset paper 135 × Yes ×
2 Multi-layer semi-matte coated paper 125 × × Yes
3 Ecological semi-matte coated paper 135 × Yes × Yes
4 Classic semi-matte coated paper 135 × ×
5 Classic matte coated paper 125 × Yes ×
6 Classic matte coated bulk paper 125 × ×
7 Lightweight matte coated paper 125 × Yes ×
8 Recycled lightweight matte coated paper 135 × × Yes
9 Lightweight semi-matte coated mechanical paper 80 × × Yes
10 Glossy coated illustration paper 135 × ×
11 Multi-layer glossy coated paper 125 × Yes × Yes
12 Ecological glossy coated paper 135 × × Yes
13 Classic glossy coated paper 125 × ×
14 Lightweight glossy coated paper 115 × ×
15 Glossy coated mechanical paper 80 × × Yes
16 One-sided classic glossy coated paper 115 × Yes ×
17 One-sided classic wet-strength glossy coated paper 80 × ×
18 One-sided classic glossy grease-proof coated paper 80 × ×
2001 Offset paper – ×
2002 Offset paper – ×
2003 Offset paper – ×
2004 Offset paper – ×
M32 Double-sided offset paper – × ×
M33 Double-sided offset paper – × × Yes
M34 Double-sided offset paper – × Yes ×
M35 Double-sided offset paper – × ×
M36 Yellow offset paper – × × Yes
S15 Ivory offset publishing paper 90 × Yes ×
S16 Premium silk cast-coated paper 120 × × Yes
S17 100% cotton offset paper 160 × ×
S18 100% ecological recycled offset paper 90 × Yes ×
S19 Mass-dyed red offset paper 80 × ×
19 Extra-premium white offset paper 125 × Yes ×
20 Premium white offset paper 90 × × Yes
21 Premium white offset paper 50 × ×
22 Premium white offset paper 120 × Yes ×
23 Mono 2 bulk offset paper 80 × ×
24 100% recycled white offset paper 115 × Yes ×
25 100% recycled white offset paper 90 × × Yes
26 Ivory register paper 125 × × Yes
27 Ivory offset paper 100 × Yes ×
28 Mono 2 ivory bulk offset paper 80 × ×
29 Special unbleached white cheque paper 95 × × Yes
S24 Calendered cast-coated paper 200 × ×
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Table 1 (Continued )

Sample Paper type Gram (g/m2) FTIR (absorbance mode)
PCA + CVA (9 PCs)

NIR (first-derivative
mode) PCA + CVA (8 PCs)

Cal. (63 s) Pred. (29 s) kNN
success

Cal. (58 s) Pred. (28 s) kNN
success

ecv Green cast-coated paper 250 × Yes × Yes
els1 One-sided cast-coated paper 75 × ×
e2c5 High-rigidity cast-coated paper 250 × Yes × Yes
eca2 Yellow cast-coated paper 250 × ×
ecc Sky-blue cast-coated paper 250 × Yes ×
eccr Cream cast-coated paper 250 × No ×
ecg Grey cast-coated paper 250 × ×
ecr Pink cast-coated paper 250 × ×
elc One-sided cast-coated paper 125 × Yes ×
e2ca Double-sided cast-coated paper 200 × ×
e2cb Double-sided cast-coated paper 200 × Yes ×
elws1 Wet-strength cast-coated paper 80 × × Yes
mvob Metallic gold cast-coated paper 95 × ×
mvpb Metallic silver cast-coated paper 95 × × Yes
30 One-sided cast-coated paper 120 × × Yes
31 One-sided cast-coated paper 180 × Yes ×
32 Double-sided cast-coated paper 250 × Yes ×
33 One-sided semi-matte cast-coated paper 215 × ×
34 One-sided cast-coated paper (colour 11, light chamois) 250 × × Yes
35 One-sided cavitated cast-coated paper (colour 05, pearl) 250 × × No
36 One-sided pigmented cast-coated paper with white coated

back (colour 63, turquoise)
250 × ×
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7 One-sided metallized cast-coated paper (colour 86, green) 250
8 One-sided metallized silver cast-coated paper 250

he results provided by the kNN method with k = 3 and 4 are also given.

ethod for this purpose exists; in any case, overfitting can always
e avoided by splitting samples into a training set and a test set
25].

.3.3. k-nearest neighbour method (kNN)
The kNN method is a non-parametric classification method

hat places the objects of the prediction set in the same multi-
imensional space as those of the calibration set. The process

nvolves determining the k-nearest neighbours of each individual
bject in the prediction set and assigning a score k to the nearest
eighbour, k−1 to the second nearest and so on until a unity score

s given. Finally, the object in question is included in the class for
hich it exhibits the largest score. One problem with this method

s that, in principle, no optimum k value other than k = 1 exists;
his entails trying various k values and comparing the classification
utputs. Some authors recommend using k values from 3 to 5 [20].

Spectra were processed by using the software The Unscram-
ler v. 7.5. To this end, spectral data obtained in the absorbance
ode were converted into their first- and second-derivatives. A

ve-point moving average was obtained at each point in order
o avoid diminishing the signal-to-noise ratio during differentia-
ion. Spectral derivatives were obtained by using the Savitzky-Golay
lgorithm. Finally, the chemometric models required to classify the
amples were generated by using three programmes developed by
he authors in Matlab 7.0.

. Results and discussion

We studied a large number of paper samples of the three above-
escribed types. The differences in finish reflected in differences

n physical and chemical properties, and also in spectral character-
stics. Appropriately processing the spectral information obtained

rom them with a view to their accurate classification and identifi-
ation according to finish required the use of effective chemometric
ethods.
We initially studied the behaviour of the whole body of sam-

les and then split them into a calibration set and prediction set in

c
9
m

×
×

rder to develop the classification model. We tested various types
f models and carefully examined the effects of potentially influen-
ial variables, data processing methods, wavelength ranges, spectral

odes and choices of samples for explaining diversity in each paper
nish group for both sets. This allowed the most suitable model for
lassifying and identifying paper finishes in the prediction set to be
stablished.

Because application of the PCA technique to the FTIR and
IR data allowed no accurate classification of the paper samples

n terms of finish, we used CVA, successfully, instead. Applying
VA required the prior reduction of the number of variables,
hich was accomplished by PCA. One important choice here is

he number of variables to be retained for application of CVA in
rder to ensure the development of robust models while avoiding
verfitting. This additionally entailed choosing the most suitable
ariables; with such a complex body of samples, which exhibited
trong spectral overlap in a number of components, this entailed
etaining as much data as needed to explain 99.9% of the total
ariance. To this end, we applied leave-one-out cross-validation
o the calibration sets and related the number of PCs used to
hat of failures in sample prediction. Thus, we applied CVA to the
rst 9 PCs obtained from the 1676 original FTIR variables, and
lso to the first 8 PCs resulting from the 550 original NIR vari-
bles.

The first two canonical variables allowed the paper samples to
e classified into independent groups according to finish on the
asis of both FTIR and NIR data.

The kNN method allowed the numerical descriptor for the
egree of membership of each prediction sample to each group
efined in the calibration step to be obtained.

.1. Classification of paper samples from FTIR spectra
The FTIR spectra for the 92 paper samples provided a data matrix
onsisting of 92 rows and 1676 columns which was used to obtain a
2×1666 first-derivative matrix and a 92×1656 second-derivative
atrix.
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ig. 7. PCA of the first-derivative NIR spectra for 86 samples as done on centred data.

Fig. 3 depicts the 92 samples in the space defined by the first
wo PCs. As can be seen, the coated paper samples were widely
cattered, the cast-coated samples partially scattered and the offset
amples scarcely scattered. Other spectral modes provided similar
lustering results. The strong overlap between groups of the PCA
evealed the inability of this technique to discriminate FTIR spectra
or differently finished paper surfaces.

In order to improve separation, we used CVA on a reduced num-
er of variables selected by PCA. As noted earlier, preliminary tests
evealed the need to retain as many PCs as needed to explain 99.9%
f the total variance in the spectral data; this required applying
VA to a 36-column matrix. Fig. 4 shows the cumulative variance
xplained by the first few principal components.

Once the previous procedure was checked to accurately classify
amples according to finish, the samples were split into a calibra-
ion set and a prediction set. To this end, 14 of the 43 coated paper
amples, 7 of the 25 offset samples and 8 of the 24 cast-coated sam-
les were randomly selected for inclusion in the prediction set, the
emaining 63 being included in the calibration set.
By using the above-described procedure, PCA was applied to the
3×1676 matrix in order to reduce the number of variables. To this
nd, we applied leave-one-out cross-validation to the prediction
esults obtained from the samples in the calibration set at a vari-

ig. 8. CVA of first-derivative NIR spectra for the calibration and prediction samples
s done on centred data.

d
w
l

F
a

Fig. 9. FTIR spectra for samples in the three coated finish subgroups.

ble number of PCs. Fig. 5 shows the number of prediction errors
btained as a function of that of PCs used to construct the model.
ased on the results, a total of 9 PCs were retained for applica-
ion of CVA to the calibration matrix (63×9) and prediction matrix
29×9). Fig. 6 shows the distribution of the calibration and predic-
ion samples in the space defined by the canonical variables. As can
e seen, the former were accurately separated and the latter clas-
ified. As can be seen from Table 1, application of the kNN method
esulted in 96.6% successful identifications of the specific finishes
or the 29 samples in the prediction set.

.2. Classification of paper samples from NIR spectra

Six of the 92 samples in the NIR matrix were outliers and thus
iscarded; such samples were either metallized or black-coloured.
herefore, the starting matrix consisted of 86 rows and 550 columns
f NIR data obtained in the absorbance mode. This matrix was used
Fig. 7 shows the scatter plot for the 86 samples in the space
efined by the first two PCs as obtained from first-derivative spectra
ith centred data. As can be seen, the three finish groups over-

apped with both absorbance data and their two derivatives. This

ig. 10. Coated finish subgroups established by CVA of first-derivative FTIR spectra
s done on centred data.
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ig. 11. Coated finish subgroups established by CVA of second-derivative NIR spectra
s done on centred data.

equired using an alternative discrimination method. As with FTIR
ata, we used CVA following reduction of variables by PCA for this
urpose.

Fig. 4 shows the explained variance as a function of the number
f PCs.

The next step involved selecting 14 of the 43 coated paper
amples, 7 of the 21 offset samples and 7 of the 22 cast-coated
amples for inclusion in the prediction set, the remaining 58 being
ncluded in the calibration set. Then, we applied leave-one-out
ross-validation to the calibration set in order to select the optimum
umber of PCs. Fig. 5 shows the results thus obtained.

The number of variables was reduced to 8 by PCA of a 58×540
atrix. Application of CVA to the calibration matrix (58×8) and

rediction matrix (28×8) provided the results of Fig. 8, calibra-
ion samples were accurately separated and prediction samples
dentified.

Finally, application of the kNN method confirmed that finishes
ere accurately identified in 92.9% of cases (see Table 1).

.3. Coated paper subgroups

Samples in each group were not completely identical as regards
nish. This led us to assess the ability of the proposed methodology
o discriminate subgroups within each finish group. Because this
ntailed using a large number of samples, tests were performed on
oated paper only, which was the largest group. The studied sam-
les were split into three subgroups, namely: glossy, semi-matte
nd matte.

Fig. 9 shows the FTIR spectra for three selected samples repre-
entative of the three types of coated finishes. As before, CVA was
pplied to a reduced number of variables; however, the high sim-
larly between the 41 samples in the coated paper group entailed
etaining a greater number of PCs (37). Fig. 10 shows the separation
btained by applying CVA to the reduced data matrix (41×37); as
an be seen, the first canonical variable allowed the samples to be
ccurately split into the three subgroups. However, the calibration
odel is less robust for the purpose of identifying samples. Improv-

ng its robustness would require expanding the sub-set with more

amples.

A similar procedure was followed with the NIR spectra. A total
f 25 PCs were retained for the 41 samples. Fig. 11 shows the
eparation obtained by applying CVA to the reduced data matrix
41×25), which, as can be seen, sufficed to accurately discriminate

[
[
[

[
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etween subgroups. As in the previous case, however, the identifi-
ation model obtained with the available number and distribution
f samples was not robust enough.

. Conclusions

The finishing treatment is the last step in the industrial produc-
ion of paper and also largely responsible for many properties of the
nd-product. The paper industry needs effective methods to control
he physical and chemical properties of the paper it produces. In this
ork, we developed a new methodology which affords real-time

ontrol of the characteristics of finished paper by using chemomet-
ically processed FTIR or NIR spectral data. Once the calibration
odel is constructed, the spectrum for each test sample is sub-

ected to CVA on a previously reduced number of variables in order
o identify its finish.

Application of the proposed methodology to paper samples from
arious manufacturers afforded nearly 100% success in their clas-
ification with the kNN method, using both FTIR and NIR spectra.

Because NIR light penetrates more deeply into the paper surface
han does MIR light, the information for the paper matrix overlaps
ith that for the finish. This requires exercising greater care in con-

tructing calibration models in order to discard outliers and avoid
verfitting.

The proposed methodology was also successfully used to clas-
ify the coated papers into three finish subgroups.

cknowledgement

The authors are grateful to Spain’s Ministry of Education and
cience for funding this research within the framework of Project
TQ 2006-12923.

eferences

[1] R. Grae, Pulp Paper 1 (2007) 5.
[2] J.P. Casey, Pulp and Paper, John Wiley & Sons, 1983.
[3] M. Kouris, M.J. Kourek, Coating, Converting and Specialty Processes, vol. 8, Joint

Textbook Committee of the Paper Industry, 1990.
[4] European Declaration on Paper Recycling 2006–2010, European Recovered

Paper Council, 2006.
[5] J. Vyörykkä, A. Fogden, J. Daicic, M. Ernstsson, A.S. Jääskeläinen, Proceedings

of the Advanced Coating Fundamentals Symposium, Turku, Finland, February
8–10, Tappi (Technical Association for the worldwide pulp, paper, and convert-
ing industry), 2006.

[6] J.J. Workman, Appl. Spectr. Rev. 34 (1 & 2) (1999) 1.
[7] B.B. Sitholé, Anal. Chem. 67 (1995) 87R.
[8] J.J. Workman, Appl. Spectr. Rev. 36 (2 & 3) (2001) 139.
[9] J. Pan, K.L. Nguyen, Anal. Chem. 79 (6) (2007) 2259.
10] T. Trafela, M. Strli, J. Kolar, D.A. Lichtblau, M. Anders, D.P. Mencigar, B. Pihlar,

Anal. Chem. 79 (16) (2007) 6319.
11] S. Tsuchikawa, Appl. Spectr. Rev. 42 (1) (2007) 43.
12] J. Havermans, H.A. Aziz, N. Fenders, Restaurator 26 (3) (2005) 172.
13] L. Dolmatova, C. Ruckebusch, N. Dupuy, J.P. Huvenne, P. Legrand, Chemometr.

Intell. Lab. Syst. 16 (1997) 125.
14] M.T. Bona, J.M. Andrés, Talanta 74 (4) (2008) 998.
15] J.S. Câmara, M.A. Alves, J.C. Marques, Talanta 68 (5) (2006) 1512.
16] S. López-Feria, S. Cárdenas, J.A. García-Mesa, M. Valcárcel, Talanta 75 (4) (2008)

937.
17] D. Anderson, Anal. Chem. 73 (2001) 2701.
18] O. Berntssona, L.G. Danielssona, S. Molestad, Anal. Chim. Acta 364 (1–3) (1998)

243.
19] R.A. Johnson, D.W. Wichern, Applied Multivariate Statistical Analysis, Prentice

Hall, 1992.
20] L.A. Berrueta, R.M. Alonso-Salces, K. Héberger, J. Chromatogr. A 1158 (1–2)

(2007) 196.
21] L. Nørgaard, R. Bro, F. Westad, S.B. Engelsen, J. Chemometr. 20 (8–10) (2006)

425.

22] H. Yanga, J. Irudayarajb, M.M. Paradkar, Food Chem. 93 (1) (2005) 25.
23] M.M. Paradkar, J. Irudayaraj, Food Chem. 76 (2) (2002) 231.
24] M.M. Paradkar, S. Sivakesava, J. Irudayaraj, J. Sci. Food Agric. 83 (May (7)) (2003)

714.
25] W.J. Krzanowski, Principles of Multivariate Analysis. A User’s Perspective,

Oxford University Press, New York, 1993.



D
c

P
D

a

A
R
R
A
A

K
S
C
F
P
P
S

1

a
r
(
e
o
m
[

[
f
b
p
p
o
t
r
n

0
d

Talanta 77 (2008) 566–570

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

etermination of pesticides fenoxycarb and permethrin by sequential injection
hromatography using miniaturized monolithic column
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a b s t r a c t

Sequential injection chromatography system equipped with miniaturized 10 mm monolithic column
was used for fast simultaneous determination of two pesticides—fenoxycarb (FC) and permethrin (PM).
The system was composed of a commercial sequential injection analysis (SIA) system (FIAlab® 3000,
6-port selection valve and 5.0 mL syringe pump), commercially available column ChromolithTM RP-18e
(10 mm×4.6 mm i.d.) (Merck®, Germany) and CCD UV–vis detector (USB 2000, Ocean-optics) with 1.0 cm
Z-flow cell, absorbance was monitored at 225 nm. The mobile phase used for analysis was acetoni-
trile/water (60:40, v/v), flow rates were 0.6 mL min−1 for elution of fenoxycarb and 1.2 mL min−1 for
hromolithTM monolithic column
enoxycarb
ermethrin
esticides
pectrophotometric determination

elution of permethrin. For each analysis 4.8 mL of mobile phase was used. The chromatographic resolution
between both compounds was >8 and analysis time was <6.5 min under the optimal conditions. Limits
of detection were determined at 2.0 �g mL−1 for fenoxycarb and 1.0 �g mL−1 for permethrin. Samples
were prepared by diluting with mobile phase and injected volume was 10 �L for each analysis. Devel-
oped method was applied to analysis of both pesticides in veterinary pharmaceutical foams and sprays
ARPALIT® Neo (Aveflor, Czech Republic). SIC method was compared with validated method (HPLC, reverse
phase 100 mm monolithic column, gradient elution).
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. Introduction

Chromatography is widely used in separation of mixtures in
lmost all branches of chemistry. Sequential injection chromatog-
aphy (SIC) based on integration of very short monolithic column
10–50 mm) into flow manifold has been introduced as a new gen-
ration of flow methods analysis and extended the possibilities
f sequential injection analysis (SIA). SIC technique enables deter-
ination of simple multi-compound samples by chromatography

1].
SIA, highly versatile technique based on a programmable flow

2] has been proposed by Ruzicka and Marshall as an efficient tool
or automated liquid handling [3]. The “single-line” technique is
ased on forward and reverse movement of a piston of syringe
ump, which together with a multi-position selection valve enables
recise sampling of liquid chemicals into the system and propelling

f the sequenced zones to the reactors and detector [4]. Automa-
ion, speed of the analysis and low consumption of sample and
eagents are the most important features that favour the SIA tech-
ique for application in many fields of analysis, primarily by more

∗ Corresponding author. Fax: +420 495 067 164.
E-mail address: petr.chocholous@faf.cuni.cz (P. Chocholouš).
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omplicated operations such as sample pre-treatment, derivatiza-
ion reactions or monitoring of long lasting processes [5–7].

On the other hand, SIA technique itself has generally one
mportant drawback—it generally cannot provide the separation
rocedure and analysis of multi-component samples. This weak
oint was first time solved by insertion of short monolithic column

nto SIA manifold, creating a technique called sequential injection
hromatography [8]. The monolithic columns (formed by “sol–gel”
echnology from a single piece of porous silica gel) enable opera-
ion at high flow rates with lower-back pressure [9]. This feature
s used for integrating these columns into a SIC manifold and for
xtending the possibilities of low pressure flow technique. SIC man-
fold was successfully applied to the analysis of relatively simple

ulti-component samples mainly in pharmaceutical area [1].
Coupling of monolithic columns with SIA/FIA manifolds show

ncreasing trend in flow analysis area. Zacharis et al. have incor-
orated monolithic strong anion-exchanger disk (CIM®) into SIA
anifold for on-line drug–protein interaction studies [10]. Mul-

isyringe flow system with three solenoid valves coupled with

hromolithTM Flash RP-18e (25 mm×4.6 mm i.d.) monolithic col-
mn created by González-San Miguel et al. have been used for
etermination of �-lactam antibiotics [11]. García-Jiménez et al.
ave employed ChromolithTM Guard Cartridge RP-18 endcapped
5 mm×4.6 mm i.d.) monolithic pre-column in FIA for analysis of
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ig. 1. Scheme of SIC set-up for determination of FC and PM. CCD: CCD UV–vis det
omputer; SP: syringe pump; SV: solenoid valve; S1, S2, S3: Sample 1, 2, 3; UV: UV l

ntioxidants, preservatives and sweeteners in food and cosmetics
12], while Claver et al. have used same system for determina-
ion of parabens in cosmetics [13]. Adcock et al. have incorporated

onolithic column ChromolithTM Flash RP-18e (25 mm×4.6 mm
.d.) with 5 mm pre-column into a hybrid FIA/HPLC manifold for
etermination of opiate alkaloids and biogenic amines (neurotrans-
itter metabolites) with chemiluminescence detection [14].
Permethrin (PM) [3-phenoxybenzyl (±) cis/trans-3-(2,2-

ichlorovinyl)-2,2-dimethylcyclopropane-1-carboxylate]—a
yrethroid insecticide, is widely used throughout the world
s a wide-spectrum insecticide for numerous crops and also
or indoor pest control in the public health sector and housing.
here are four isomeric forms: two cis (PMC) and two trans (PMT)
f technical PM (the cis and trans isomers differ in the spatial
rrangement of the atoms). Product formulations of PM can vary
reatly in isomeric content so the sum of all forms is usually
eclared.

Fenoxycarb (FC) [ethyl 2-(4-phenoxyphenoxy)ethylcarbamate]
s a carbamate insect growth regulator used to control a wide vari-
ty of insect pests. It is used as a fire ant bait and for flea, mosquito,
nd cockroach control, and can also be used to control butter-
ies, moths, beetles, and scale and sucking insects on olives, vines,
otton, and fruit. It is also used to control these pests on stored prod-
cts, and is often formulated as a grit or corncob bait. Compared to
ther carbamates, FC is one of the least toxic in this chemical class.

There have been recently a number of reports in literature deal-
ng with various analytical methods for the determination of FC
15–18] and PM [19–24], mainly by HPLC and GC methods, but there
s no analytical method in literature for simultaneous determina-
ion of FC in the presence of PM.

. Experimental
.1. Apparatus

.1.1. Sequential injection chromatography system
A commercially available FIAlab® 3000 instrument (FIAlab®

nstruments Inc., Bellevue, USA) with a syringe pump (syringe

l
R
M
d
6

MC: monolithic column; MP: mobile phase; MV: 6-port multi-position valve; PC:
W: waste, Z-FC: Z-flow cell.

eservoir 5.0 mL) and a 6-port selection Cheminert® valve (Valco
nstrument Co., Houston, USA) was used. The manifold was
quipped with fiber-optic CCD UV–vis detector USB 2000 (Ocean
ptics Inc., Dunedin, USA), 10 mm Z-flow cell (Avantes, CO, USA)
nd UV light source D-1000-CE (Analytical Instrument Systems
nc., Flemington, USA). The whole SIC system was controlled by
he program FIAlab®. Flow lines were made from 0.50 mm i.d. PTFE
ubing. Samples were aspirated through the 6-port multi-position
alve then delivered to the monolithic column and to the detector.
irect sample separation was performed on reversed phase C-
8 monolithic column ChromolithTM RP-18e (10 mm×4.6 mm i.d.)
Merck®, Germany). The monolithic column was placed between
he multi-position valve and flow cell of the detector. Manifold
et-up depicted in Fig. 1.

.1.2. HPLC apparatus
Validated HPLC method for veterinary product samples was

erformed on HPLC system Shimadzu Prominence LC-20A series
ith DAD detector (set on 225 nm). System was equipped
ith the monolithic column ChromolithTM Performance RP-

8e (100 mm×4.6 mm i.d.) (Merck®, Germany). Gradient elution
as under the following conditions: 0–4 min acetonitrile/water

60:40, v/v), 4–8 min acetonitrile/water (95/5, v/v) and flow rate
.0 mL min−1. The sample injection volume was 10.0 �L.

.2. Reagents

Permethrin mixture of cis and trans isomers standard was
btained from Riedel-de-Haën (Germany, contend of 94.4% cis/trans
somers), FC standard was obtained from Riedel-de-Haën (Ger-

any, contend of 99.9%). Acetonitrile (Chromasolv, for LC) was
btained from Sigma–Aldrich. All other used chemicals were of ana-
ytical grade quality. Millipore Milli-Q RG (Millipore s.r.o., Czech
epublic) ultra pure water was used for preparing the solutions.
obile phases were degassed by helium before use. Stock stan-

ards were dissolved in acetonitrile 80% (v/v) at concentration of
.0 mg mL−1 (PM) and 1.5 mg mL−1 (FC), all were stored at 5 ◦C for
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Table 1
The sequence of particular steps of the SIC control program for ARPALIT Neo® deter-
mination (a single cycle)

Action Unit Parameter

Mobile phase
aspiration

Syringe pump Flow rate (�L s−1) 100
Volume, aspiration (�L) 4800

Sample aspiration Multi-position valve Valve port 2
Syringe pump Flow rate (�L s−1) 10

Volume (�L) 10

Elution of FC Multi-position valve Valve port 6
Syringe pump Flow rate (�L s−1) 10
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month. The final concentrations of the sample working standard
olutions and reference standards for veterinary preparations anal-
sis were prepared by diluting the stock solution in the mobile
hase.

.3. Method and sample preparation

.3.1. Mobile phase
The optimal mobile phase for separation FC and PM was acetoni-

rile/water (60:40, v/v). Flow rates were 0.6 mL min−1 for elution of
C and 1.2 mL min−1 for elution of PM. Volume of mobile phase used
or one analysis was 4.8 mL. All experiments were done at ambient
emperature.

.3.2. Solutions and sample preparation
The tested preparations were ARPALIT® Neo spray containing

70 mg of PM and 120 mg of FC in 100 g of solution, ARPALIT® Neo
oam containing 480 mg of PM and 120 mg of FC in 100 g of foam
nd ARPALIT® Neo mechanical spray containing 470 mg of PM and
20 mg of FC in 100 g of solution (all preparations Aveflor, Czech
epublic). Preparation of spray samples was done by the follow-

ng procedure: 1.0 g of well-shake spray was squirt into 25.00 mL
alibrated flask and filled to the mark with mobile phase, mixed
nd dissolved by 5 min sonication. Foam samples were prepared
s follows: 2.0 g of well-shaken foam was added into small beaker
ith 20.0 mL of mobile phase, diluted and transferred into 50.0 mL

alibrated flask and filled to the mark with mobile phase, mixed
nd dissolved by 5 min sonication. The comparative standard solu-
ion was same for all the analysis and it was prepared by diluting
tock standard solution in 25.00 mL calibrated flask and the flask
as filled to the mark with mobile phase and mixed. The final con-

entrations of the analytes in comparative standard solution were
40.0 �g mL−1 of PM and 60.0 �g mL−1 of FC. Standards and sam-
les were measured in triplicate and the mean peak height values
ere used for data acquisition.

. Results and discussion

.1. Method development and optimization

In this work for the first time very short monolithic column
10 mm of length) has been used in the SIC method. The optimiza-
ion of mobile phase was started with acetonitrile/water (50:50,
/v) mobile phase. The mobile phases containing acetonitrile as
rganic part have shown better separation of peaks and peak sym-
etry than methanol containing mobile phases. The optimization
as focused on finding an appropriate acetonitrile/water compo-

ition to achieve a sufficient symmetry of the peaks of FC and PM
ogether with a good separation of compounds and a short retention

ime. Both substances had still same chromatographic properties
ithin changing of pH so the adjustment of mobile phase’s pH was
ot necessary. There was not necessary to separate precisely PMC
nd PMT forms of PM (double-peak) because they were declared
n preparations as a sum. The optimal mobile phase for the sep-

a
c
l
s
2

able 2
haracterization of SIC process and its comparison with validated HPLC method

Fenoxycarb

SIC HPLC

etention time (min) 0.5 1.8
eak symmetry 3.1 1.3
umber of theoretical plates 99 1009

eak resolution RFC/PMC = 8.75 RFC/PMC = 36.30
Volume, dispension (�L) 1200

lution of PM Syringe pump Flow rate (�L s−1) 20
Volume, dispension (�L) 3600

ration of FC and PM was found acetonitrile/water (60:40, v/v).
low-rate was set to 0.6 mL min−1 for elution of FC; first volume of
.2 mL and flow-rate 1.2 mL min−1 for elution of PM (rest volume of
.6 mL). The sample injection volume was 10.0 �L. Detector was set

nto 225 nm to ensure good response of FC and PM and to prevent
isturbances of additives. The proposed system enabled successful
eparation of target analytes in the time 6.7 min (1.6 min for aspi-
ation of mobile phase, 0.0016 min for aspiration of sample and 2.0
lus 3.0 min for elution of analytes). Total volume of mobile phase
or one analysis was 4.8 mL. The sequence of particular steps of
he SIC control program for ARPALIT Neo® determination (a single
ycle) is described in Table 1. Peak height evaluation was performed
sing the FIAlab® software.

.2. Parameters of sequential injection chromatography process

The target compounds were successfully separated using the
roposed procedure. Basic chromatographic parameters were cal-
ulated from experimental data, such as retention times, peak
ymmetry, number of theoretical plates and peak resolution; they
re given in Table 2 in comparison to HPLC results. Since content
f PM in preparations is calculated as a sum of all forms, it is not
ecessary to separate them completely.

.3. Validation and analytical parameters of the method

The validation showed good results for all analytical parameters
linearity, sensitivity, repeatability, recovery, selectivity, precision
nd accuracy). Linearity was established with a series of working
olutions prepared by diluting the stock solution with mobile phase
o the final concentrations. Each concentration was injected in trip-
icate and the mean value of peak height was used for the calibration
urve. The calibration graphs involved five experimental points for
C (concentration range 7.6, 23.1, 69.1, 138.3 and 276.5 �g mL−1)

nd it is described by the following equation: A = (0.0029±0.0001)
+ (0.0256±0.0211) (where A is the absorbance and c the ana-

yte concentration), the correlation coefficient was 0.995; for PM
ix experimental points (concentration range 3.4, 11.3, 37.8, 126.0,
52.0 and 420.0 �g mL−1) and they are described by following

Cis, permethrin Trans, permethrin

SIC HPLC SIC HPLC

3.0 7.2 3.3 7.5
1.4 1.4 1.6 1.1
1149 27,855 682 37,250

RPMC/PMT = 0.90 RPMC/PMT = 2.25
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Table 3
SIC Analytical parameters and method validation results

Fenoxycarb Permethrine

Cis Trans

Calibration range, (�g mL−1) 7.6–276.5 3.4–420.0
Correlation coefficient 0.995 0.994
Limit of detection, 3� (�g mL−1) 2.00 1.00
Limit of quantification, (�g mL−1) 6.00 3.00
System precision, spray diluted 10× (%)a 1.22 0.60 0.56
System precision, spray diluted 20× (%)a 1.71 1.54 1.85
System precision, spray diluted 100× (%)a 1.59 2.54 1.80
Repeatability of time, tR (%)a 1.50 0.90 1.03
Method precision (%)b 2.29 2.98
Accuracy, spike recovery (%)c 98.9 97.5

a Relative standard deviation (R.S.D.) values were calculated for repeated standard
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njections (n = 6).
b R.S.D. for repeated injections of multiple sample preparations (n = 6).
c Spiked sample solutions.

quations: A = (0.0021±0.0001) c− (0.0365±0.0241), the corre-
ation coefficient was 0.994. The limit of detection (LOD) was
alculated by comparison of the threefold variation of signal to
oise ratio (3 S/N) obtained from analysis of the standards, and the

imit of quantification (LOQ) was defined as the lowest measured
uantity above which the analyte can be quantified at a given sta-
istical level of (3 LOQ). The system precision of the method was
etermined by preparing the standards of FC and PM at three con-
entration levels (spray diluted 10 times, spray diluted 20 times
nd spray diluted 100 times) and peak heights for each compound
ere determined after processing each six times. The method val-

dation results obtained under the final conditions are shown in
able 3. To validate the precision of the method a number of six
ifferent veterinary insecticide sample solutions were used, which
ere prepared from the same batch and analyzed consecutively.

his approach provides a means of covering the precision of the
ntire method, from sample preparation to data handling. The
recision of the method calculated as R.S.D. of six-sample determi-
ation, including sample preparation, was 2.29% for FC and 2.98%

or PM. The accuracy of the method was carried out measuring of
he veterinary samples fortified with known quantity of the ana-
ytes (addition of 100% amount of FC and PM standards to veterinary
reparation). Spiked sample solutions and un-spiked sample solu-
ions were compared for recovery evaluation. The method accuracy
esults—mean values of the recoveries were found as 98.9% for FC
nd 97.5% for PM. Assay values of recoveries show that the method
llows direct determination of FC and PM in commercial dosage
orms in the presence of other adjuvants.

.4. Determination in veterinary products

The novel method has been applied to the determination of
C and PM in ARPALIT® Neo spray, foam and mechanical spray.
he veterinary preparations were commercially available on the
zech market. The interference effect of adjuvants (d-panthenol,
ween 20, hydroxyethylcellulose, cetrimonium bromide, phenyl
rimethicone) was not observed under the optimized analytical
onditions. The samples were prepared just by 25-fold dilution with
obile phase. The mean values of found amount were 0.14% of FC

nd 0.60% of PM in foam, 0.14% of FC and 0.58% of PM in spray and
.15% of FC and 0.59% of PM in mechanical spray (declared amount
f FC 0.14–0.16% and of PM 0.57–0.63% both in spray and foam).

wo packages (cans) of one batch of each kind of preparations were
easured in our study. Representative sequential injection chro-
atogram showing successful separation of active substances of
RPALIT® Neo spray is shown in Fig. 2.
ig. 2. SI chromatogram of the separation of active substances of ARPALIT Neo.
obile phase: acetonitrile/water (60:40, v/v), flow rate 0.6 mL min−1 for elution of

C (1.2 mL) and 1.2 mL min−1 for elution of PMC and PMT (cis and trans isomer)
3.6 mL); UV detection at 225 nm.

The SIC determination results were compared with validated
ethod (HPLC)—(samples of foam: FC 0.14% and PM 0.60%; spray:

C 0.15% and PM 0.58%; mechanical spray: FC 0.15% and PM 0.59%).

. Conclusion

Very short ChromolithTM RP-18e (10 mm×4.6 mm i.d.)
Merck®) column was first time implemented into SIC mani-
old. This set-up was proved to be a convenient and efficient
ool for the separation and determination of mixture of FC and
M in veterinary preparations. The assay showed good precision
nd accuracy and results were compared to established HPLC
ethod. Advantage of SIC method were lower consumption of
obile phase, use of isocratic elution, shorter time of analysis,

imple preparation and easy sample handling. All these features
nable reduction of cost per analysis. Easy liquid manipulation not
ttainable by classical HPLC set-up, dimensions and portability of
he SIC system provides the opportunity for possible analysis “on
eld”.

Recent development and increasing trend of SIC practical
pplications resulted in commercially available SIChromTM liquid
hromatography analyzer by FIAlab® Instruments (Bellevue, WA,
SA) [25]—equipped with more powerful pump (enables use of
igher flow rates and longer columns) and chemical resistant Lab-
n-Valve system for variable sample handling.

In summary, the SIC system provides a useful alternative to exist-
ng chromatographic methods and can be an important tool for the
apid separation and quantification of several compounds not only
n analysis of pesticides in veterinary preparations.
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a b s t r a c t

This work details the fabrication and performance of a sensor for ammonia gas analysis which has been
constructed via the inkjet-printed deposition of polyaniline nanoparticle films. The conducting films
were assembled on interdigitated electrode arrays and characterised with respect to their layer thickness
and thermal properties. The sensor was further combined with heater foils for operation at a range of
temperatures. When operated in a conductimetric mode, the sensor was shown to exhibit temperature-
dependent analytical performance to ammonia detection. At room temperature, the sensor responded
eywords:
nkjet printing
olyaniline nanoparticles
as phase ammonia analysis
onductimetric

rapidly to ammonia (t50 = 15 s). Sensor recovery time, response linearity and sensitivity were all signifi-
cantly improved by operating the sensor at temperatures up to 80 ◦C. The sensor was found to have a stable
logarithmic response to ammonia in the range of interest (1–100 ppm). The sensor was also insensitive to
moisture in the range from 35 to 98% relative humidity. The response of the sensor to a range of common
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hermal analysis
emperature control

potential interferents was

. Introduction

Ammonia is a highly toxic, polluting gas. With global produc-
ion in excess of 100 million tonnes per annum, it has a wide
ariety of uses including the production of nitrogenous fertil-
zers and other nitrogenous chemicals, as well as an industrial
efrigerant. Monitoring of leakage in a wide range of industrial
pplications is thus deeply desired. A range of devices is avail-
ble for monitoring ammonia, the most established of which are
lectrochemical devices based on electrolytic cells. An overview
f the various ammonia sensing technologies under development
as detailed by Timmer et al. [1]. In brief, other ammonia sensing
evices include those based on solid state sensors [2], spectro-
copic techniques [3] and conducting polymers [4]. Electrolytic
evices have been around for decades but generally suffer from

ower detection limits and limited accuracy. A variety of solid state

evices have shown promise with detection limits down to 1 ppm,
hough selectivity can be an issue [1]. Spectroscopic sensors range
rom simple, non-selective pH indicator-based sensors to complex
pectrometer-based systems capable of measuring down to 1 ppb

∗ Corresponding author. Tel.: +353 17007871; fax: +353 17007873.
E-mail address: tony.killard@dcu.ie (A.J. Killard).
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H3 [3]. Though powerful, these systems are generally large and
ostly, suited to the laboratory rather than low cost sensors. Con-
ucting polymer-based sensors have been increasingly employed
ver the last few years with detection limits in the ppm region being
emonstrated. However, these sensors can suffer from irreversible
eactions leading to a reduction in response [1].

Polyaniline (PANI) is a highly versatile conducting polymer.
ensors composed of PANI and other conducting polymers have
outinely been applied to the analysis of ammonia and other
ases, such as a chip-based solution-cast PANI sensor described
y Kukla et al. [5], an ammonia sensor based on a PANI-
odecylbenzenesulfonate emulsion (in chloroform) described by
u et al. [6] and more recently, the use of a PANI-coated filter paper

or a number of applications including the colorimetric detection
f gaseous and aqueous ammonia [7]. PANI is an excellent mate-
ial for ammonia sensing as it deprotonates the amine groups in
he emeraldine salt converting it to the emeraldine base form with
corresponding drop in conductivity of several orders of magni-

ude. A simplified version of this reaction is given in the following
quation:
ANI H+ +NH3 � PANI + NH4
+ (1)

The very high affinity of PANI for ammonia does have its draw-
acks, particularly with regards to sensor regeneration, where long
imescales of minutes or hours are required to return the sensor to
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ts initial state. The chip-based PANI sensor described by Kukla et
l. incorporated heaters that were used to run a thermal regener-
tion step once the electrode displayed deviation [5]. This method
as used to reclaim sensor performance after exposures to lower

mbient ammonia conditions. Unfortunately, even with the ther-
al regeneration, irreversible changes to the sensor were observed

f it was exposed to high concentrations for an extended period.
A major issue for a sensor composed of PANI is the difficulty in

andling or processing the polymers. Traditionally, aniline could be
olymerised by either chemical or electrochemical means, both of
hich gave little control over the type of film formed and its mor-
hology at both the macro- and microscales. The advent of aqueous
ormulations of conducting polymers and aqueous dispersions of
onducting polymer nanoparticles and other nanostructured mate-
ials has opened up a new range of fabrication options [8], while
lso demonstrating superior functional properties for sensing and
ther applications [9,10].

In the past few years, inkjet printing has rapidly emerged as a
eans to print a wide variety of materials. Conducting polymers

11–13], metallic layers [14,15], and bio-materials [16,17] are exam-
les of just some of the materials printed. Inkjet printing is also a
eans to fabricate finely patterned, thin films of conducting poly-
ers. Previously, techniques such as spin-coating or drop-casting

ave been used to apply conducting polymers though these meth-
ds do not readily allow any patterning and have various levels of
eposition control. A significant advantage of inkjet printing is that

t is non-contact. Thus, multiple layers of varying composition can
e built up without the concerns of cross-contamination or physical
amage to previously printed layers. It also allows finer detailing
han screen printing with feature sizes of 10 �m or less com-
ared with the 50–100 �m possible with screen printing—which
llows the fabrication of smaller, more complex devices. Wang et al.
chieved even greater resolution by modifying the substrate surface
nergy to allow the possibility of sub-micron sized features with
nkjet-printed PEDOT/PSS [18]. In addition, devices fabricated from
nkjet-printed conducting polymer layers are more amenable to
ow cost mass production [19], compared with more conventional

eans of manufacture such as chemical or electrochemical poly-
erisation. Conducting polymers have previously been used in a

ariety of devices, including electrochromic displays [20], batteries
nd supercapacitors [21,22], fuel cells [23], antistatic layers [24] and
asic electrical components have also been fabricated using these
aterials. Recently, an Al/PANI Schottky diode was constructed via

nkjet printing and assessed for its electronic and thermoelectric
roperties [25]. Inkjet printing allows many of these devices to
e fabricated for a fraction of the cost of equivalent silicon-based
evices, allowing for much wider application in low cost/high vol-
me applications such as RFID [19], smart packaging, disposable
iomedical devices, etc.

Previously, an aqueous polyaniline–DBSA nanoparticle suspen-
ion was characterised and optimised for inkjet printing [26].
ptimal synthesis conditions resulted in polyaniline nanoparticle

uspensions with an average particle diameter of ∼82 nm. UV–vis
nalysis showed that the polyaniline was in the emeraldine salt
orm with a high DBS doping level. In addition, a rheological study
as performed on the polyaniline nanosuspension; comparing
roperties such as viscosity and surface tension with commercial

nkjet ink. In this paper, we describe the fabrication and application
f a fully printed sensor for ammonia fabricated from an inkjet-
rinted film of the polyaniline–DBSA nanoparticles deposited onto

creen-printed silver interdigitated electrodes. Temperature con-
rol of the sensor was provided by commercially available heater
oils. The sensor was optimised for gas phase analysis and applied
o the analysis of ammonia in air. Methods of enhancing recovery
imes and tuning the sensor response were also investigated and

2

w

77 (2008) 710–717 711

ptimised. The effects of temperature, humidity, long term stability
nd effect of potential interferents were also investigated.

. Experimental

The synthesis of the polyaniline nanoparticle suspension has
een detailed previously [26,27]. In brief, 0.6 ml of freshly distilled
niline (Sigma–Aldrich), 3.4 g dodecylbenzenesulfonic acid (DBSA,
CI) and 0.36 g ammonium persulfate (APS, Sigma) were added to
0 ml deionised water and stirred for 2.5 h until a dark green viscous
olution was formed. The solution was centrifuged at 5000 rpm
or 30 min and then dialysed against 0.05 M sodium dodecyl sul-
ate (SDS) for 2 days to remove excess DBSA and APS. Electrical

easurements were performed on either a CHI 1000 potentio-
tat (CH Instruments, Inc.) or a Palmsens (Palm Instruments BV),
oth controlled via a PC. Sensors were connected to the poten-
iostat in a two-electrode configuration (working electrode and
ommon reference and auxiliary electrode). Current measurements
ere performed either using fixed potential at typically +0.1 V or

y applying potential cycling (saw-tooth) waveform to the sensor
etween two equivalent but opposite potentials, e.g. +0.1 to−0.1 V.
eadspace gas measurements were performed either in a 1.1-L or
3-L chamber, both with sealed access points for cables. Ammo-
ia was introduced through an additional sealed opening in both
hambers. The 3-L chamber contained a fan for rapid mixing of the
ntroduced gas and an Impulse XP Gas Detector (Zellweger Analyt-
cs) was employed within the 1.1-L chamber as a control method
or ammonia analysis.

.1. Fabrication of sensors

NanoPANI-modified interdigitated electrode arrays (nanoPANI-
DAs) were fabricated using screen printing and inkjet printing

ethods. The electrode patterns were designed using AutoCAD
Autodesk) and silver and carbon IDA patterns were prepared using
creen printing. Screen printing was performed using a DEK model
47 and the IDA patterns were printed on 175 �m polyethylene
erephthalate (PET 505, HiFi films Ltd., Dublin) substrate and cured
t 150 ◦C for 30 min.

Inkjet printing was performed using unmodified Epson C46/C48
iezoelectric printers. Both the black and color printer cartridges
ere opened and the ink removed. The cartridges were rinsed

horoughly with deionised water prior to being refilled with the
anoPANI suspension. Print designs were drawn using standard
indows software (e.g. MS Word) and printing was performed

hrough the supplied software in the standard way. The printer
as first primed with standard cartridges and once good quality
rints were obtained with the commercial ink, the cartridges were
eplaced with the nanoPANI cartridges. Priming the printer with
he nanoPANI solution involved the use of cleaning cycles and ink
urging features until a good quality print was achieved. These
leaning/purging cycles were controlled using the SSC Service Util-
ty (available from http://www.ssclg.com/epsone.shtml). Following
rinting, the sensors were gently rinsed in deionised water before
eing heat cured at 75 ◦C for 30 min.

Sensors were also constructed by attaching polyimide-based
exible heating foils (Minco, USA) to the back of the PET substrate.
emperature was monitored through a Thermal Tab thermistor
S665PDZ40B, Minco, USA). Heater control and temperature moni-
oring was performed with a CT325 Temperature Controller (Minco,
SA).
.2. Electrical measurement

The electrode design chosen as suitable for gas phase analysis
as the interdigitated array (IDA). IDA electrodes have been widely
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sed in conjunction with thin films, typically with conductimetric
easurements for both characterisation and sensor applica-

ions. Zaretsky et al. presented a detailed theoretical treatment
f interdigitated electrodes and developed an impedance-based
ontinuum model that allowed the estimation of a number of
arameters, including film thickness, film permittivity and con-
uctivity [28]. Sheppard et al. utilised this model and found that
ell constants calculated from an electromagnetic field model were
n strong agreement with their experimental results [29]. In the
ase of the nanoPANI sensor, a silver IDA substrate was employed
s a means of measuring the change in measured current (and
ence film conductivity) as the film interacts with gaseous ammo-
ia. Current measurements were performed using either potential
tep or potential cycling techniques. For unheated sensors, a small
aseline drift was observed when a fixed potential (+0.1 V) was
mployed. Cycling the potential between two equal but opposite
otentials (e.g. +0.1 and −0.1 V at 0.2 V s−1) was found to min-

mise this drift. The result was an Ohmic plot. Processing this
ata involved sampling the current at a predefined potential. The
ampled current data was then plotted against time, yielding a
uasi-chronoamperometric plot. In heated sensors the short-term
rift was not observed so a fixed potential was employed.

.3. Thermal characterisation of nanoPANI films

Differential scanning calorimetry (DSC) was performed in a
itrogen atmosphere using a TA Instruments (USA) Q200 differ-
ntial scanning calorimeter. The samples used for DSC consisted of
ropcast nanoPANI dispersions (∼10 mg sample size). DSC heating
cans were performed at a rate of 10 ◦C min−1, and cooling scans
t a rate of 5 ◦C min−1. Thermogravimetric analysis (TGA) was per-
ormed with a TA instruments Q500 thermogravimetric analyzer in
n air atmosphere at a heating rate of 5 ◦C min−1.

.4. Characterisation of the effects of temperature and humidity

Heat curing and preliminary heating experiments were per-
ormed using a Mammert 400 oven. The effects of temperature and
umidity were assessed by placing the electrodes in a MTCL 350
nvironmental chamber (Tas Ltd., UK) over a range of temperature
nd humidity settings, the connections made through a sealable
able port in the environmental chamber.

. Results and discussion

.1. Sensor fabrication

Fig. 1(a) and (b) shows the two sensors without and with the
eater foil, respectively. Even with the heating foil, sensor thickness
as below 1 mm. The numbers visible at the base of the electrodes

e.g. 200×1500 in Fig. 1(a)) refer to the digit width and digit spac-
ng in micrometers. Varying the spacing and digit number would
ffect the measured current but was not found to have any effect on
ormalised ammonia response, i.e. the measured current response
ivided by the initial, baseline current (I/I0). Fig. 1(c) shows an
xploded schematic of the foil-heated sensor.

.2. Thermal characterisation

Most chemical sensors are affected by thermal conditions, with

xtremes in temperature having an effect on response or lifetime.
onducting polymer-based sensors are no exception. Many ther-
al analyses have been performed on polyaniline compositions as

ifferences in these materials such as dopant, synthesis method,
orphology, etc., can all have an effect on the behaviour of the

t
a
h
c
n

ig. 1. Polyaniline interdigitated electrodes (nanoPANI-IDAs) shown alone (a) and
ith a thermofoil heater (b). Exploded schematic diagram of the nanoPANI-IDA

lectrode showing the different layers of the sensor (c).

aterial and make comparisons difficult. Previously, Jurczyk et al.
oted that a variety of polyaniline nanocomposites were gravi-
etrically stable below 200 ◦C, with small mass losses at lower

emperatures attributable to loss of moisture [30]. Neoh et al. also
bserved relative stability below 200 ◦C for PANI–DBSA with the
nset of weight loss occurring between 200 and 225 ◦C [31]. Chen
bserved a gradual decrease in mass above 100 ◦C for a PANI–DBSA
owder, attributable to moisture loss, with an accelerated drop in
ass over 250 ◦C which was explained as evaporation or degrada-

ion of DBSA [32].
As noted earlier, temperatures will affect the equilibrium of Eq.

1) in many ways. Therefore, to determine the effect of heat on the
anoPANI sensors, TGA and DSC were performed on cured (75 ◦C

or 30 min) and uncured samples of the nanoPANI particle suspen-
ion. From the TGA plot in Fig. 2(a) it can be seen that the cured
ample displays a gradual weight loss between 50 and 150 ◦C, over
hich the polymer loses approximately 8% of its initial mass. This

nitial mass loss is most likely due to the loss of residual moisture
n the film and is similar that observed by Chen [32] and Tsotcheva
t al. [33] for PANI–DBSA powder. At 150 ◦C the rate of loss could
e seen to accelerate and then remain essentially constant over the
emperature range of 150– 500 ◦C as the sample weight dropped
o approximately 30%. In contrast, the uncured sample displays

rapid mass drop of approximately 25% as the temperature is
ncreased to 100 ◦C, indicating moisture removed from the film. At
emperatures above 100 ◦C, the uncured sample follows the same
rend as the cured sample. This is clearer in the inset of Fig. 2(a)
here the rate of % mass change per unit time is plotted against

emperature where both samples display similar variations at tem-
eratures greater than 100 ◦C. At the end of the experiment, a white
esidue approximately 10% of the original mass remained. In addi-
ion, the rate of weight loss was constant which implies weight loss

t these temperatures was due to drying, as a change in slope and
ence a change in the first differential is expected if the mechanism
hanges. The accelerated weight drop above 150 ◦C occurred at
oticeably lower temperatures than observed in other studies, and
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ig. 2. Thermogravimetric analysis (a) and differential scanning calorimetry (b) of n
hange of % mass against temperature. DSC: sample temperature increased at 10 ◦C
ample (solid line) and uncured (dotted line).

s due to degradation of PANI–DBSA. The DSC data in Fig. 2(b) for the
ured sample shows no major features over the range investigated
−40 to 100 ◦C) whereas the uncured sample shows distinctive
eaks: at −10 ◦C (exothermic) and 38 ◦C (endothermic), shifting to
0 ◦C on subsequent scans. These peaks are due to crystallisation
nd melting of hydrated DBSA complexes [33]. Therefore, it is
pparent that once a PANI film is cured, it displays no observable
tructural changes over the temperature range studied while
ncured films show changes associated with the water present.

.3. Effect of operating temperature on sensor behaviour

The impact of elevated temperature on the sensor performance

as investigated with the assumption that an increase in tem-
erature would have an impact on the reaction kinetics on the

nteraction of PANI with ammonia due to changes in the association
nd dissociation rate constants of the binding interaction as well
s the partition coefficient of the ammonia between the solid and

g
s
s
a
a

ig. 3. Temperature effects on nanoPANI-IDA sensors under ambient atmospheric condit
60 ◦C. (b) Temperature cycling between −40 and 100 ◦C. Electrodes were cycled from +1
ANI. TGA: sample temperature increased at a rate of 5 ◦C min−1, inset shows rate of
1 and decreased at 5 ◦C min−1. Endothermic is shown as negative heat flow. Cured

aseous phases. To this end and for its potential application across
range of environmental conditions, it was vital to understand the
ffects of heat on the behaviour of the sensor; specifically the effect
n sensor conductivity, ammonia response and lifetime. Numer-
us models have been proposed to explain conduction mechanisms
ithin polyaniline and the variations in conductivity observed at
ifferent temperatures. Kulkarni et al. observed only very slight

ncreases in conductivity for a variety of different inorganic acids
ver a 25–125 ◦C range (perchloric acid being a particular exception,
howing a drop over this range) [34]. Yakuphanoglu and Şenkal
ound three different conductive regions for polyaniline synthe-
ised in ionic liquid [25].

The effect of temperature on the sensor background current is

iven in Fig. 3. In Fig. 3(a), a nanoPANI-IDA sensor was progres-
ively heated from room temperature to 160 ◦C. Initially, only a
light increase in current was observed, though at temperatures
bove 60 ◦C, this increase was much more pronounced. At temper-
tures between 120 and 140 ◦C, the rate of increase began to slow

ions. (a) Effect on background current of increasing sensor temperature from 20 to
to −1 V at 2 V s−1, current sampled at +1 V. Rapid degradation indicated by ×.



714 K. Crowley et al. / Talanta 77 (2008) 710–717

F vapou
a rs (sho

b
a
T
d
t

−
a
t
i
t
b
c
w
p
t
a
T
c
f

3
t

w
o
i
H
s
a
v
t
t
h
a
c
w
a
n
(
l

b
e
t
b

t
o
c
r
e
r
c
t
v
t

s
s
fi
s
a
s
1
b
b

n
t
o
c
t
s
A
e
o
i
t

ig. 4. Response (a) and recovery (b) of the nanoPANI-IDA on exposure to ammonia
t +0.1 V. 1 layer (solid), 10 layers (dashed), 25 layers (medium dashed) and 40 laye

efore a rapid, irreversible degradation was observed above 140 ◦C
t which point a permanent drop in measured current occurred.
his rapid degradation correlates with the onset of thermal degra-
ation implied by the accelerated rate of weight loss above these
emperatures in the TGA data in Fig. 2(a).

Fig. 3(b) shows the effect of cycling the temperature between
40 and 100 ◦C on the background current. In the first cycle,
similar curve to that in Fig. 3(a) was obtained. However, in

he subsequent two scans (corresponding to a decrease and
ncrease in temperature, respectively) an apparently linear rela-
ionship formed over the full range. This difference in conductivity
ehaviour observed between the first and subsequent temperature
ycles matches the heat flow changes observed for the DSC data in
hich also stabilised following the first cycle. The reason for this
rocess is not clear but may relate to the removal of moisture from
he film in the initial cycle as it has been found that, when left under
mbient conditions, the initial thermal profile is re-established.
his demonstrates that the linearity of the conductivity change of
ured films between −40 and 100 ◦C correlates with the lack of
eatures observed in the DSC data for the cured film in Fig. 2(b).

.4. Effect of print thickness on ammonia response at room
emperature

An important consideration in the fabrication of the sensor
as the effect that the number of nanoPANI layers would have
n the sensor behaviour. Thicker films would presumably result
n better conductance and therefore greater measured currents.
owever, this may impact negatively on the response time of the

ensor. In terms of production, thinner films mean less materials
nd faster manufacture. However, care must be taken to ensure
iable and reproducible films are obtained. To this end, the rela-
ionship between nanoPANI layer thickness and electrode response
o ammonia was investigated. The thickness of nanoPANI layers
as been found to be approximately 170 nm per layer (for 10 layers
nd less) [35]. To assess the effect of increasing layer thickness on
urrent under atmospheric conditions, a range of nanoPANI films

ere inkjet-printed onto the IDAs using different numbers of prints

nd therefore different layer thicknesses. After each print, the fresh
anoPANI layer was allowed to dry after which the current response
�A) was measured through each electrode. From 1 to 10 prints a
inear response (y = 60.4x−67.2) was observed as the layers were

3

t

r at 60 ppm. Electrodes were cycled from +0.1 to−0.1 V at 0.2 V s−1, current sampled
rt dashed).

uilt up. Over 10 prints, the measured current began to plateau, lev-
lling off completely over 20 prints which appeared to indicate that
he nanoPANI film was moving from conductance that was limited
y thickness to bulk conductance behaviour.

Film thickness may be expected to have a significant effect on
he analytical response to ammonia. Response and recovery times
f sensors are vitally important parameters. The Instrument Asso-
iation of America (ISA) specifies that ammonia detectors should
each a minimum of 50% of response within 90 s (i.e. t50 < 90 s) on
xposure to a fixed concentration of ammonia gas [36]. Likewise for
ecovery, a t50 of 90 s is specified when the detector is exposed to
lean air. For the purposes of testing the sensors, t50 was taken as
he point at which the sensor reached 50% of its final steady state
alue. A range of sensors of varying numbers of prints were exposed
o a quantity of ammonia to ascertain the effect of film thickness.

Fig. 4 shows the response (a) and recovery (b) of the nanoPANI
ensors on exposure to ammonia gas (60 ppm) in which the mea-
ured current has been normalised with respect to the initial and
nal readings and where time zero is taken as the moment of expo-
ure to the ammonia vapour. From Fig. 4(a) it can be observed that
ll sensors displayed a rapid response to the ammonia. However, the
ingle layer print displayed the fastest response with a t50 below
5 s. The thicker films (10, 25 and 40 layers) took marginally longer
ut still yielded t50 values in the region between 15 and 20 s—well
elow the 90 s specified in the ISA standard [36].

Fig. 4(b) shows the recovery of the sensors in air once the ammo-
ia had been removed (time zero). In contrast to the rapid response
imes, the recovery was very slow in all cases with little difference
bserved due to film thickness. The rapid response of the electrodes
oupled with slow recovery implied that under ambient conditions,
he equilibrium of Eq. (1) was heavily shifted to the right, demon-
trating the high affinity of nanoPANI (emeraldine salt) to ammonia.
s no major variation in response time was found for the differ-
nt thicknesses, in addition to the fact that larger currents were
btained for thicker films, further sensors were fabricated using 10
nkjet-printed layers, corresponding to approximately 1.7 �m layer
hickness.
.5. Quantitative analysis of ammonia at room temperature

Initial calibration testing involved ascertaining the response of
he sensors to ammonia under ambient conditions. Two replicate
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ig. 5. Effect of heat on sensor response and recovery to the repeated application
nd removal of 50 ppm ammonia at 60, 70, 80 ◦C. +0.1 V potential applied to sensor.
urrents normalised with respect to initial current (clean atmosphere).

alibrations were performed on the same electrode, 35 days apart.
or a sensor at room temperature, a drop in measured current by
bout a factor of five was observed when the sensor was exposed
o ammonia at sub-10 ppm concentrations. This sharp initial drop
mplies that the sensor can potentially monitor ammonia con-
entrations well into the sub ppm region, although this region is
enerally outside that required for environmental health and safety
pplications, which was the subject of this study. Plotting nor-
alised current, (I− I0)/I0, against the log of concentration yielded
linear fit of y = 0.129x + 0.631 on the first day and y = 0.127x + 0.628,
5 days later displaying good stability over the 5-week period
ested.

In Fig. 4(b) the very slow recovery of the sensors after ammonia
xposure was noted. To test the effect of temperature on the analyt-
cal response, sensors with heater foils were used (see Fig. 1(b) and
c)). These heater-sensors allowed a rapid appraisal of temperature
ffects on the sensor behaviour. The thin build of the sensors also
llowed rapid temperature equilibration and reduced power con-
umption, which are also important concerns for sensors. As the
pplication of heat shifts the equilibrium of Eq. (1) to the left, it is
xpected that sensitivity to ammonia will also decrease. Earlier, it
as noted that the sharp initial drop in measured current between 0

nd 10 ppm (440 nM L−1) implied that the sensors possessed higher
ensitivity than that required for environmental analytical applica-
ions (1–100 ppm, 44 nM L−1 to 4.4 �M L−1). Therefore there was
cope to trade off sensitivity for improved sensor recovery times
y employing operation at elevated temperatures.

.6. Analytical characterisation at elevated temperatures

Preliminary studies had shown that the most promising tem-
erature region for sensor recovery was between 60 and 80 ◦C as
emperatures below this did not result in noticeably better recovery

han that obtained at room temperature conditions. Fig. 5 shows
he operation of the sensor at temperatures of 60, 70 and 80 ◦C.
he heater foil was powered on after 150 s and stabilised at its
esired temperature within 60 s. An increase in the signal noise was
bserved once the heater was activated. This was due to the sen-

o
i
h
s
7

ig. 6. Effect of operating temperature on analytical response to ammonia (I/I0 vs.
NH3]). Inset shows (I0 − I)/I0 vs. log[NH3] at 60 ◦C, 70 ◦C and 80 ◦C. +0.1 V potential
pplied to sensor.

or temperature drifting above and below the desired temperature
ue to the controller being a simple on/off device and could be eas-

ly eliminated with improved control electronics. At 600 s, 50 ppm
mmonia was introduced into the chamber and then vented 300 s
ater, this procedure being repeated twice more. As sensor tem-
erature was increased, the recovery time was seen to decrease
oticeably. At 60 ◦C, the recovery was still significant, with the sen-
or showing partial recovery after 5 min and only approaching the
aseline after 15 min, following the third ammonia injection. The
ensor at 70 ◦C displayed a noticeably faster recovery reaching the
aseline at 5 min, while the sensor heated to 80 ◦C displayed the
astest recovery, with full recovery in approximately 2.5 min.

Fig. 6 compares the responses obtained for ammonia for heated
ensors at a range of temperatures. The main plot shows the cur-
ent drops measured at each temperature on a normalised scale
o allow comparison, which also takes into account the increase in
ackground current due to the elevation in temperature. Compared
ith the response of the unheated sensor, the sensors heated to 60,

0 and 80 ◦C show a much decreased initial drop due to the reduc-
ion in the signal-to-background ratio. The inset shows the same
ata (for 60, 70 and 80 ◦C) with a linear positive slope ((I0− I)/I0 vs.

og[NH3]), where the initial value (no NH3 present) was equal to
ero.

Once again, the greater drop at lower temperatures for similar
oncentrations of ammonia implies that ammonia concentrations
f 1 ppm should be easily detectable. Kemp et al. demonstrated
hat this temperature-dependent increase in response to ammonia
xtends well below 0 ◦C for polypyrrole [37]. Therefore, varying the
emperature of the sensor may be a means of tuning the response
o the analytical region of interest. In this case, the desired range
as 1–100 ppm, and log plots could be obtained by heating the

ensor element to 70 ◦C. Heating the sensors had the twin benefits
f considerably improving the regeneration time while yielding an

mproved response in the region of interest. In terms of stability,
eating the sensors was found to cause a gradual reduction in the
ensor response over time. Three weeks of continuous heating at
0 ◦C resulted in a steady drop to approximately 85% of the initial
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at approximately 33% the initial measured current over the follow-
ing 12 h. Identical results were obtained whether silver or carbon
interdigitated electrodes substrates were employed and point to
an effect of the gas on the nanoPANI. This effect was consistent
with the effect observed for nitrogen dioxide on the emeraldine

Table 1
Response and selectivity data of the nanoPANI sensors to a variety of gaseous species
(100 ppm)

Species I/I0 (I0 − I)/I0 Selectivity

NH 0.76 0.24 1
ig. 7. Response and recovery of nanoPANI sensors (at 70 ◦C) to 100 ppm of diffe
anoPANI-silver IDA, hydrogen sulfide, nanoPANI carbon IDA and NOx . In both grap

ackground current. Reducing the continuously applied tempera-
ure to 50 ◦C resulted in stable baselines over a 2-month period
data not shown).

.7. Effect of humidity and interferents

To ascertain the effect of humidity on the sensor response,
anoPANI-IDAs were enclosed within an environmental chamber
nd subjected to changes in atmospheric conditions. The effect of
ater vapour on the ammonia response of a sensor is difficult to
etermine precisely as the moisture will react with ammonia to
roduce ammonium hydroxide. However, the effect of humidity
n the sensor background can be readily established. A number of
olyaniline sensors have been found to display small but observable
ffects due to water vapour [38,39]. The nanoPANI sensor showed
nly a slight change in background response from 35 to 98% rela-
ive humidity with a mean value of 12.06±0.42 �A over the range
ested.

To assess the effect of potential interferents, the nanoPANI sen-
ors were exposed to a variety of gaseous species. For the nanoPANI
ensors heated to 70 ◦C, a wide variety of volatile organics (such
s acetone, methanol, dichloromethane, etc.) were tested at 100,
000 ppm and above, with no measurable response being obtained
or any of these species at these concentrations. As the mechanism
or detection in polyaniline sensors is generally based on the proto-
ation/deprotonation of the polymer, these sensors can be prone to

nterference from other acidic or basic species. Carbon dioxide, car-
on monoxide and acetic acid vapour were found to have little effect
n the nanoPANI sensor at concentrations of 100 and 1000 ppm.
owever, a number of gaseous species were found to interfere with

he sensor. Fig. 7 shows the nanoPANI sensor response to a variety
f acidic and basic gaseous species and selectivity data of the sensor
o these species, relative to ammonia, is provided in Table 1.

Fig. 7(a) compares the response of two volatile amines with
hat of ammonia at 100 ppm concentrations. Aliquots of these were
njected at 300 s and the sensors allowed stabilise over 30 min, after

hich the chamber was vented with air to assess sensor recovery.

n comparison with the fast ammonia response, the two volatile
mines were seen to take considerably longer to reach steady state
nd were still not fully stable after 30 min. This could be due to
he fact that the larger molecules require more time to penetrate
he nanoPANI film. From Table 1 it can be seen that the sensors

H
H
N
T
T

pecies. (a) Trimethylamine (TMA) and triethylamine (TEA). (b) Hydrogen sulfide,
response to 100 ppm ammonia is given. +0.1 V potential applied to sensor.

isplayed a similar selectivity for ammonia and trimethylamine,
ith triethylamine response about 70% of this after 30 min expo-

ure. Relatively rapid recovery can be observed for ammonia and
rimethylamine, though triethylamine only displayed a very weak
ecovery over this time. Fig. 7(b) shows the results obtained for
00 ppm hydrogen sulfide and NOx. When exposed to hydrogen
ulfide, the nanoPANI sensors (on silver IDAs) displayed an unex-
ected drop in measured current; approximately three times that
bserved for ammonia. When the same test was performed for
anoPANI sensors on carbon IDAs, the measured current shows a
teady increase of approximately 25%, equivalent but opposite to
he ammonia response, implying that the nanoPANI is being further
rotonated. In a study on hydrogen sulfide sensors based on mod-

fied polyanilne, Virji et al. noted a weak response was obtained
or the unmodified polyaniline in the presence of hydrogen sul-
de, though this was for a 10-ppm exposure [40]. The hydrogen
ulfide response observed for the nanoPANI-silver IDA electrode is
learly due the reaction between hydrogen sulfide and the silver
lectrode. It should be noted that use of carbon or silver IDA elec-
rodes had little effect on the normalised response obtained for
mmonia, though carbon IDA based sensors displayed an intrinsic
onductivity of about two and a half orders of magnitude below
anoPANI-silver IDA sensors. The injection of 100 ppm NOx had a
ery pronounced effect on measured current, with a drop of approx-
mately 3.5 orders of magnitude. Once the system was purged with
ir, a very slow recovery was observed. This was found to level off
3

2S (carbon IDA) 1.25 −0.25 −1.04
2S (silver IDA) 0.28 0.72 2.96
Ox 3.84E−03 1.00 4.13
rimethylamine 0.75 0.25 1.02
riethylamine 0.83 0.17 0.72



lanta

s
m
t
t
P
P
C
i
s

4

a
a
i
T
w

g
l
f
a
w
c
f
c
w

A

u

R

[

[
[

[
[
[
[
[
[
[

[
[
[
[
[

[
[

[

[
[
[

[
[
[

[
[

[

[

K. Crowley et al. / Ta

alt form of PANI, suggesting that the NO2 component of the NOx

ixture is affecting this change. Elizalde-Torres et al. found that
he emeraldine salt form was oxidised first to emeraldine base and
hen to pernigraniline (the non-conductive, fully oxidised form of
ANI) by NO2 [41]. They also noted that the desorption of NO2 from
ANI was only slowly reversible in an ambient, humid atmosphere.
urrent and future work involves improving the sensor selectiv-

ty to discriminate against these interfering species, possibly using
elective membranes or modifications to the nanoPANI layer.

. Conclusion

The development and optimisation of a sensor composed of
n inkjet-printed polyaniline nanoparticles was demonstrated. An
queous dispersion of the nanoPANI was deposited over a silver
nterdigitated array using a piezoelectric inkjet printing technique.
he nanoPANI films were found to have stable thermal properties
hich made them amenable to operation at elevated temperatures.

The nanoPANI sensors were found to be highly responsive to
aseous ammonia with calibration plots obtained within the ana-
ytically important 1–100 ppm region. Heating the sensors was
ound to have the double benefit of improving recovery times and
llow control of the analytical profile while the use of heater foils
as established as a low cost and readily implementable means to

ontrol sensor temperature. Though the sensors displayed no inter-
erence from changes in humidity or from a range of volatile organic
ompounds, some cross-sensitivity to other acidic and basic species
as observed.
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a b s t r a c t

Plain poly(vinyl alcohol) (PVA) surfaces, PVA surfaces tailored with additives (chitosan, chitosan-oligo)
and PVA surfaces crosslinked with homo- or hetero-bifunctional amino-linkers (ethylenediamine, hexam-
ethylenediamine, adipic acid dihydrazide, 3-aminophenylboronic acid) were evaluated for their ability to
immobilize IgG. Immobilization strategies tested were adsorption as well as covalent, statistically oriented
and covalent, site-specific binding of antibodies. The PVA surfaces were optimized with respect to the type
of PVA, to PVA concentration and to glass substrate type. The resulting hydrogel surface of choice consists
of 4% PVA coated onto adhesive glass. Comparison of modified and unmodified PVA surfaces revealed six
gG
dsorption
rosslinkers
minophenylboronic acid

surfaces which showed significantly higher loading capacity than plain PVA:PVA surfaces tailored with
2% chitosan resulted in twice greater fluorescence, whereas PVA surfaces oxidized using HIO4 with and
without further crosslinking using adipic acid dihydrazide revealed 2.6–2.8 times greater fluorescence.
Yet the greatest fluorescence compared with plain PVA (up to 3.5 times as much) was achieved on PVA
surfaces coupled with 3-aminophenylboronic acid activated by means of either 1% or 2.5% glutaraldehyde.
Meanwhile, fluorescence signals were similar for statistically oriented IgG and IgG bound site-specifically
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. Introduction

The choice of proper surface chemistry in protein chips is criti-
al due to the structural complexity of proteins. The biochip surface
herefore holds a central role in the protein chip development as the
mmobilization strategy applied influences sensitivity and speci-
city of the chip experiment. Strength of the binding, orientation
nd accessibility of the probes, density of bound probe molecules
nd the proportion of non-specific adsorption depend on the reac-
ion chemistry.

Various chip surfaces have been reported [1,2] ranging from
ilane and gold monolayers to functional polymers and hydrogels.
he latter are considered especially suitable for protein immo-
ilization, since they provide a liquid microenviroment that can
eep the proteins hydrated and stabilize the structure, which is
esponsible for the protein’s activity [3]. The hydrogels that have
een reportedly used as immobilization matrices on protein chips

re: agarose [4], poly(acrylamide) [3,5,6], polyurethane [7], dextran
8] and polyethyleneglycol (PEG). For example, Dominguez et al.
9] fabricated antibody-entrapped hydrogel chambers by arraying
olutions of both tetra- or octa-amine functionalized peptide-

∗ Corresponding author. Tel.: +43 50550 3527; fax: +43 50550 3666.
E-mail address: claudia.preininger@arcs.ac.at (C. Preininger).
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ased branch macromolecules and IgG on aldehyde glass slides.
n contrast to many covalent attachment methods this approach
s single-step, facile and rapid, keeps the antibody hydrated and
n its original conformation (no modification by crosslinkers or by
urface reactive groups as a result of immobilization). A similar
pproach was reported by Rubina et al. [5], who used so-called
ydrogel drop microchips of polyacrylamide for a quantitative

mmunoassay of plant and bacterial toxins. Derwinska et al. [7]
eveloped polyurethane surfaces that compared with commercial
ydrogel slides showed significantly improved loading capacity,
specially at low IgG concentrations. This agrees well with Zubtsov
t al. [10], who compared the chip performance of hydrogel and
on-hydrogel surfaces in direct and sandwich immunoassays con-
luding that at the same concentration of spotted antibody hydrogel
urfaces provide stronger fluorescence signals than non-hydrogel
lides. This effect was attributed to the relatively large molec-
lar size of the antibodies and the improved capacity of gel
urfaces.

Widely used hydrogels in biochips are based on acrylamide and
extran, whereas PVA, by contrast, is used mainly as an encapsula-

ion material for enzymes and cells, in drug delivery, or as blends in
bio)sensors. Photosensitive poly(vinyl alcohol-styrylpyridinium)
PVA-SbQ), for example, is cited as having been used for surface-
atterning of a bio-MEMS-based cell chip using recombinant
scherichia coli [11], and according to [12] PVA was part of a
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olymer blend in a glucose biosensor. In order to produce mechan-
cally stable PVA layers, often polymer blends or co-polymers are
eveloped and employed that combine the mechanical strength

f the additive polymer blend or monomer with the biocompati-
ility and hydrophilicity of PVA, for example mechanically stable
VA ormosils using organically modified silicates (ormosils) for
OD biosensing in seawater [13] or polysiloxane–PVA discs fab-
icated through sol–gel process for binding of anti-S100 protein

t
a
p
m
p

ig. 1. Binding principle schematically shown for (A) antibody adsorption on the PVA surf
nd APBA and glutaraldehyde (right), and (C) site-specific attachment of IgG–CHO on PVA
77 (2008) 652–658 653

ntibody [14]. In addition, improved hydrogel strength has also
een obtained by crosslinking PVA with glutaraldehyde [14–16]
r chitosan. For example, Yu et al. [15] reported on PVA func-

ionalized poly(dimethylsiloxane) surfaces that were activated for
ntibody binding using glutaraldehyde, whereas Kumar et al. [17]
repared PVA membranes of different swelling index for entrap-
ent of glucoseoxidase combining PVAs of low and high degree of

olymerization together with a photolinker. Furthermore, boronic

ace, (B) covalent binding on PVA surfaces crosslinked with 2EI, HDA and ADH (left),
/chitosan and PVA crosslinked with ADH.
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cids were reported to covalently bind to 1,2 or 1,3 diols, such as
VA which was taken advantage of in biomolecule immobilization
18] as well as sensing of glucose and polysaccharides [19].

Herein, PVA was chosen because it is one of the most hydrophilic
olymers and thus can pre-eminently preserve proteins’ activity
ue to its high water content, and furthermore prevent non-specific
dsorption. To fully exploit the potential of PVA as coating material
n biochips we aim to optimize layer fabrication as well as surface

odification and antibody binding.
In the following, we describe first additive-functionalized and

hen crosslinked PVA, which we employed as an immobilization
atrix for IgG and IgG activated with sodium periodate in order

o evaluate: (1) the suitability of modified and unmodified PVAs
n protein arrays; and (2) the effectiveness of simple, one-step IgG
dsorption versus multi-step statistically oriented and site-specific
ovalent immobilization.

. Materials and methods

.1. Materials

Dodecyl sulfate sodium salt (SDS) was provided by Merck
nd phosphate buffered saline (PBS) by Gibco. Aminosulfobetain
ASB-14), sodium deoxycholate, cysteamine chloride, octyl-�-
-1-thioglucopyranoside, glutaraldehyde (25% in water) and
-aminophenylboronic acid monohydrate (98%) (APBA) were from
igma whereas 3-(decyldimethylammonio) propanesulfonate
nner salt (SB3-10), 3-[(3-cholamidopropyl) dimethylammonio]-
-propanesulfonate (CHAPS), sodium N-dodecanoyl-N-
ethylglycinate (sarcosyl) and hexadecyltrimethylammonium

romide (CTAB) were from Fluka. Tween-20 was purchased from
luka. Monochlortriazinyl-�-cyclodextrin sodium salt (MCT) was
cquired from Wacker. All other reagents were analytical grade.

.2. Chip fabrication and surface modification

Aqueous solutions of 1%, 4% and 10% PVA1 (Sigma-36306, Mw
46,000–186,000, hydrolysis degree 99+%), PVA2 (Sigma-341584,
w 89,000–98,000, hydrolysis degree 99+%), PVA3 (Sigma-363103,
w 146,000–186,000, hydrolysis degree 87–89+%), and PVA4

Aldrich-9002895, Mw 85,000–146,000, hydrolysis degree 99+%),
% PVA4/2% chitosan (food grade, Dalwoo) and 4% PVA4/2% oligo-
hitosan (food grade, Dalwoo) were prepared and dip-coated onto
ither plain glass (Sigma, 8902), Silane PrepTM (Sigma, S4651)
r adhesive Histobond slides (Marienfeld, no. 08 100 00) using
he KSVD dip coater by KSV Instruments (velocity: 100 mm/min;
etention time: 60 s; retention time between layers: 2 min). For
gG adsorption (schematically shown in Fig. 1A) the PVA slides
ere used without further treatment, whereas for covalent IgG

mmobilization adhesive glass slides were coated with 4% PVA4
nd modified with bifunctional crosslinkers, such as ethylene-
iamine (2EI) (Fluka), hexamethylenediamine (HDA), adipic acid
ihydrazide (ADH) (Aldrich), chitosan and chitosan-oligo subse-
uently to HIO4 oxidation (the slides were immersed in 1% aqueous
IO4 for 1 h and then washed twice with MiliQ water before incu-
ating the slides in 1% crosslinker solution (pH 8) for 60 min). PVA4
lides modified with 3-aminophenylboronic acid were prepared by
ncubating the slides in 0.1N 3-aminophenylboronic acid monohy-
rate (pH 8.6) for 1 h. The slides were washed intensively in distilled
ater and blown dry with compressed air. Schemes of the resulting
odified surfaces are presented in Fig. 1B.
.3. Chemical modification of IgG

The carbohydrate groups of IgG were activated using sodium
eta-periodate as described in [20]. Briefly, 3 mg ml−1 IgG in 0.1 M

2

�

77 (2008) 652–658

odium acetate buffer (NaOAc) (pH 5.5) was incubated with sodium
eta-periodate (25 mg ml−1 in NaOAc buffer, pH 5.5). After 1 h

lycerol was added to stop the reaction. The activated antibody
as then filled into microfilterfuge tubes (Microcon YM-30, Mil-

ipore) and centrifuged to separate the antibody from excess of
eriodate. Antibody samples were then washed twice with cold
aOAc. The activated IgG (IgG–CHO) was arrayed onto plain 4%
VA4, 4% PVA/2% chitosan and 4% PVA4 surfaces crosslinked with
DH. The binding principle is shown in Fig. 1C. The concentration
f IgG–CHO was determined spectrophotometrically with respect
o non-activated IgG using the NanoDrop (ND-1000, protein a 280

ode) and the loss of material due to chemical modification was
alculated as percentage of the starting material.

.4. Microarray printing

Glutaraldehyde crosslinked surfaces were prepared by spotting
% and 2.5% glutaraldehyde in 1× PBS (pH 7.2) respectively onto
VA4/APBA surfaces prior to antibody spotting. Three replicates of
.005–1 mg ml−1 rabbit IgG (technical grade, Sigma) were arrayed
nto PVA-based surfaces using the OmniGrid contact spotter from
eneMachines (pin SMP3). Unless stated otherwise, 1×PBS (pH 7.2)
as used as print buffer. The spot-to-spot distance was 500 �m,

pot volume was 0.6 nl.

.5. Postarraying and blocking

After arraying, the slides were incubated in a humid chamber
t 4 ◦C overnight to complete probe immobilization. Surface block-
ng was performed in 1× PBS (pH 7.2)/0.1% Tween-20 to rinse off
nbound protein and deactivate reactive surface groups. Finally, the
lides were washed twice in 1× PBS (pH 7.2) and then blown dry
sing compressed air or spun dry in the centrifuge (900 rpm for
min).

.6. Determination of immobilization capacity

Immobilization capacity in fmoles/mm2 was calculated by tak-
ng the median fluorescence minus the local background of 27
eplicate spots of 0.05 mg ml−1 dye-labelled anti-IgG before and
fter blocking (30 min) multiplied by spotted protein concentra-
ion and divided by molecular mass of labelled protein and square
adius of the spot. 27 replicates were obtained by using three slides
ith nine replicates each. Thereby data FA and FB were determined
sing the same chip. The calculation was done according to formula
1) (I, immobilization capacity; FB, fluorescence before blocking; FA,
uorescence after blocking; MLP, molecular mass of labelled pro-
ein; R, spot radius (typically 120 �m); CLP, concentration of spotted
rotein (0.05 mg ml−1)). The factor 1.9×106 is calculated from the
olume of the protein solution per spot (0.6 nl/spot) and the �.

= 1.9× 106 FA

FBMLPR2
CLP (1)

.7. Direct immunoassay

Protein slides were processed with 4 ng �l−1 Dy633-labelled
nti-Rabbit IgG (Dyomics) in 1× PBS (pH 7.2)/0.1% Tween-20 at 4 ◦C
or 3 h, then washed twice in 1× PBS (pH 7.2) and spun dry in the
entrifuge (900 rpm for 3 min).
.8. Fluorescence detection and data analysis

Slides were stored in the dark and scanned at �ex = 635 nm and
em = 670 nm on the same day the immunoassay was performed.
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luorescence measurements were taken using a GenepixTM 4000B
on-confocal scanner from Axon Instruments. For data comparison,
he photomultiplier tube (PMT) was kept constant within single
xperiments. All fluorescence (a.u.) data are background-corrected.
dditionally, data flagged as bad, according to parameters set in the
enepix software (e.g. spot diameter 30–480 �m; signals >100 a.u.
uorescence), were filtered.

.9. Profilometry

Layer thicknesses were measured over 2.5 mm×2.5 mm sur-
ace areas using the Wyko NT1100 optical profiling system (Veeco)
nd Vision32 Veeco software. The values are mean values for two
easurements.

. Results and discussion

.1. IgG adsorption

.1.1. Choice of PVA
4% PVA1, −2, −3 and −4 coated onto aminosilane substrates

ere tested in a direct on-chip immunoassay using IgG adsorbed
n the PVA-surface. The following criteria were taken into account
n evaluation: fluorescence signals (a.u.), background (a.u.) and
pot morphology. Fig. 2 compares the fluorescence obtained at
he maximum loading concentration of IgG on PVA surfaces 1–4
0.5 mg ml−1 IgG; spot volume 0.6 nl; 300 pg IgG/spot). The flu-
rescence signals were mean values calculated from 27 spots
three slides, nine replicates each). As is evident from Fig. 2,

olecular weight (Mw) and hydrolysis degree of PVA plays an
mportant role in the assay performance. Up to 30% stronger sig-
als were achieved using PVA1 as compared to PVA3, despite the
ame molecular weight distribution. This is most likely due to
he increased number of hydroxy groups available for IgG load-
ng. The influence of molecular weight on fluorescence signals, at a
ydrolysis degree of 99+%, is not entirely clear. It can nonetheless
e observed that PVA2, with the lowest Mw, and PVA4, con-
aining low and high Mw parts, produce the strongest signals.
ignals for the highest Mw PVA tested (PVA1) were 40–60% weaker.
VA2, while having a narrower molecular weight distribution than
VA4, shows a similar IgG loading curve and equivalent assay
erformance. This indicates that the optimum molecular weight

or the tested application is between 90.000 and a maximum of
46.000. PVA4 was chosen for further measurements, as the % coef-
cient of variation (CV) was 11%, i.e. four times lower than for
VA2.

ig. 2. Fluorescence achieved with 0.5 mg ml−1 IgG spotted on PVA1, PVA2, PVA3
nd PVA4 surfaces. Bars indicate the distribution of Mw for the tested PVAs.
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ig. 3. Loading of 0.005–1 mg ml−1 IgG on ( ) plain, ( ) aminosilane and ( )
dhesive glass slides covered with 4% PVA4.

.1.2. Choice of substrate
The choice of optimal substrate is crucial for microarray surface

evelopment. The substrate should allow good polymer adherence
ithout peeling off during the microarray experiment and display

ow autofluorescence at the wavelengths of interest. Three different
ubstrates were coated with 4% PVA4 and evaluated: unmodified
lass (Sa = 5.81 nm), aminosilane glass (Sa = 1.73 nm) and adhesive
lass (Sa = 12.5 nm). Due to pretreatment, the latter two substrates
ere expected to foster stronger PVA binding, resulting in a more

table PVA-layer, as hydrogel swelling along the substrate is thereby
nhibited. The best results in terms of fluorescence signal, as shown
n Fig. 3, were obtained on the adhesive substrate, whereas the plain
lass and the silanized glass resulted in signals that were at least
0% weaker. However, concerning the loading capacity saturation
ccurs at 0.5 mg ml−1 IgG (300 pg/spot), regardless of the substrate
sed. Although both aminosilane and adhesive glass provide reac-
ive groups that are expected to bind PVA to the substrate more
ffectively than plain glass, substrate modification evidently had
o significant effect with regard to producing stable PVA surfaces.
his behaviour contrasts previous studies on poly(urethane) (PU)
7] which report comparable performance for both aminosilane and
dhesive glass. An explanation for this might be found in the elec-
rostatic interaction between PU and aminosilane. This is stronger
han between aminosilane and PVA, with PVA displaying only a
light negative surface charge that decreases linearly from −2 mV
t pH 5 to −6 mV at pH 9, while PU is more negatively charged,
ith a � potential that decreases linearly from −9 mV at pH 5 to
24 mV at pH 9. In the present case, the improved loading capac-

ty on PVA-coated adhesive substrates is most likely the result of
ncreased substrate roughness (the roughness of adhesive glass is
ix times greater than that of aminosilane glass). Increased rough-
ess leads to better coverage of the substrate by PVA and to the

ormation of a rougher PVA layer onto which a higher amount of
gG can be adsorbed, which in turn results in stronger fluorescence
ignals.

.1.3. Optimization of PVA concentration

Adhesive slides coated with aqueous solutions of 1%, 4% and

0% PVA4 were evaluated with respect to mechanical stability over
ncubation time (3 h) and to loading capacity, as determined in an
mmunoassay and by spotting labelled IgG. Fluorescence of spot-
ed IgG processed with 4 ng �l−1 Dy633-labelled anti-Rabbit IgG
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ncreases with increasing PVA concentration: when PVA concentra-
ion was increased by a factor of 4, signals were 2.5 times stronger,
hereas five times stronger signals were obtained by increasing

VA concentration by a factor of 10. This is most likely due to better
ubstrate coverage with PVA4 at higher hydrogel concentrations.

The thickness of a dip-coated film is influenced by the dipcoat-
ng velocity, especially the withdrawal speed, the viscosity of the
oating solution, which is a function of the polymer concentration
nd the acceleration due to gravity. At constant withdrawal speed
he amount of coating solution moving upwards with the substrate
s larger for a more viscous solution, since the drag force is propor-
ional to the solution viscosity. In fact, the thickness of the hydrogel
ayer increased significantly with increasing PVA concentration:
he layer thickness (dry state) for 1% and 4% PVA as determined by
rofilometry was 46.5 nm and 407.5 nm, respectively. Thus, increas-

ng the hydrogel concentration by a factor of 4, enhances the layer
hickness by nine times. The fact that the increase in layer thickness
s more pronounced might be related to a comparatively stronger
ncrease in viscosity with increasing PVA concentration.

Furthermore, increasing the PVA concentration resulted in
mproved mechanical stability: when using 1% PVA surfaces twice
s much hydrogel dissolves out in solution during incubation (3 h)
han with 4% PVA surfaces. As a consequence, hydrogel layer thick-
ess for 1% and 4% PVA is reduced by 67.7% and 38.2%, respectively.
part from the improved mechanical stability of surfaces consisting
f high PVA concentration, the immobilization capacity is drasti-
ally improved on thicker gels. This is obvious from the loading
urve as well as from the immobilization capacity calculated for
abelled IgG: 1% PVA4–16 fmoles mm−2, 4% PVA4–91 fmoles mm−2,
nd 10% PVA4 126 fmoles mm−2. Moreover, the improved IgG load-
ng on 4% and 10% PVA4 surfaces may be a result of increased
ensity of OH-groups on the surface that due to their polarity
romote the interactions between local dipoles existing on the

nteracting molecules [2]. In further experiments 4% PVA4 surfaces
ere employed because of the lower viscosity of solutions of 4%

VA and thus easier fabrication compared with 10% PVA.

.1.4. Effect of print buffer composition on IgG adsorption
Adsorption is a simple, one-step immobilization method.

ttachment occurs as a result of electrostatic and/or hydrophobic
nteraction forces. Thus, the printing solution containing additives
f varying polarity and ionic charge can influence the strength
f IgG adsorption by affecting the wettability of the surface, the
inding kinetics and the net charge both of the surface and of
he protein. Several additives ranging from 0.01% to 0.001% in
× PBS (pH 7.2) have been tested: ASB-14, Tween-20, sarcosyl,
DS, MCT, CHAPS, CTAB, octyl-�-d-1-thioglucopyranoside, SB3-10,
odium deoxycholate, cysteamine chloride and glycerol [1,21–23].

he choice of additives was based on their widespread use in elec-
rophoresis for the prevention of aggregation and scientific reports
n improved printing solutions. In Fig. 4a fluorescence image of
rocessed IgG spotted in various printing solutions is presented.

ig. 4. Spot images of IgG spotted in various buffers based on 1× PBS (pH 7.2) (Flu:
280, CV 29.5%). Spots in PBS containing 0.005% Tween-20 (Flu: 7600 a.u., CV 9.5%),
.01% thioglucopyranose (Flu: 6335 a.u., CV 7.7%) and 0.01% ASB14 (Flu: 8527 a.u.,
V 39%), respectively are highlighted.
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ith (6) ADA, (7) 2 EA, (8) 1, 6 HMA, (9) chitosan and (10) chitosan-oligo; and PVA4
rosslinked with (11) aminophenyl boronic acid and additionally with (12) 1%, and
13) 2.5% glutaraldehyde in comparison with unmodified 4% PVA4.

he triplicate spots of the most suitable print buffers as compared
ith plain PBS are highlighted. The corresponding fluorescence

ntensity values and coefficients of variation (%CV) are indicated
n the figure caption. The use of PBS containing 0.005% Tween-
0 (non-ionic), 0.01% octyl-�-d-1-thioglucopyranoside (non-ionic)
nd 0.01% ASB14 (anionic) resulted in 1.8, 1.5 and 2 times stronger
uorescence signals respectively than those obtained using PBS
ithout additives. These additives, obviously provide the greatest

olubilizing power and do not denature the antibody as strongly as
ther agents tested. As reported also by Brogan et al. [24] adjust-
ent of additive concentration is critical, i.e. addition of 0.005%

ween-20 led to signal enhancement by 30%, whereas addition of
.01% Tween-20 resulted in 1.5 times weaker fluorescence signals
s compared to signals obtained in plain 1× PBS (pH 7.2).

.2. Covalent IgG immobilization on modified PVA

1 mg ml−1 IgG in 1× PBS was spotted onto PVA surfaces, onto
VA surfaces activated with HIO4, onto surfaces activated and
rosslinked with amino-functional linkers of various lengths (2EA;
AD; DAH), and with 3-aminophenylboronic acid; and finally onto
lass slides covered with PVA/chitosan and PVA/oligo-chitosan.
gG was bound to the surfaces in a statistically oriented manner,
ince some orientation already exists due to preferential bind-
ng between the reactive surface groups and the amino- and thiol
roups of the antibody. Fig. 5 shows the percentage of signal change
or each modified surface as compared with the plain PVA4 surface.
s is evident from the figure, only modification with ADH, acti-
ation with HIO4 and modification using APBA with and without
lutaraldehyde led to significantly enhanced signals. Modification
ith ADH addresses the thiol-groups in the cystein units, whereas

ctivated PVA can bind both amino and thiol groups present in
he antibody. The greatest signal enhancement was achieved upon

odification with APBA. This modification procedure is based on
he well-known interaction of boronic acids with polyols, such as
VA or sugars. APBA is crosslinked to the PVA surface forming a
yclic ester between the diol group of the PVA and the boronic acid
roup of the crosslinker. The amino function was used for coupling
gG via its thiol groups, or its amino groups, in the latter case if

lutaraldehyde was employed as an additional crosslinker. Func-
ionalization of the chip surface by the addition of 2% chitosan
esults in higher loading capacity as indicated by the two times
nhanced fluorescence, whereas 4% chitosan and the addition of
ligochitosan led to a deterioration of the on-chip assay.
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ig. 6. Comparison of 0.1 mg ml−1, 0.25 mg ml−1, 0.5 mg ml−1 and 1 mg ml−1spotted
) IgG and ( ) IgG–CHO on plain PVA4 surfaces, PVA4 crosslinked with adipic

cid dihydrazide (ADH) and PVA4/chitosan surfaces.

.3. Covalent, site-specific immobilization of modified IgG

In order to attach IgG to the surface site-specifically, IgG was
ctivated with NaIO4 by oxidation of the carbohydrate residues in
he Fc fragment of the antibody and formation of reactive aldehyde
roups (refer to Section 2). Three types of surfaces were employed
or activated IgG immobilization: plain 4% PVA4, activated 4% PVA4
rosslinked with adipic acid dihydrazide and 4%PVA/4% Chitosan.
ig. 6 compares the fluorescence signals obtained with 0.1 mg l−1,
.25 mg l−1, 0.5 mg l−1 and 1 mg l−1 spotted IgG and IgG–CHO
espectively after processing with 4 ng �l−1 Dy633-labelled anti-
abbit IgG. As is obvious from the figure, no improvement in loading
as achieved with oriented immobilization using activated IgG.
oreover, data reproducibility did not improve either. This agrees
ell with Kusnezow et al. [25] who reported similar signal-to-noise

atios when using activated and non-activated antibodies as well
s a loss of about 40% of antibody due to activation and purifi-
ation steps (herein the loss was 33%). Moreover, Wacker et al.
26] demonstrated that direct spotting and site-specific immobi-
ization of IgG via streptavidin–biotin attachment is similar with
egard to signal intensity, assay sensitivity and assay reproducibil-
ty. By contrast, Peluso et al. [27] reported that specific orientation
f capture agents (oriented IgG (biotinylated on carbohydrate on
c domain), oriented Fab’fragments (biotinylated in hinge region))
onsistently increases the analyte-binding capacity of streptavidin
urfaces, with up to 10-fold improvements over surfaces with ran-
omly oriented capture agents (randomly biotinylated IgG and
ab’fragments). This concurs strongly with Luk et al. [28] who
eported measuring for ribonuclease inhibitor (RI) a four-times
reater binding capacity (compared with random immobilization)
n the case of RNase A immobilized with a preferred orientation.
owever, one has to keep in mind that there is no common opinion
s to the effect of orientation on the assay performance using pro-
ein chips and that the preparation and purification of specifically
ctivated antibodies and antibody fragments is tedious; in addition
reat material losses have to be accepted when applying this pro-
edure. Clearly, in striving to achieve oriented antibodies one needs
o accept the trade-off of increased costs for more starting material
s well as increased effort in preparation and purification of the
ntibody over and against possible improvement of on-chip assay
erformance.

.4. Reproducibility of fabrication and storage stability of PVA

lides

PVA slides were fabricated in batches of 50 slides using the KSV
ipcoater. The software controlled dipping speed was 100 mm/min
or immersion and 100 mm/min for withdrawal (hold time 60 s).

[
[

[

[
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he slide-to-slide variation was encountered in data analysis in that
ot only replicate spots (nine per slide), but also replicate slides
three) were employed in each chip experiment. The inter-slide
ariation as described by the CV was typically 46%; the intra-slide
ariation was 33%.

The PVA slides were stored in the fridge to prevent them from
rying out. The slides were stable for at least 2 months without
eterioration of assay performance. However, when stored at room
emperature for more than 3 weeks slides lost their binding abil-
ty resulting in reduced fluorescence signals. This is in contrast to

elo-Junior et al. [14], who reported a 30% activity loss in 6 months,
hereas there was almost no decrease in loading capacity dur-

ng the first 2 months. Furthermore, spot morphology significantly
eteriorated which became evident by the deformation of spots.
pots “frayed out”, most likely due to surface degradation. As spot
orphology has a critical impact on data analysis, reproducibility

f data declined (CV 63%).

. Conclusions

Several immobilization chemistries were evaluated using chip
urfaces based on PVA. In this, one-step IgG adsorption was opti-
ized with regard to the type of PVA (Mw 85,000–146,000), the

VA concentration (4%) and the glass support type (adhesive).
odification of PVA surfaces improved the loading capacity sig-

ificantly: addition of 2% chitosan resulted in two times stronger
ignals, whereas activation of PVA surfaces using periodate with
r without subsequent crosslinking with adipic acid dihydrazide
r slide modification using 3-phenylboronic acid led to signal
mprovement by a factor of up to 2.8. A minimum of a threefold
ncrease in fluorescence was achieved with PVA surfaces modified
y applying a two-step process using 3-phenylboronic acid and glu-
araldehyde. Especially in sandwich immunoassays high loading of
ntibody is important as the assay sensitivity is directly related to
he immobilization capacity. From the results presented it is clear
hat one- or two-step processes relying on either adsorption or
ovalent, statistically oriented immobilization of IgG are in any case
ore efficient, less tedious and result in better assay performance

han covalent, site-specific immobilization using IgG with activated
arbohydrate residues.
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a b s t r a c t

A highly sensitive electrochemical amplification immunoassay for Salmonella typhi (S. typhi) determina-
tion has been developed for the first time by using a copper-enhanced gold nanoparticle label coupled with
anodic stripping voltammetry. Monoclonal antibodies for S. typhi were first immobilized on polystyrene
microwells and then captured by S. typhi bacteria. After an immunoreaction occurred, a polyclonal,
antibody–colloidal gold conjugate was added to bind to the S. typhi bacteria. Next, a copper-enhancer
solution containing ascorbic acid and copper (II) sulfate was added into the polystyrene microwells. The
ascorbic acid was employed to reduce the copper (II) ions to copper (0), which was subsequently deposited
onto the gold nanoparticle tags. After the copper was dissolved in nitric acid, the released copper ions were
detected by anodic stripping voltammetry. The amount of deposited copper was related to the amount
almonella typhi of gold nanoparticle tag present, which was controlled by the amount S. typhi attached to the polyclonal
antibody–colloidal gold conjugate. Therefore, the anodic stripping peak current was linearly dependent
on the S. typhi concentration over concentration range of 1.30×102 cfu/mL to 2.6×103 cfu/mL in a log-
arithmic plot, with a detection limit as low as 98.9 cfu/mL. The influences of the relevant experimental
variables, such as the concentration of copper and the reaction time of S. typhi with antibody, were inves-
tigated. We also successfully applied this method to determine the presence of S. typhi in human serum.
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Our results are a step tow

. Introduction

Typhoid fever is a serious problem for the public health of both
nderdeveloped and developing countries. It is a bacterial illness
aused by Salmonella typhi (S. typhi), also known as Salmonella enter-
ca serotype Typhi, a Gram-negative rod found only in humans.
ach year, around 16 million incidences of typhoid are reported
orldwide, resulting in an estimated 600,000 deaths [1,2]. The

ransmission of typhoid fever may occur through several path-

ays, such as by contact with infected individuals and by eating

ood or by drinking water that is contaminated with typhoid bac-
eria. Following ingestion, the bacteria spread from the intestine
ia the bloodstream to the intestinal lymph nodes and other areas

∗ Corresponding author. Tel.: +66 2 218 7615; fax: +66 2 254 1309.
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eveloping more sensitive and reliable nanoparticle immunoassays.
© 2008 Elsevier B.V. All rights reserved.

f the body where they multiply. The symptoms of this illness
re characterized by the sudden onset of sustained fever, severe
eadache, loss of appetite, and either constipation or mild diar-
hea. Samples of urine or blood are used to check the presence of S.
yphi, which is the only way to ensure that the observed illness is
yphoid fever [3]. Therefore, the determination of S. typhi in urine
r blood plays an important role in clinical research and diagnosis
f typhoid fever. Furthermore, a person who recovers from typhoid
ever may still become an asymptomatic carrier who can infect oth-
rs. Thus, the level of S. typhi in the patient’s urine or blood after
ecovery should be continuously monitored in order to control the
pread of this epidemic disease. Classical methods are usually used

o detect S. typhi, including culturing [4,5], serological methods,
uch as slide agglutination and the Widal test [6], and polymerase
hain reaction (PCR) [7,8]. Even though these methods can provide
ighly sensitive results for both qualitative and quantitative analy-
is, they are quite labor- and time-intensive to perform due to the
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re-enrichment, isolation, and amplification steps of the bacterial
ells.

With the above-mentioned drawbacks, efforts to develop a
ethod for S. typhi determination with increased sensitivity and

electivity and a reduction in analysis time have been proposed.
urrently, alternative methods for biological molecular analysis
re enzyme immunoassay [9,10], surface plasmon resonance [11],
nd electrochemical immunoassay [12–14]. In particular, the use
f electrochemical immunoassay has attracted considerable inter-
st for S. typhi determination because of its inherent simplicity,
igh sensitivity, inexpensive instrumentation, and miniaturization.
lthough this method has a low detection limit and could be used

n the diagnosis of typhoid fever, a sensitive and rapid method for
nalyzing and obtaining important information about the effective-
ess of therapy, follow-up treatments, the epidemic disease, and
rotection is still needed. With the development of nanotechnol-
gy, various nanoparticles [15,16] and nano-quantum dots [17,18]
ave been used as labels to enhance the sensitivity of the elec-
rochemical immunoassay technique. Amplified electrochemical
etection of biological molecules was achieved by the dissolution
f the metallic nanoparticles and by recording the subsequent elec-
rochemical stripping of the dissolved ions. Gold nanoparticles act
s a class of labels with many unique features, such as optical, elec-
ronic, and catalytic properties, that have been previously explored
or potential applications in biomolecular detection. Based on these
dvantages, colloidal gold was used as an electrochemical marker
r catalytic label for nanoparticle enlargement in order to elevate
he sensitivity of the bioassay.

Recently, copper, silver, and gold-enhanced colloidal gold have
een reported for immunoglobin G (IgG) determination, which

s the model of electrochemical immunoassay with low detec-
ion limits ranged from 1.0 ng/mL to 0.25 pg/mL [19–21]. The

etal-enhanced colloidal gold electrochemical stripping metal-
oimmunoassay combines the high sensitivity of stripping metal
nalysis with the remarkable signal amplification resulting from
he catalytic precipitation of metals onto the gold nanoparti-
les [21–23]. Among these metals, the copper-enhanced protocol
s better than the other metal-enhancing protocols because the
opper-enhancer solution, which contains ascorbic acid and copper
ulphate, is easy to prepare and preserve. Furthermore, the cop-
er determination by anodic stripping voltammetry is simple, and
ighly sensitive. Willner and co-workers also applied the catalytic
eposition of copper on gold nanoparticles for NADH detection [24].
owever, metal-enhanced colloidal gold has not been previously
pplied to the detection of bacterial cells in real samples, espe-
ially for the detection of S. typhi. Therefore, we have employed the
lectrochemical stripping metalloimmunoassay based on a copper-
nhanced gold nanoparticle label for the determination of S. typhi in
eal samples for the very first time, which will be useful in the diag-
osis, follow-up treatment, and controlling in advance the epidemic
isease of typhoid fever.

In this work, our ultimate aim was to develop an electrochemical
etalloimmunoassay based on copper-enhanced gold nanoparticle

abel for S. typhi determination in real samples with a low limit
f detection, high accuracy, and fast analysis time. The details of
he optimization and the excellent performance of our proposed

ethod are presented in the following sections.

. Experimental
.1. Instrumentation

The stripping voltammograms were recorded using an Autolab
otentiostat 30 (Metrohm, Switzerland) with a three-electrode sys-

i
o
a
a
c

77 (2008) 727–732

em. A glassy-carbon (GC) electrode (Bioanalytical System Inc., area
.07 cm2) was used as the working electrode. Prior to use, the GC
lectrode was pretreated by sequential polishing with 1 �m and
.3 �m of alumina/water slurries on felt pads, followed by rinsing
ith deionized water in order to remove the alumina impurities.
platinum wire and Ag/AgCl with a salt bridge were used as the

ounter and reference electrodes, respectively. The electrochemical
quipment was housed in a Faraday cage to reduce electronic noise.

.2. Materials and methods

The polystyrene, 96-well, microtiter plates (high-binding ELISA
lates) were purchased from Ronbio (Shanghai, China). Poly-
lonal and monoclonal rabbit antibodies for polysaccharides of
. typhi O901 and S. typhi were obtained from Siriraj Hospi-
al. Hydrogen tetrachloroaurate (III) and albumin bovine serum
BSA) were obtained from the Sigma Chemical Co. (St. Louis, MO).
itric acid (65%), sodium chloride, sodium dihydrogen phosphate,
isodium hydrogen phosphate, sodium carbonate, sodium bicar-
onate, sodium citrate, copper (II) sulfate, and ascorbic acid were
btained from Merck (Germany).

The coating buffer for the microwells was 0.05 M
aHCO3–Na2CO3 (pH 9.6). The incubation and washing buffer
onsisted of 0.01 M NaH2PO4–Na2HPO4 (pH 7.4) and 0.15 M sodium
hloride. The copper-enhancer solution was made from a 1:1 (v/v)
atio of 0.10 M ascorbic acid and 0.2 M copper (II) sulfate. All of
he solutions were prepared using Milli-Q 18 M� water (Millipore
urification system).

.3. Preparation of the antibody–colloidal gold conjugate

.3.1. Preparation of gold nanoparticles
The gold nanoparticles were prepared according to the method

eported in Refs. [19,25] with slight modifications. Briefly, 1 mL
f 1% HAuCl4 solution was mixed with 100 mL of doubly distilled
ater and boiled under vigorous stirring. Then, 2.5 mL of 1% sodium

itrate was added into solution under continuous heating and stir-
ing for 15 min until the color of solution changed to wine red. The
olloidal solution was left to cool at room temperature under stir-
ing and was later stored in dark bottles at 4 ◦C. The solution of
olloidal gold particles was characterized by a UV–vis spectropho-
ometer and a transmission electron microscope (TEM).

.3.2. Antibody–colloidal gold conjugate
The amount of coating antibody (polyclonal rabbit antibody for

olysaccharides of S. typhi O901) on the surface of the gold nanopar-
icles was optimized from 75 mg/L to 1200 mg/L. Solutions were
repared from 15,000 mg/L stock solutions of the rabbit antibody
o S. typhi. An appropriate volume of stock solution was added into a
entrifuge tube containing 2.0 mL of the colloidal gold solution. The
H solution was adjusted to 8.0 under stirring and was followed by

ncubation at room temperature for 1 h. The absorbance at 519 nm
f these samples was recorded and plotted versus the amount of
oating antibody in order to determine the optimal amount of coat-
ng antibody.

After obtaining the optimal amount of coating antibody, the
ntibody–colloidal gold conjugate was prepared. The optimized
mount of polyclonal rabbit antibody for the polysaccharides of
. typhi was added to 2 mL of the colloidal gold solution. The solu-
ion was then adjusted to pH 8.0 using Na2CO3 and was followed by

ncubation at room temperature for 1 h under stirring. Next, 100 �L
f 3% BSA solution was added to minimize nonspecific adsorption,
nd the solution was incubated under stirring for an additional hour
t room temperature. The antibody–colloidal gold conjugate was
entrifuged at 15,000 rpm for 10 min. The soft sediment was col-
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Fig. 1. Schematic diagram of the proposed S. typhi immunoreactions.

ected, washed and suspended in PBS solution, where the conjugate
ould be stored for more than 1 month at 4 ◦C.

.4. Immunoassay procedure

The immunoassay procedure is shown in Fig. 1. First, 50 �L
f 125 mg/L monoclonal antibody was added into the polystyrene
icrowells and incubated at 37 ◦C for 2 h. Second, the solution was

emoved, and the microwells were washed with PBS (pH 7.4) for
our times followed by the addition of 50 �L of 1% BSA solution to
lock the active sites of microwells from nonspecific adsorption.
he microwells were incubated at 37 ◦C for 2 h. The PBS (pH 7.4)
ashing step was repeated followed by the addition of 50 �L of S.

yphi into the microwells. After incubating at 37 ◦C for 1 h followed
y another PBS washing step, 50 �L of the antibody–colloidal gold
onjugate was added to the solution, which was incubated at 37 ◦C
or 1 h in order to obtain the sandwich reaction. After perform-
ng four washing steps, 100 �L of copper-enhancer solution was
dded to the solution, which was incubated at room temperature
or 10 min. After the microwells were washed four times with dou-
ly distilled water, 100 �L of 1 M nitric acid solution was added to
issolve copper. Finally, the solution containing the released cop-
er ions was transferred into an electrochemical cell and diluted
o 3 mL with doubly distilled water. The experiments were carried
ut by anodic stripping voltammetry.

. Results and discussion

.1. Preparation of the antibody–colloidal gold conjugate

.1.1. Preparation of the gold nanoparticles
To characterize the gold nanoparticles, primary UV–vis spec-

ra of the gold (III) ion and the gold nanoparticle solution were
ecorded. It was observed that the maximum absorbance of the
old nanoparticles occurred at a wavelength of 519 nm, which
as similar to other reports [25]. This result indicated that the

ynthesis had yielded gold nanoparticles. From TEM measure-
ents, the average gold nanoparticle size was 15 nm (data not

hown).
.1.2. Preparation of the antibody–colloidal gold conjugate
Using the preparation procedure for antibody–colloidal gold

onjugates as mentioned above, it was found that the antibodies
ould bind with the gold nanoparticles. The visible spectrum of

3
c

a
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ntibody–colloidal gold conjugate displayed an absorption band at
19 nm, and there were no significant changes in the absorption
pectrum of the gold nanoparticles. This could be explained if gold
till exhibited the characteristics of a nanosized particle after bind-
ng. However, the antibody–colloidal gold conjugate generated a
igher signal when compared to those of the gold nanoparticle at
he same wavelength.

The effect of the amount of coating antibody on the surface of
he gold nanoparticles was examined in a range of 75–1200 mg/L.
t could be seen that the absorbance increased with increasing
he amount of coating antibody up to 450 mg/L. The absorbance
ecreased after the amount of coating antibody was higher than
50 mg/L (data not shown). This indicated that a concentration of
50 mg/L was a suitable amount of coating antibody. Moreover, it
as also effective in preventing aggregation.

.2. Determination of copper (II) ion at a glassy carbon electrode

In our proposed method, the final step of immunoassay, the
opper deposited on gold nanoparticles, was dissolved in an acid
olution and detected at GC electrode. The amount of copper
eposited on the gold nanoparticles is directly proportional to the
mount of S. typhi. Therefore, the sensitivity of S. typhi determina-
ion is related to the sensitivity of the Cu (II) ion determination. Our
oal was to evaluate the performance of the electrochemical assay
or the determination of the copper (II) ion using a glassy carbon
lectrode. Several parameters were investigated in order to obtain
uitable conditions for the Cu (II) ion determination.

.2.1. The effect of the deposition potential
The effect of the deposition potential on the stripping peak cur-

ent of the Cu (II) ion was studied from−0.3 V to−0.6 V. The anodic
eak currents were increased rapidly from −0.3 V to −0.45 V, and
o significant differences were observed for the anodic peak cur-
ent between −0.5 V and −0.6 V as shown in Fig. 2(A). Therefore, a
eposition potential of −0.5 V was selected in the experiment.

.2.2. The effect of the deposition time
The deposition time of the Cu (II) ion at a glassy carbon elec-

rode directly affects the sensitivity of the anodic stripping analysis.
or this reason, the influence of the deposition time for the detec-
ion of copper was studied, with deposition times ranging from
min to 8 min. As shown in Fig. 2(B), when the deposition times
ere increased from 1 min to 6 min, the anodic peak currents also

ncreased, and after 6 min, the current remained constant. There-
ore, 6 min was chosen as the suitable deposition time.

.2.3. Linearity
In order to judge the possibility of applying the assay for quan-

itative analysis, the linearity range was examined. Under optimal
onditions, a good linearity in the anodic peak current with the
opper (II) concentration over a range of 0.10–100 �M was obtained
ith a linear correlation coefficient of 0.9950 (as shown in Fig. 2(C)).

he detectable limit, which was calculated as three times the stan-
ard deviation, was 3.77×10−2 �M. It can therefore be concluded
hat anodic stripping voltammetry is a very highly sensitive method
or Cu (II) ion determination, and therefore copper-enhanced gold
anoparticles can be effectively detected by this method.

.3. Optimization of the immunoassay conditions
.3.1. The effect of the concentration and the reaction time of
opper-enhancer solution

The sensitivity of the electrochemical immunoassay based on
colloidal gold-labeled antibody can be achieved by the catalytic
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eposited on the gold nanoparticles. The copper concentration in
he copper-enhancer solution was investigated within the range of
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eak current increased with increasing copper concentration along
ith the background signal. Therefore, the ratio of current between

he S. typhi and the background signal was calculated as a func-
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ig. 3. (A) The effect of the copper concentration; S. typhi signal (solid line) and backgrou
ignal. The following conditions were used: 2.6×103 cfu/mL of S. typhi, a 60 min incubatio
onjugate, a 1:1 dilution ratio of the antibody–colloid gold conjugate, and a copper enhan
n time with a concentration of Cu (II) 1×10−5 M in a 0.1-M nitric acid solution. (B)
oncentration of Cu (II) 1×10−5 M in a 0.1-M nitric acid solution. (C) The calibration
= 3.

ion of the copper concentration to determine the concentration
hich provided optimal sensitivity. The signal to background ratio

eached a maximum value at a copper concentration of 0.10 M and
ignal was steady, as shown in Fig. 3(B). To assure that amount of

opper is enough for detection of S. typhi, therefore; excess copper
oncentration of 0.2 M was selected for all subsequent experiments.
he reaction time of the copper-enhancer solution should also
e optimized, since it is related to the amount of copper metal

nd signal (dash line) and (B) the ratio between S. typhi signal and the background
n time for the S. typhi with the monoclonal antibody and the antibody–colloid gold
cement time of 10 min, n = 3.
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ntibody–colloidal gold conjugate dilution. The same conditions were used as those

eposited on the gold nanoparticles. In this work, the reaction
ime was optimized over a range of 5–30 min. It was observed
hat the anodic peak current significantly increased with reaction
ime in the range of 5–10 min and then only slightly increased.
owever, the background also increased when the reaction time
f copper-enhancer solution increased. Therefore, the ratio of the
ignal between the S. typhi and the background was calculated as
function of the reaction time of the copper-enhancer solution. A
aximum of the signal with S. typhi to the background signal was

btained at a reaction time of 10 min, which was therefore cho-
en for the reaction time of copper-enhancer solution in further
xperiments (data not shown).

The temperature effecting the copper enhancing protocol was
lso investigated (data are not shown). It was observed that
he background signal significantly increased when temperature
ncreased. The S. typhi signal also increased with the increasing of
he temperature from 4 ◦C to 25 ◦C. However, the signal began to
ecrease when the temperature was higher than 25 ◦C. Therefore,

n this work, at room temperature (25 ◦C) was chosen to obtain the
igh sensitivity and the convenience for doing the experiments.

.3.2. The effect of the immunoassay incubation time
The immunoreaction time between the S. typhi and the mon-

clonal antibody coated on the microwells was studied for times
etween 30 min and 150 min. Fig. 4(A) shows the results from

he assay plotted as a function of the incubation time, and the
urrent signal was found to increase with increasing incuba-
ion time. An incubation time of 60 min was selected since at
onger incubation times, no significant changes in the signal were
bserved.

3

a

oclonal antibody or (B) the antibody–colloid gold conjugate. (C) The effects of
. 3, n = 3.

.3.3. The effect of the dilution ratio and the incubation time of
he antibody–colloidal gold conjugate

From the immunoassay procedure, S. typhi was bound with
he antibody–colloidal gold conjugate in order that the amount
f antibody–colloidal gold conjugate added would directly affect
he sensitivity of the S. typhi detection. In addition, the amount
f bound antibody–colloidal gold conjugate also depends on the
iffusion rate of the nanoparticle label. The diffusion rates of
he nanoparticle label are smaller than that of the free antibody
ue to the bigger size of the nanoparticle label. Therefore, the
ntibody-conjugated particle binding could be the time-limiting
tep in the assay unless a high concentration of nanoparticles is
sed. However, the minimal amount of nanoparticle labels that
an maintain an acceptable sensitivity is normally used in order
o reduce the assay cost. Therefore, the dilution ratio and the
ncubation time of antibody–colloidal gold conjugate were opti-

ized in this experiment. The results are shown in Fig. 4(B and C).
he anodic stripping peak current was increased when the dilu-
ion ratio was increased up to 1:2. Therefore, a 1:2 of dilution
atio of the antibody–colloidal gold conjugate was selected. The
eak current increased rapidly with the incubation time between
0 min and 60 min and was found to remain constant for times
reater than 60 min. Therefore, an incubation time of 60 min was
hosen as a compromise between the analysis time and the sensi-
ivity.
.4. Analytical performance

Using the optimal conditions, the relationship between the
nodic peak current of copper and the concentration of S. typhi is
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Fig. 5. The relationship between the anodic stripping peak current and concentra-
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Results of S. typhi in human serum sample
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ion of S. typhi (with concentrations of 0 and 1.30×102 cfu/mL to 4.30×103 cfu/mL).
he calibration plot for the S. typhi determination (1.30×102 cfu/mL to
.60×103 cfu/mL) is shown in the insert, n = 3.

lotted in Fig. 5 over a concentration range of 0–4.30×103 cfu/mL.
linear relationship, log ipa = 0.3053 log C + 1.4489, was observed
ith a correlation coefficient of 0.9961 for S. typhi concentra-

ions between 1.30×102 cfu/mL and 2.6×103 cfu/mL. The data was
lotted on a logarithmic scale in order to solve the curvature
roblem which resulted from the saturation of the probe bind-

ng site and particle aggregation (see insert of Fig. 5) [22]. The
etection limit was estimated to be 98.9 cfu/mL (based on a cri-
erion of three times the standard deviation with n = 8), which is
etter than both the detection limit of 1.3×103 cfu/mL obtained
rom a direct-binding optical grating coupler immunosensor [26]
nd the detection limit of 5×103 cfu/mL obtained from a phage
mmobilized magnetoelastic sensor [27]. The reproducibility of
ur proposed method was studied by analyzing concentrations of
. typhi of 2.60×102 cfu/mL and 2.60×103 cfu/mL, where mea-
urements were performed eight times during the same day
n a single immunoassay (intra-assay) and on three separate
mmunoassays over a 3 day period (inter-assay). A relative stan-
ard deviation (R.S.D.) of the immunoassay of below 14% was
bserved for both the intra- and inter-assays. The results are shown
n Table 1.

.5. Analytical applications

The proposed method was also applied to determine the level
f S. typhi in human serum. In order to determine the accuracy of
ur method, normal human serum was spiked with different con-
entration of S. typhi and analyzed by using a calibration method

ithout any pretreatment. Recoveries of S. typhi were in the range

f 80–101%. The results (as shown in Table 2) demonstrated that
his method can be used to efficiently determine S. typhi in human
erum without any sample preparation.

able 1
he reproducibility of the proposed method

ssay type Concentration (cfu/mL) %R.S.D.

ntra-assay (n = 8)
2.6×102 11.4
2.6×103 7.7

nter-assay (n = 3)
2.6×102 13.7
2.6×103 8.4

[
[
[
[

[
[
[
[
[
[
[

[
[

260 223.3 ± 28.6 85.9
433 352.1 ± 37.5 81.3

1300 1305.3 ± 115.8 100.4
600 2541.5 ± 216.1 97.7

. Conclusion

For the first time, we have successfully developed an
lectrochemical metalloimmunoassay, which is based on a copper-
nhanced gold nanoparticle label, for S. typhi determination with
igh sensitivity, specificity, and reproducibility. The electrochem-

cal stripping metalloimmunoassay combines the inherent signal
mplification of stripping metal analysis with a biospecific inter-
ction. The proposed method was also applied with satisfactory
ecovery results for S. typhi determination in human serum. The
oupling of gold nanoparticles with the advantages of electrochem-
cal stripping analysis can easily be extended for detecting other
acterial cells in real samples with high accuracy and sensitivity.
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The determination of the optimum parameters for hydroxyl radicals (•OH) formation by a TiO2 solu-
tion has been investigated by measuring the emitted fluorescence after the reaction with terephthalic
acid has occurred. After UV irradiation, the terephthalic acid was transformed into 2-hydroxyterephthalic
acid whose fluorescence is directly proportional to the generated •OH. Optimization of hydroxyl radicals’
formation using TiO2 as catalyst was carried out by studying the effects of irradiation time, TiO2 concentra-
tion and terephthalic acid concentration on the production of the fluorescent HTA with an experimental
iO2 photocatalysis
ydroxyl radical
luorescence probe
V light
xperimental design

design. The aim of our research was to apply response surface methodology as a chemometric method for
the optimization of the reaction conditions. The combination of irradiation time, TiO2 concentration and
terephthalic acid concentration was varied at designed points of a central composite rotatable design. The
three factors were found to have a significant effect upon the reaction. The optimum conditions for the
reaction achievement were estimated to be 10 min for the irradiation time, 25 �g mL−1 TiO2 concentration
and 0.1 mmol L−1 terephthalic acid concentration. Afterwards, using these parameters the method was
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applied for the determina

. Introduction

Oxidative stress has been one of the most studied processes for
everal years, as during this process there occurs an overproduction
f reactive oxygen species (ROS) that lead to the cellular com-
onents malfunction and even to cell death. The oxidative stress
lays an important role in the initiation step of many diseases like:
therosclerosis, Parkinson’s disease, Alzheimer’s disease and also
n the ageing process [1–3]. The oxidative stress is caused by an
mbalance between the rate of oxidative stress production and the
ate of repairing or removing of the oxidative damage.

The pro-oxidant species represent highly reactive oxygen or
itrogen species (ROS or RNS), e.g., superoxide anion (O2

•−),
ydroxyl radical (•OH), hydrogen peroxide H2O2, nitric oxide (NO)
r peroxynitrite (ONOO−) [4]. The ROS formed in the photocat-

lytic reaction of TiO2, especially the hydroxyl radical that shows
he highest reactivity, are involved in physiological phenomenon,
an cause DNA damage and are able to perturb the cell components
hus leading to the oxidative stress [5]. The assessment of free rad-
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f the ability of several plant extract samples to scavenge the formed •OH.
© 2008 Elsevier B.V. All rights reserved.

cals toxicity is a subject of major interest due to the increasing
egree and sources of pollution as long as the increasing occur-
ence of pathologies is associated to the presence of free radicals
n living organisms [6–9]. In order to ensure a suitable defence of
he living organisms against pathologic injuries induced by free
adicals attack, there are used antioxidants. It is well known that
ntioxidants can answer in many ways to a different radical or oxi-
ant sources [10], therefore, when the efficacy of an antioxidant
hould assessed attention should be paid to the appropriate way
f scavenging the free radicals, because each type of free radical
s efficiently “quenched” by a specific antioxidant. The most dam-
ging free radical in living organisms is HO• radical. This could
e produced via different pathways, like the Fenton’s reaction
Scheme 1), Haber–Weiss cycle [11] or ascorbic acid transformation
12].

Inside the living organisms •OH is formed according to the Fen-
on’s reaction (Scheme 1):

In general •OH could also be produced by (i) irradiation of
erephthalic acid (TA) with 254 nm UV, (ii) irradiation with gamma

ays and (iii) by the reaction between H2O2 and Cu2+ [13]. Yang and
uo produced •OH as a result of the reduction of molecular oxygen
y Fe (II)–EDTA to form superoxide radical, which then transforms
o hydrogen peroxide and Fe (II)–EDTA catalyses its decomposition
o •OH [14].
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Scheme 2. TiO2 photocatalysis.

Scheme 3. Reaction between the produced holes and the hydroxide ions.
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solutions were mixed with TiO2 (25 �g mL−1) and with tereph-
thalic acid (0.1 mmol L−1) and then submitted to UV irradiation for
10 min. Immediately after the irradiation the solutions were trans-
ferred for fluorescence measurements and the antioxidant capacity
Scheme 1. Fenton’s reaction.

In our case, •OH is formed by the photocatalysis of TiO2. Ishibashi
t al. produced •OH by lightening a TiO2 film with UV light and they
sed coumarin and TA to measure •OH production [15,16].

Response surface methodology (RSM) was lately used in order
o optimize the conditions for the photocatalytic degradation of
ifferent organic compounds found in wastewaters in the pres-
nce of TiO2 [17–19]. The aim of the present work was to apply
he response surface methodology method to a new field, estima-
ion of radical scavenger properties against •OH generated by TiO2
atalysis using spectrofluorimetry measurements and to optimize
he method parameters.

TiO2 was used to generate hydroxyl radicals via UV irradiation
n aqueous solution, the mechanism is shown below, that subse-
uently should be scavenged by terephthalic acid. Compounds that
re able to react with •OH and TA will compete for the scavenging
f hydroxyl radicals. Therefore, the antioxidant capacity of differ-
nt plant extracts was assessed by means of the scavenging ability
oward •OH.

The use of TA was made due to several arguments: the measur-
ng technique, fluorimetry (TA product in the reaction with •OH,
he HTA can be easily measured using simple fluorimeters and its
fficiency of production is higher than in the case of formation of
ther products) and the avoidance of isomer interferences, because
single isomer is formed in the reaction [20].

Response surface methodology was used in order to optimize
he factors influencing the fluorescence signal that is directly pro-
ortional to the quantity of formed •OH. RSM is a method that
ombines mathematics and statistics in order to analyse the rela-
ionships between several variables and one or more response
ariables.

The parameters chosen to be optimized were irradiation time,
iO2 and TA concentration, because these are the factors that
re influencing the production of •OH and the measurement of
ntioxidant capacity of different compounds able to scavenge these
adicals.

. Experimental

.1. Materials

The TiO2 nanoparticles (Degussa P25), purchased from Ger-
any, were suspended into aqueous solution (0.5 mg mL−1) and

onicated for 15 min before use. Na2HPO4, Trolox, gallic acid and
itamin C were supplied by Sigma–Aldrich, while NaCl, terephthalic
cid and lipoic acid from Fluka. NaH2PO4 was supplied by Prolabo.

Phosphate buffer saline (PBS), pH 7.4, was sodium phos-
hate dissolved in 10 mmol L−1 NaCl to a final concentration of
0 mmol L−1.

Terephthalic acid was dissolved in a minimum volume of
mol L−1 NaOH, underwent sonication until complete dissolution
nd adjusted with PBS at a concentration of 1 mmol L−1. 6-
ydroxyl-2,5,7,8-tetramethylchroman-2-carboxylic acid (Trolox),
allic acid, vitamin C and lipoic acid were dissolved in PBS (pH 7.4)
t a concentration of 5 mmol L−1.

The plant extract samples were dissolved in PBS at a concentra-
ion of 1 mg mL−1 and submitted to sonication for 15 min.
.2. TiO2 photocatalysis

•OH is formed by the photocatalysis of TiO2. The P25 formula-
ion of TiO2 from Degussa Chemical Company is the most widely
Scheme 4. Reaction between the electrons and the molecular oxygen.

sed photocatalyst. It is produced [21] at high temperature flame
ydrolysis of TiCl4 in the presence of hydrogen and oxygen. After-
ards the obtained TiO2 is treated with steam in order to remove
Cl.

TiO2, in the anatase form, is a photocatalyst under ultraviolet
ight due to the fact that it is a semiconductor with a band gap
f 3.2 eV. Irradiation of TiO2 nanoparticles with photons of energy
qual to or greater than the band gap energy, results in the promo-
ion of an electron from the valence band to the conduction band,
eaving a hole behind (Scheme 2) [22].

The positive holes oxidises water to produce OH• that are known
o be the most oxidising species (Scheme 3).

The electrons react with adsorbed molecular oxygen to produce
uperoxide anion radical, which then forms more OH• (Scheme 4).
H• generated by the TiO2 photocatalyst are very potent oxidants

21] and are nonselective in reactivity.

.3. Instrumental and operating conditions

Fluorescence was used to monitor the formation of HTA follow-
ng the scavenging of •OH by terephthalic acid and the addition
eaction on the benzene ring as shown in Scheme 5. The light source
or the excitation of TiO2 was a 15-W UV lamp (Fischer Bioblock Sci-
ntific). The excitation wavelength needed to produce the hydroxyl
adicals was 365 nm. These radicals react with terephthalic acid and
enerate HTA that emits fluorescence at 424 nm after excitation at
15 nm. The fluorescence spectra of generated HTA were measured
sing a Safas Monaco fluorescence spectrophotometer.

After the optimization of reaction conditions using the experi-
ental plan, the standard aqueous solutions and the plant extract
Scheme 5. The addition of hydroxyl radical to the benzenic ring.
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Table 1
Independent variables and their levels used for this study

Variables Symbols coded Levels

−1.68 (−˛) −1 0 1 1.68 (˛)

I 1.6 5.0 10.0 15.0 18.4
T 8.18 15.00 25.00 35.00 41.83
T 0.015 0.050 0.100 0.150 0.184
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Table 3
Coefficients of regression with standard deviation associated

Variable Standard deviation Coefficient

X1 0.6338 12.4231
X2 0.6338 6.4326
X3 0.6338 4.1498
X1X1 0.6339 −0.4236
X1X2 0.8281 1.6596
X1X3 0.8281 2.3029
X2X2 0.6339 −1.4754
X
X

R

r

3

3

d
c
n
i

Y

w

rradiation time (min) X1

iO2 concentration (�g mL−1) X2

erephthalic acid concentration (mmol L−1) X3

f the plant extracts is expressed as Trolox equivalents. Trolox is the
ater soluble vitamin E like compound, which is commonly used as

eference compound when antioxidant capacity (radical scavenger
roperties) has to be evaluated [23,24].

.4. Experimental design and data analysis

Response surface methodology was adopted to study the simul-
aneous effect of the irradiation time, TiO2 and terephthalic acid
oncentrations on the fluorescence signal. Preliminary experiments
ere carried out to determine the experimental domain; therefore
ve levels of each variable were selected to cover the experimental
onditions. The experiments were based on a three-factor central
omposite rotatable design with six star points (˛ = 1.68) and five
eplicates of the central point. The factors selected as independent
ariables, their real values and corresponding codified levels are
hown in Table 1. The complete design consisted of 19 and the asso-
iated responses are synthesized in Table 2. Three replications were
arried out for all design points.

The variables were coded according to the equation:

i =
Xi − X0

�Xi
, i = 1, 2, 3

here xi is the independent variable coded value, Xi is the indepen-
ent variable real value, X0 is the independent variable real value
n the centre point and �Xi is the step changing value.

Statistica 7.1 (Statsoft France, Maisons-Alfort, France) was used
o fit the data to the second-order equations:

= b0 +
3∑

biXi +
3∑

biiX
2
i +

3∑
bijXiXj
i=1 i=1 i<j=1

here Y is the response variable, b0, bi, bii and bij are intercept,
inear, quadratic and interaction coefficients, respectively, Xi and Xj
re independent variables.

able 2
esponse surface central composite design and experimental and predicted
esponses (average of three measurements excepted for the central point which
as repeated 15 times at all)

oded variables Fluorescence intensity

1 X2 X3 Experimental Predicted

1 −1 −1 16.67 ± 0.86 11.52
1 −1 1 39.56 ± 1.00 40.78
0 0 0 38.38 ± 2.09a 35.15
1 1 1 61.13 ± 1.51 57.62
0 1.682 0 45.06 ± 1.01 41.81
1.682 0 0 11.74 ± 0.50 14.26
1 −1 −1 35.98 ± 3.96 31.74
0 0 −1.682 17.10 ± 0.88 18.44
1 −1 1 18.68 ± 0.48 11.32
1 1 −1 41.95 ± 0.94 40.62
1 1 −1 23.68 ± 0.72 20.40
0 −1.682 0 17.72 ± 1.07 20.18
1 1 1 26.00 ± 4.62 28.16
1.682 0 0 56.98 ± 1.52 56.04
0 0 1.682 34.69 ± 2.17 32.57

a Average of 15 measurements.
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X
X
X
X
X
X
X
X
B

2X3 0.8281 1.9887
3X3 0.6339 −3.4188

2 = 0.9280; adjusted R2 = 0.9104.

The fluorescence was taken as the dependent variable or the
esponse, Y.

. Results and discussion

.1. Model fitting and statistical analysis

The coefficients of the independent variables in the model pre-
icting fluorescence signal and its corresponding determination
oefficient R2 are shown in Table 3. An empirical second-order poly-
omial expressing the fluorescence response as a function of the

ndependent variables was proposed by the following equation:

= 37.15+ 12.42X1 + 6.43X2 + 4.14X3 − 0.42X2
1 − 1.47X2

2

−3.42X2
3 + 1.65X1X2 + 2.30X1X3 + 1.99X2X3 (1)

here Y is the fluorescence and X1, X2 and X3, the independent
ariables as described in Table 1.

The response surface model developed in this study for pre-
icting fluorescence was adequate as indicated by the value of the
etermination coefficient R2 = 0.9280 (a good agreement between
xperimental data and predicted data). Moreover, the value of
djusted determination coefficient Adj R2 = 0.9104 was very high.

Analysis of variance (ANOVA) summary is shown in Table 4. The
egree of significance of each factor is represented in this table by
ts p-value; when a factor has a p-value smaller than 0.05, it influ-
nces the fluorescence response at a confidence level of 0.95. It was
bserved from Table 4 that the linear effect of all the three vari-
bles, i.e., irradiation time, TiO2 and TA concentration (p = 0.000)

able 4
ariance analysis of factor effects

ariable DF F-value p > F

1 1 384.1490 0.000000
2 1 102.9938 0.000000
3 1 42.8631 0.000000
1X1 1 0.4464 0.507475
1X2 1 3.9676 0.052474
1X3 1 7.7327 0.007891
2X2 1 5.4156 0.024515
2X3 1 5.7668 0.020524
3X3 1 29.0781 0.000002
locks 2 0.2891 0.750286
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ig. 1. Response surfaces for interaction between irradiation time (X1) and TiO2

oncentration (X2) with a terephthalic acid concentration fixed equal to 0.

as highly significant for fluorescence responses. The quadratic
ffects of TiO2 and TA concentrations (p < 0.05) were also significant
or this response. Two interaction effects, namely irradiation time
nd TA concentration and TiO2 and TA concentrations, respectively,
ppeared as significant (p < 0.05). Besides, no significant effect was
bserved concerning the blocks (p = 0.75).

.2. Analysis of response surfaces
The three-dimensional response surface plots were used in
rder to determine the interaction between the three variables.
igs. 1–3 show the relative effects of any two variables on flu-
rescence signal, keeping the third variable at a constant level.

ig. 2. Response surfaces for interaction between irradiation time (X1) and tereph-
halic acid concentration (X3) with a TiO2 concentration fixed equal to 0.
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ig. 3. Response surfaces for interaction between TiO2 concentration (X2) and
erephthalic acid concentration (X3) with a time fixed equal to 0.

hese constant levels represent the central levels of each variable
aken in the respective considered ranges. The coordinates of the
entral point in the highest contour level in each of these figures
ill correspond to the optimum conditions of the respective vari-

bles. Particularly, the response surface curves showed that the
uorescence intensity increased with the increase of time reac-
ion, TiO2 and terephthalic acid concentrations. Besides, the shapes
f response plots indicate the nature and extend of the interac-
ions. Prominent interactions are shown by the elliptical nature of
esponse surfaces as in the case of irradiation time and terephthalic
cid concentration and TiO2 and terephthalic acid concentration
nteractions (Figs. 2 and 3). Less prominent and negligible interac-
ions appeared with more circular response surfaces as in the case
f irradiation time and TiO2 concentration interaction (Fig. 1).

Fig. 2 shows that with the increase in terephthalic acid con-
entration, the fluorescence signal increases with the increase in
rradiation time. Therefore, the optimum value of the two factors,
he terephthalic acid concentration and irradiation time is the value
f the central point, namely 0.1 mmol L−1 and 10 min of irradiation.
hese values are taken and not higher ones in order to minimize
he time and reagents consumption.

Fig. 3 shows the interaction effect of TiO2 concentration and
A concentration on the fluorescence signal. As in the case of the
nteraction effects of irradiation time and TA concentration, the
ptimum values were found to be the ones of the central point,
5 �g mL−1 TiO2 and 0.1 mmol L−1

.3. Fluorimetric assay

Starting from the conclusions raised by RSM, the following
onditions are necessary to obtain a significant intensity of fluores-
ence and to minimize time reaction and reagents amount: 10 min
f reaction, 25 �g mL−1 TiO2 concentration and 0.1 mmol L−1

erephthalic acid. The fluorimetric assay was based on measuring

he fluorescence intensity of HTA formed as a result of the reaction
etween TA and the hydroxyl radicals produced by TiO2 catalysis.

If another molecule known to react with •OH is introduced in
he reaction, this molecule will compete in the reaction between
A and •OH and therefore a decrease of the fluorescence signal
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Fig. 4. Fluorescence spectra of Trolox, gallic acid, lipoic acid and vitamin C.

Table 5
Antioxidant capacity expressed as Trolox equivalents for the plant extracts

Sample TEAC (�mol) g−1 sample

1 SOUPI 5 4019
2 SOUPI 5 2431
3 SOUPI 5 3304

Soybean isoflavones
Crude 827
Purified 0
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int flavonoids
Crude 5428
Purified 4344

ue to the decrease in the formed HTA will be obtained. Fig. 4
hows the fluorescence spectra for HTA alone and HTA in presence
f several standards known to have scavenging properties against
ydroxyl radical, like: vitamin C, Trolox, lipoic acid and gallic acid.
s it can be noticed, the lipoic acid has the highest ability to scav-
nge •OH. For further measurements of the plant extracts, Trolox
as used as standard and the antioxidant capacity was expressed as

rolox equivalents, as Trolox is known to be the most used reference
ntioxidant.

Several plant extracts – previously characterised as composition
y partner that supplied the samples – known to have antioxidant
roperties were tested according to this method and each experi-
ent was performed in triplicate and the antioxidant capacity was

alculated according to the following relationship:

EAC = nTr f
Fblank − Fsample

Fblank − FTrolox

1
m

here nTr is the Trolox number of moles in the cell, f is the dilu-
ion factor, Fblank is the average fluorescence intensity measured at
24 nm for the blank, Fsample is the average fluorescence intensity
easured at 424 nm for the real sample, FTrolox is the average fluo-

escence intensity measured at 424 nm for Trolox and m is the mass
f dry base.

The results are presented in Table 5. As could be noticed, the

ighest values of the antioxidant capacity were obtained in the case
f the mint extracts, followed by those obtained from Salvia offic-

nallis and a very low scavenging activity was found in the case of
oybean isoflavone extracts, as expected. This pattern is normal due
o the structure of the analysed compounds, the polyphenols and

[

[
[
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avonoids being well known to be able to scavenge the hydroxyl
adicals.

. Conclusions

Response surface methodology, which combines factorial
esigns and regression analysis, represents a useful method for
ptimizing the experimental conditions needed for the determi-
ation of antioxidant capacity of different aqueous extracts. Out of
hree main factors and three potential interactions researched, irra-
iation time, TiO2 concentration, terephthalic acid concentration,

rradiation time× terephthalic acid concentration and TiO2 concen-
ration× terephthalic acid concentration were the factors and the
nteractions that significantly affect the fluorescence. Good agree-

ent was found between the values predicted by the experimental
esign and the values obtained experimentally. The selected opti-
al parameters were 10 min for the irradiation time, 25 �g mL−1

iO2 concentration and 0.1 mmol L−1 terephthalic acid concentra-
ion. The method relies on the fluorescent signal generated by the
ydroxylation of terephthalic acid with •OH formed during TiO2
hotocatalysis. It could be stressed that another advantage of the
uorescence method is that it is rapid, efficient, highly sensitive
nd needs only simple standards instrumentation. Moreover, once
ormed, the fluorescent product is stable.
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a b s t r a c t

The preparation of novel Staphylococcus aureus (S. aureus) amperometric immunosensing designs based
on the covalent immobilization of RbIgG at gold electrodes using the heterobifunctional cross-linker
3,3-dithiodipropionic acid di(N-succinimidyl ester) (DTSP), are reported. Two different competitive
immunosensing configurations have been tested and compared. In the first one, protein A-bearing S.
aureus cells and HRP-labelled antiRbIgG compete for immobilized RbIgG binding sites, while in the sec-
ond case HRP-labelled protein A was used. In both cases, the evaluation of the developed immunosensors
performance was accomplished through the monitoring at 0.00 V (vs. Ag/AgCl) of the catalytic current
originated after addition of hydrogen peroxide, using tetrathiafulvalene as redox mediator entrapped at
the modified electrode surface by cross-linking with glutaraldehyde. Optimization of variables concern-
ing the composition of the immunosensors as well as the detection conditions was carried out in 0.1 M
NaAc/0.1 M NaCl buffer of pH 5.6. The configuration that employed antiRbIgG-HRP resulted in better ana-

4 −1
lytical characteristics, with a detection limit of 1.4×10 cells mL for S. aureus cells submitted to wall lyses
by ultrasonic treatment. This immunosensor design was also evaluated using gold screen-printed elec-
trodes in order to reduce the analysis time and cost. In this case, a limit of detection of 3.7×102 cells mL−1

and a dynamic range from 1.3×103 to 7.6×104 cells mL−1 was obtained. A RSD value of 10.5% was found
for the responses to 9.6×103 S. aureus cells mL−1 obtained with seven different Au/SPEs-immunosensors.
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These disposable immuno
concentration levels, 1.2×

. Introduction

Nowadays, there is a growing demand for fast, reliable, sen-
itive and accurate methods to detect the presence of pathogen
icroorganisms in environmental and food samples. The incidence

f foodborne pathogens disease constitutes an increasing public
ealth problem in many countries of the world [1]. In particular,

ood poisoning by Staphylococcus aureus (S. aureus), one of the major
athogens in humans, is characterized by sudden onset of symp-
oms including nausea, vomiting, abdominal cramps, and diarrhoea
ithin 2–6 h after ingestion of toxin-contaminated foods [2]. More-

ver, the implementation of the Hazard Analysis Critical Control

oint (HACCP) system to ensure food safety through the identifica-
ion and control of specific hazards has increased the demand for
ests that can be completed within hours and enable processors to
ake quick corrective actions when necessary [3].

∗ Corresponding author. Fax: +34 9139 44329.
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ors were applied to the quantification of S. aureus in milk spiked at two
nd 4.8×103 cells mL−1, with good recoveries.

© 2008 Elsevier B.V. All rights reserved.

Immunological biosensors do not require large sample vol-
mes or toxic solvents for analysis, and are also characterized
y a minimal sample preparation, low reagent consumption,
igh specifity in complex matrices, and easy miniaturization and
utomation in portable devices [4]. Although several electrochem-
cal immunosensors for the detection of foodborne pathogenic
acteria have been reported in literature, only a few of them were
sed for the quantification of S. aureus [5–7]. Furthermore, the
pplication of electrochemical immunosensors to food analysis is
ot too extended, and most of the approaches described in liter-
ture [8–11] required a pre-enrichment step to be useful in real
amples analysis [3].

Several strategies have been employed to improve stability
nd sensitivity of electrochemical immunosensors. Hence, physical
nd chemical adsorption has been proposed for preparing ori-

nted antibody molecular layers on solid matrix surfaces [12–15].
lso, methods to minimize the distance between the trans-
ucer surface and the immobilized layer of antibodies have been
roposed [16,17]. Moreover, self-assembled monolayer (SAM) tech-
ology provides a powerful tool to obtain monomolecular films of
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iological molecules on various substrates, and has been used to
repare antibody molecular layers on solid surfaces using thi-
lated antibodies [18] or exploiting carboxyl–amine coupling of
he antibody over the SAMs of thiol or sulphide compounds
19–23,11]. In this context, we have reported recently on elec-
rochemical immunosensors for the determination of S. aureus
sing 3-mercaptopropionic acid (MPA)-modified gold electrodes
11,23].

In this work novel approaches for the construction of S.
ureus amperometric immunosensors with improved analytical
erformance are reported. These approaches make use of the
eterobifunctional cross-linker 3,3 dithiodipropionic acid di(N-
uccinimidyl ester) (DTSP), which forms spontaneously covalent
dducts with gold and specifically reacts with the primary amino
roup of antibodies through ester groups [24], and which, to our
nowledge, has not been used in the development of electrochem-
cal immunosensors until now. RbIgG antibodies were covalently
mmobilized onto DTSP-modified gold electrodes, and two compet-
tive immunosensor configurations were evaluated and compared:
a) competition for the binding sites of RbIgG between protein
-bearing S. aureus cells and antiRbIgG labelled with horseradish
eroxidase (HRP), and (b) between protein A-bearing S. aureus cells
nd protein A labelled with HRP. Protein A can be considered as a
pecific product of S. aureus and about 99% of the bacterial strains
ontain this protein [2].

One important drawback of immunosensors using conventional
lectrodes is the need to use a new electrode for each assay
ecause regeneration procedures are usually time-consuming,
an deteriorate the binding capacity, and may lead to stabil-
ty problems together with a decrease in the sensor’s lifetime.
n order to minimize these disadvantages, the use of low cost

ass-produced screen-printed electrodes (SPEs) has recently been
roposed [3]. Accordingly, in order to improve the usefulness
f the most favourable approach checked in this work, its per-
ormance was also evaluated using gold SPEs (Au/SPEs). This
isposable configuration was finally employed for the analysis of
on-diluted milk samples spiked with known amounts of the target
acteria.

. Experimental

.1. Apparatus and electrodes

Amperometric measurements were carried out with an ECO
hemie Autolab PSTAT 10 potentiostat using the software package
PES 4.9 (General Purpose Electrochemical System). A P-Selecta
ltrasonic bath and a P-Selecta Agimatic magnetic stirrer were also
sed.

A XBAS-NS-AU gold disk electrode (�∼3 mm) was used as
lectrode substrate to be modified. A BAS MF-2052 Ag/AgCl/KCl
3 mol L−1) reference electrode and a Pt wire counter electrode were
lso employed. A 10 mL glass electrochemical cell was used in the
xperiments.

Gold screen-printed electrodes (Au/SPEs) purchased from
ropSens were also used. The format of these SPEs includes a
old disk-shaped (12.6 mm2) working electrode, a silver pseudo-
eference electrode and a gold counter electrode, all of them
creen-printed on a ceramic substrate (3.4×1.0 cm) and subjected
o high-temperature curing.
.2. Reagents and solutions

A 2 M KOH (Panreac) solution, prepared in deionized water, was
sed for the pretreatment of the gold disk electrode. A 0.5 M H2SO4

5
c
n
a

nta 77 (2008) 876–881 877

olution containing 10 mM KCl prepared in deionized water was
sed for the pretreatment of the Au/SPEs.

A 4 mM 3,3′-dithiodipropionic acid di(N-succidimidyl ester)
DTSP) (Fluka) solution, prepared in dimethylsulfoxide (DMSO)
Scharlau) was employed for the covalent antibody immobilization
n the gold electrodes.

A 1 mg mL−1 IgG from rabbit serum (Sigma) solution was pre-
ared in 150 mM NaCl. Solutions of 4 �g mL−1 anti-rabbit IgG
whole molecule) peroxidase conjugate (Sigma), 0.5 mg mL−1 pro-
ein A peroxidase-labelled (Sigma) and 2.4% (w/v) S. aureus cells
Sigma; 10% wet w/v of essentially non-viable S. aureus Cowan
train cells in 0.04 M sodium phosphate buffer, pH 7.2, 0.15 M
odium chloride containing 0.05% sodium azide) were prepared
n 0.05 M phosphate buffer of pH 7.0. Moreover, a 0.5 M tetrathi-
fulvalene (TTF, Aldrich) solution prepared in acetone, a 25%
lutaraldehyde (Scharlau) solution, and a 2% BSA solution in 0.05 M
aH2PO4/Na2HPO4 containing 0.15 M NaCl and 0.05% Tween 20 (pH
.0) were also used.

Hydrogen peroxide (35% v/v) was purchased from Scharlau, and
he substrate solutions were prepared daily in a 0.1 M acetate buffer
olution containing 0.1 M NaCl, pH 5.6.

All chemicals used were of analytical-reagent grade, and
ater was obtained from a Millipore Milli-Q purification sys-

em. Semi-skimmed milk samples were purchased in a local
upermarket.

.3. Procedures

.3.1. Preparation of DTSP-modified gold electrodes
Before carrying out the deposition of the DTSP monolayer, the

old disk electrode (AuE) was pretreated as described previously
25]. The Au/SPEs were pretreated by placing a 50-�L drop of a 0.5 M
2SO4 solution containing 10 mM KCl on the electrodes surface.
hen, 10 cyclic voltammograms from 0.00 to 1.25 V were recorded
t a scan rate of 100 mV s−1, and the electrodes were washed with
eionised water.

DTSP monolayers were formed by immersion of the clean AuE
n a 4 mM DTSP solution in DMSO for 2 h or by deposition of a 50-
L drop of this solution on the Au/SPEs and allowing the reaction

o proceed for 2 h. Then, the modified electrodes were rinsed with
cetone and deionised water.

.3.2. Construction of the immunosensors
RbIgG was covalently attached onto the DTSP SAM. DTSP is

dsorbed onto the gold electrode surface through its disulfide
roups. The terminal succinimidyl groups become then exposed
o the solution allowing covalent immobilization of amine groups
f the antibody.

Two 5 �L-drops of a 1 mg mL−1 RbIgG solution were deposited
n the DTSP-modified gold electrode (waiting in between drops
or drying of the previous one at ambient temperature). Once the
lectrode surface had dried out, it was washed for 5 min in 0.05 M
hosphate buffer of pH 7.0 in order to remove non-covalently

mmobilized RbIgG onto the DTSP-modified gold electrode. Then, a
-�L drop of a 0.5 M TTF solution was deposited on the RbIgG-DTSP-
odified gold electrode and let to dry at ambient temperature.

he mediator was immobilized by immersion of the modified
lectrode in a 25% glutaraldehyde solution for 1 h at 4 ◦C. In
his way TTF was entrapped in the three-dimensional aggregate
ormed.
Prepared immunosensors were subsequently immersed for
min in a stirred 2% BSA solution in 0.05 M NaH2PO4/Na2HPO4
ontaining 0.15 M NaCl and 0.05% Tween 20 (pH 7.0) to prevent
on-specific adsorption of antiRbIgG-HRP or protein A-HRP and S.
ureus cells on the electrode surface.
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.3.3. Immunoassay procedures
The procedure for the competitive amperometric immunosen-

or which uses protein A-HRP as marker involved the following
teps:

(a) The TTF-RbIgG-DTSP-AuE was incubated for 10 min at room
temperature in a stirred 10-mL 0.1 M NaAc, 0.1 M NaCl (pH 5.6)
solution containing an aliquot of S. aureus cells standard solu-
tion.

b) The S. aureus-TTF-RbIgG-DTSP-AuE was immersed for 30 min
at room temperature in 10 mL of a stirred solution containing
20 �L of 0.25 mg/mL prot A-HRP in a 0.1 M NaAc and 0.1 M NaCl
(pH 5.6) solution.

The procedure for the competitive amperometric immunosen-
or which uses antiRbIgG-HRP as marker involved the following
teps:

(a) The TTF-RbIgG-DTSP-modified gold electrode was immersed at
room temperature during 20 min in 10 mL of a stirred 0.1 M
NaAc, 0.1 M NaCl (pH 5.6) solution containing an aliquot of S.
aureus cells standard solution.

b) The electrode was immersed for 30 min in 10 mL of a stirred
0.1 M NaAc solution containing 0.1 M NaCl (pH 5.6) and an
aliquot (1000 �L) of a 4 �g mL−1 antiRbIgG-HRP solution.

.3.4. Amperometric measurements
All measurements were carried out at room temperature. They

ere performed in stirred solutions by applying the desired poten-
ial and allowing the steady-state current to be reached. Once
repared, the immunosensors were immersed in 10 mL of a 0.1 M
aAc/0.1 M NaCl buffer solution (pH 5.6) and the amperometric

esponses (Eapp = 0.00 V vs. Ag/AgCl) to the addition of 100 �L or
0 �L of a 0.01 M H2O2 solution were recorded for the antiRbIgG-
RP and protein A-HRP immunosensors, respectively.

.3.5. Staphylococcus aureus cells wall lyses
In order to partially extract protein A from the S. aureus cells, two

xperimental procedures were tested. In the first one, the appropri-
te portion of the standardized cells suspension, prepared in a 0.1 M
aAc/0.1 M NaCl buffer solution (pH 5.6), was heated for 30 min [7].
hen it was let to cool down to room temperature and, after block-
ng with BSA as described previously, the corresponding working
lectrode was incubated in this solution for 20 min.

The second procedure consisted of immersing the S. aureus cells
olution prepared in a 0.1 M NaAc/0.1 M NaCl buffer solution (pH
.6) in an ultrasonic bath during 30 min. Then the corresponding
odified electrode was incubated in this solution for 20 min after

locking with BSA.

.3.6. Milk analysis
S. aureus was determined in semi-skimmed milk samples spiked

t two concentration levels, 1.2×103 and 4.8×103 cells mL−1, using
he antiRbIgG-HRP labelled immunosensor with DTSP-modified
u/SPEs. The spiked milk sample was immersed in an ultrasonic
ath for 30 min. After blocking with BSA as described above the
odified electrode was directly incubated in the stirred milk sam-

le for 20 min.
. Results and discussion

Fig. 1 schematizes the two amperometric immunosensor config-
rations developed in this work for the determination of S. aureus.
elative sizes of the components are not drawn on real scale in order

b
i
r

g
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o visualize all of them. Covalent immobilization of RbIgG onto a
TSP SAM was carried out in both cases. Two modes of monitor-

ng the affinity reaction between protein-A bearing S. aureus cells
nd the Fc region of RbIgG [6] were evaluated and compared: (a)
sing antiRbIg-HRP conjugate, and (b) using protein A labelled with
RP. The competitive immunosensing approach involved competi-

ion between S. aureus cells and the peroxidase-labelled reagents
antiRbIgG-HRP or protein A-HRP) for the binding sites of RbIgG
mmobilized onto the electrode surface. In both cases, TTF was
mployed as mediator of the enzyme reaction with H2O2, and
he mediator was co-immobilized onto the bioelectrode surface by
ross-linking with glutaraldehyde.

Non-specific adsorption of S. aureus cells, antiRbIgG-HRP and
rotein A-HRP was shown to occur onto the TTF-DTSP-AuE. This
on-specific adsorption gave rise to measurable amperometric sig-
als in the absence of immobilized RbIgG. Therefore, blocking of
lectrode sites unmodified with RbIgG was necessary. This block-
ng was accomplished by immersing of the immunosensor in a 2%
SA solution for 5 min.

.1. Optimization of the working variables

Optimization of variables concerning the composition of the
mmunosensors as well as the detection conditions were performed
n 10 mL of 0.1 M NaAc/0.1 M NaCl buffer solution (pH 5.6), after
dditions of 100 �L or 50 �L of a 0.01 M H2O2 solution for the
ntiRbIgG-HRP and the protein A-HRP immunosensors, respec-
ively. These enzyme substrate concentrations were high enough to
nsure that the enzyme reaction rate depended only on the enzyme
oncentration. The applied potential was 0.00 V (vs. Ag/AgCl) and
hese studies were carried out for a S. aureus concentration level of
.2×105 cells mL−1.

Fig. 2 shows that the amperometric signal increased with TTF
oading up to a value (1.5 �mol) after which a sharp signal decrease
as produced. This behaviour can be attributed to the hindrance of

he electron transfer in the presence of large amounts of TTF, which
s non-conducting, on the electrode.

Concerning the influence of the amount of antibody immo-
ilized on the electrode surface, the current measured at 0.00 V

ncreased with the antibody loading up to 0.010 mg, after which it
ractically levelled off. Consequently, 0.010 mg RbIgG were used for
ubsequent work.

Furthermore, the antiRbIgG-HRP or protein A-HRP solution con-
entrations used for each one of the tested configurations, as well as
he incubation time in these solutions were also evaluated. Fig. 3a
hows that although the current increased with the antiRbIgG-HRP
oncentration in the whole range studied, at concentration values
igher than 0.68 �g mL−1 a much higher variability in the amper-
metric signals (n = 5) was observed. Accordingly, a 0.68 �g mL−1

oncentration was chosen for further work. Similar experiments
or the protein A-HRP conjugate (Fig. 3b) showed a stabiliza-
ion in the amperometric response for concentrations higher than
.0×10−4 mg mL−1, which was chosen for further studies. Regard-

ng both incubation times (data not shown) 30 min were enough to
chieve maximum signals in every case.

Since an increase in the S. aureus cells loading produced
decrease in the amount of antiRbIgG-HRP or protein A-HRP

ttached to the RbIgG immobilized onto the electrode surface,
he higher the incubation time in the analyte solution, the lower
mperometric signals were recorded, with a levelling off for incu-

ation times longer than 20 min for the antiRbIgG-HRP-based

mmunosensor, and 10 min for the protein A-HRP-based configu-
ation.

Finally, the influence of the applied potential on the hydro-
en peroxide amperometric response in the −0.20 to +0.40 V
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Fig. 1. Scheme showing the deve

ave rise to similar results for both configurations with simi-
ar obtained results. The H2O2 cathodic current increased rapidly

hen the applied potential was varied from 0.40 to 0.00 V, reach-
ng a steady state for more negative values. An applied potential

alue of 0.00 V was chosen for both configurations in order to
ccomplish a sensitive detection and also to minimize the num-
er of potential interferents able to be reduced at the electrode
urface.

ig. 2. Amperometric response as function of TTF loading in the antiRbIgG-
RP immunosensor configuration for 1.0×10−4 M hydrogen peroxide. Amount
f immobilized RbIgG: 0.015 mg; S. aureus cells level in the incubation solu-
ion: 1.2×105 cells mL−1; incubation time in the S. aureus cells solution: 20 min;
ntiRbIgG-HRP incubation solution concentration: 0.04 �g mL−1; incubation time
n the antiRbIgG-HRP solution: 10 min. Background solution: 0.1 M NaAc/0.1 M NaCl
uffer solution (pH 5.6). Eapp = 0.00 V.
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immunosensors configuration.

.2. Performance characteristics of the developed immunosensors

Firstly the repeatability of the measurements was evaluated by
erforming 10 successive amperometric measurements in stirred
olutions (0.00 V) with each of the developed immunosensors,
nder the optimized conditions commented above. Repetitive
easurements for 1.4×106 cells mL−1 were carried out with the

ntiRbIgG-HRP-based configuration while, in the case of the protein
-HRP configuration, the bacteria concentration level checked was
f 1.92×107 cells mL−1. Relative standard deviation (RSD) values of
.3% and 4.1% were obtained for the measured steady state currents,
espectively, indicating a good repeatability of such measurements
ith both types of immunosensors.

The reproducibility of the responses obtained with differ-
nt immunosensors was evaluated. Results for five different
ntiRbIgG-HRP immunosensors and five different protein A-HRP
mmunosensors yielded RSD values for the signals corresponding to
he S. aureus concentration levels mentioned above of 9.1% and 8.4%,
espectively. This demonstrated that the fabrication procedure of
oth immunosensor designs was reliable, allowing reproducible
mperometric responses to be obtained with different immunosen-
ors constructed following the developed methodologies.

Calibration curves for S. aureus, expressed as the number of S.
ureus cells per mL, were constructed for each configuration. The
btained responses were normalized according to:

n = i− i∞
i − i∞
0

here i is the amperometric signal measured for a given analyte
oncentration, i∞ is the signal measured in the presence of an excess
f S. aureus cells, and i0 is the blank current in the absence of bac-
eria. The calibration curves are displayed in Fig. 4. As expected
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they can only be used for a single S. aureus cells concentration
level and a new one has to be fabricated for each concentration
ig. 3. Amperometric response as function of antiRbIgG-HRP (a), and protein A-HR
mount of immobilized RbIgG: 0.010 mg; S. aureus level in the incubation solution:
olution: 20 min; incubation time in the antiRbIgG-HRP or in the protein A-HRP sol

or competitive configurations, an increase in the amount of S.
ureus cells causes a smaller possibility of antiRbIgG-HRP or pro-
ein A-HRP to compete efficiently for the antibody binding sites,
hus resulting in a decrease of the obtained amperometric sig-
als. For the antiRbIgG-HRP-based immunosensor, the IC50 value
orresponded to 1.5×106 cells mL−1, and the limit of detection,
alculated as the analyte concentration for which the tracer bind-
ng to the antibody was inhibited by 10%, was 3.4×105 cells mL−1.
he immunosensor showed a dynamic range (normalized sig-
al in the 20–80% range) from 6.6×105 to 3.0×106 cells mL−1.
egarding the protein A-HRP-based configuration, the IC50 value
orresponded to 3.7×106 cells mL−1, and the limit of detection
o 2.4×106 cells mL−1. The dynamic range was from 2.8×106 to
.1×106 cells mL−1.

As it can be seen, the antiRbIgG-HRP-based configuration
llowed a lower limit of detection and a broader dynamic range
o be achieved. This limit of detection is comparable with those
btained using other immunosensor designs without cell lyses
reatments [11,23,26,27]. Moreover, the immunosensor can be
repared in a reasonable short time because the time needed to pre-
are DTSP-modified electrodes is much shorter than that required
or other SAM-modified gold electrodes [28].

The sensitivity of the developed method can be improved by

ubjecting bacteria cells to wall lyses in order to increase the
vailability of protein-A-bearing cell portions, and their diffu-
ion towards the antibodies immobilised on the sensing surface.
wo cell disruption procedures involving heat [21] and ultra-

ig. 4. Calibration curves obtained for S. aureus using competitive immunosensors
ased on: antiRbIgG-HRP (�), and protein A-HRP (�) configurations.

c
e
r

F
i
m
F

olution concentration for 1.0×10−4 M (a), and 5.0×10−5 M (b) hydrogen peroxide.
05 cells mL−1 (a), and 9.6×105 cells mL−1 (b); incubation time in the S. aureus cells
10 min; other conditions as in Fig. 2.

onic [29] treatments were evaluated. Accordingly, S. aureus cells
ere treated as described in Section 2.3.5, and subsequently

mmobilized using the same procedure that for non-treated
ells. The calibration graphs obtained with lysed cells are dis-
layed in Fig. 5. Dynamic ranges from 6.8×104 to 7.6×105,
nd from 3.0×104 to 3.7×105 cells mL−1, IC50 values of 1.2×105

nd 1.1×105 cells mL−1, and detection limits of 3.5×104 and
.4×104 cells mL−1, were obtained for cells subjected to heat treat-
ent and ultrasonic treatment, respectively. As expected, the limits

f detection achieved using both cell lyses treatments were lower
about one order of magnitude) than that obtained without cell
yses, which can be attributed to the lyses effects commented above
hat also lead to a lower steric hindrance. Although the preparation
f lysed cells samples increased the assay time in approximately
0 min, the remarkable increase in sensitivity achieved makes this
pproach worth it.

.3. Staphylococcus aureus immunosensors using gold
creen-printed electrodes

One major drawback of the developed immunosensors is that
hange or sample. As a consequence, the use of gold screen-printed
lectrodes was considered for S. aureus determination by transfer-
ing to this electrode substrate the same antibody immobilization

ig. 5. Calibration curves obtained for S. aureus with an antiRbIgG-HRP-based
mmunosensor: without cells lyses treatment (�), after cells lyses by heat treat-

ent (�), and after cells lyses by ultrasonic treatment (�). Other conditions as in
ig. 2.
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ig. 6. Calibration curves for S. aureus obtained with antiRbIgG-HRP-Au/SPEs: stan-
ard solutions (�) and semi-skimmed milk samples (♦).

ethodology, immunoassay fundamentals and transduction strat-
gy optimized for the antiRbIgG-HRP configuration. This way, up
o fifteen sensors could be prepared and used in each work-
ng day resulting in a much lower analysis time at a low cost.
iven that the electrode surface of the Au/SPEs was bigger than

hat of the conventional gold disk electrodes, a higher sensitiv-
ty is now expected. Fig. 6 shows the calibration graph obtained
fter subjecting bacteria to ultrasonication wall lyses. The dynamic
ange extended from 1.3×103 to 7.6×104 cells mL−1, with an IC50
alue of 1.0×104 cells mL−1. The limit of detection achieved was
f 3.7×102 cells mL−1, two orders of magnitude lower than that
btained with conventional gold disk electrodes. Repeatability tests
or a S. aureus concentration level of 9.6×103 cells mL−1 resulted
n a RSD value of 7.0% for 10 measurements with the same sensor.
he reproducibility of the responses obtained with seven different
u/SPEs immunosensors was also tested. A RSD value for the same
. aureus concentration level of 10.5% was obtained, which can be
onsidered as acceptable for this kind of disposable immunosensor.

The antiRbIgG-HRP-Au/SPEs were applied to the determination
f S. aureus in semi-skimmed milk samples. Milk not contain-
ng bacteria was spiked at two S. aureus concentration levels:
.2×103 and 4.8×103 cells mL−1. The samples were subjected to
he ultrasonication cell lyses procedure as specified in Section
.3.6. Thereafter, a calibration graph for S. aureus cells in milk
as constructed over the 1.7×103 to 3.8×106 cells mL−1 range

ollowing the same methodology that for standard solutions (see
ig. 6). The similarity of this calibration plot with respect to that
btained with S. aureus cells standards prepared in buffer solution,
uggested the possibility of performing direct S. aureus determi-
ation in milk with no need for dilution or sample treatment.
he calculated limit of detection in milk, according to the crite-
ion mentioned previously, 3.8×102 cells mL−1, is also similar to
hat obtained with standard solutions. Analysis of four milk sam-
les spiked at the 1.2×103 cells mL−1 concentration level, and of
even milk samples spiked at the 4.8×103 cells mL−1 concentration
evel, yielded S. aureus mean contents of (1.1±0.1)×103 cells mL−1

nd (5.1±0.5)×103 cells mL−1, respectively, the confidence inter-
al being calculated for ˛ = 0.05. Mean recoveries of (95±12) %

nd of (107±11) %, respectively, were obtained. The total time for
he assay, once the immunosensor is prepared, is of approximately
.5 h, which compares well with other approaches such as the one
roposed by Mantzila et al. [30] in which the immunodetection is
erformed directly in culture samples, and 100 cfu mL−1 bacteria

[
[
[
[
[
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ere detected with a detection time interval of 10 h. All these data
how fairly well the usefulness of the disposable immunosensor
esign to be used in the analysis of real samples.

. Conclusions

Amperometric immunosensors for the determination of S.
ureus cells, making use of DTSP-SAM modified gold electrodes
n where RbIgG and HRP-labelled antigens were coimmobi-
ized showed good analytical performance. In particular, the
mmunosensor design involving antiRbIgG-HRP, cell wall lyses by
ltrasonication, and Au/SPEs as electrochemical transducers allows
detection limit of 3.7×102 cells mL−1 to be obtained. A similar

ensitivity is achieved for the detection of S. aureus in milk sam-
les, which is one order of magnitude lower than the maximum
llowed limit for S. aureus in food. Moreover, the use of disposable
ass-produced SPEs-immunosensors allows the preparation and

andling of 15 sensors per day, which also constitutes an impor-
ant feature in the application of the developed immunosensors to
he determination of S. aureus in real samples.
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a b s t r a c t

An off-line photoirradiation LC fluorimetric method to determine tetrahydrobiopterin (BH4), by photo-
generation of biopterin (BIO), is described, as an alternative way to the chemical oxidation procedure. To
minimize the uncontrolled BH4 oxidation, due to environmental oxygen, an antioxidant, dithiothreitol
(DTT), was used. The acidity of the medium, as well as the presence of hydrogen peroxide, affects the rate
of the photoreaction and the nature of the obtained fluorescent photoproducts. The best conditions were
achieved by irradiation in hydrochloric acid (0.2 M) medium, in presence of 100 mM hydrogen peroxide,
eywords:
C
luorimetric detection
hotoirradiation
etrahydrobiopterin (BH4)
iopterin (BIO)

and using an irradiation time of 20 min. The method was tested in the analysis of serum samples contain-
ing BH4, and recoveries between 89 and 105% were found. Also, the proposed method allows the resolution
of BH4 and BIO, in the same sample, by injection of non-irradiated and irradiated sample aliquots in the
chromatographic system.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

In humans, tetrahydrobiopterin (BH4) has been recognized as
he most important nonconjugated pteridin. BH4 is a cofactor of
romatic amino acid hydrosylases involved in hydroxylation reac-
ions of phenylalanine, tyrosine and tryptophan. The participation
f BH4 in neurotransmitter metabolism regulation allows know-
ng some type of phenylketonuria [1]. BH4 is linked to its ability
o reduce molecular oxygen generating electrons, transformation
n 4-�-hydroxytetrahydrobiopterin and then, by dehydration, in
uinonoid dihydrobiopterin (qBH2) [2]. As a consequence, BH4
s, at least, an essential cofactor of five enzymatic reactions; for
henylalanine-4-hydroxylase (PAH), tyrosine-3-hydroxylase, and
ryptophan-5-hydroxylase. It is evident its implication in the
henylalanine—tyrosine transformation (Scheme 1). The alteration
f the mentioned pathway gives rise to different types of hyper-
henylalaninemia [3]. An amount of phenylalanine >150 �mol/L,

n human serum, is considered as pathologic. Both, patients with

efects in the biosynthesis of BH4, as well as patients with BH4
esponsive phenylalanine hydrosylase (PAH) deficiency, benefit
rom substitution with the synthetic cofactor. BH4 is adminis-
ered orally at doses of 2–10 mg/kg body weight, in order to
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eep the normal hydroxylation of phenylalanine to tyrosine in the
iver.

In addition to the hydroxylation of aromatic amino acids, BH4
erves as the cofactor for nitric oxide synthase and glyceryl-
ther monooxygenase. Nitric oxide (NO) is an important signalling
olecule for vascular homeostasis by the regulation of blood ves-

el diameter, platelet aggregation, leukocyte adhesion and smooth
uscle proliferation. It is believed that NO production is reduced

y decreasing BH4 concentration during oxidative stress, since it is
ne of the most potent naturally occurring reducing agents [4].

The main metabolite of BH4 is biopterin (BIO). The determina-
ion of the neopterin/biopterin (NEO/BIO) ratio in urine, along with
thers analytical parameters, such as phenylalanine and tyrosine
ontent, enzymatic activities evaluation and others, are applied to
stablish the differential diagnostic of the hyperphenylalaninemia.

Mother’s milk contains high amounts of BIO, 90-fold than in
erum, that fact indicates the possibility of production of BH4 from
ammary glands [1]. A number of data point out feeble perme-

bility of cell membrane for BH4; blood–brain barrier seems to be
elatively impermeable for BH4, which has been documented in ani-
al experimental models and by mild efficacy in supplementation
reatment with BH4, in patients with deficiency in this compound
5]. Chemical reduction of biopterin yields two diastereoisomers,
R- and 6S-BH4, being 6R-BH4 the natural form of tetrahydro-
iopterin. Other important pteridine ring compounds are neopterin
nd biopterin [6].
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Scheme 1. Regeneration of 5

Most of the studies about the determination of BH4 levels in
lasma or urine are based on its indirect determination, by genera-
ion of biopterin, being the Fukushima method [7] widely applied.
riefly, the method consists on two steps: (1) by acid iodine oxida-
ion the 7,8-dihydrobiopterin and BH4 give rise to biopterin; (2) by
lkaline iodine oxidation BH4 gives rise to pterin and BH2 undergoes
o biopterin. The content of BH4 in the original sample is calcu-
ated by difference between the amounts of biopterin obtained by
cid and alkaline oxidation. It is described that the instability of
H4 generates low content and poor repeatability in these analysis.
ecently, two antioxidants have been tested, dithioerythriol (DTE)
8] and dithiothreitol (DTT) [9], in plasma. However, the presence
f antioxidants could interfere in the later iodine oxidation [9].

Research studies about the photochemistry of folates, and other
iologically active derivatives of pterin, indicate that the activ-

ty of the pterin heterocycle gives rise to changes of reduction
egree of the original compounds. It is known that the attach-
ent of formyl, methyl, methenyl or other one-carbon moieties to

etrahydrofolic acid affects the properties of excited molecules of
olates. It is also known that photolysis of folic acid, folate deriva-
ives and simple (non-conjugated) pterins, involves chemical bonds
n the pteridine heterocycle and other portions of the molecule
10].
In previous papers, it has been observed how the pho-
oirradiaton of some folates as folic acid, folinic acid and
-methyltetrahydrofolic acid [11], is strongly affected by the UV

rradiation. In some cases, a notable increment of the fluo-
escence is observed, and the generation of the corresponding

o
S
l
(
u

Scheme 2. Chemical structures of th
-tetrahydrobiopterin (BH4).

xidized pteridin appears feasible according to the spectral char-
cteristics of the generated photoproducts. In other cases, the
uorescence disappears because a total oxidation of the molecule
ccurs. However, several photoproducts, with similar fluores-
ent characteristics, may be formed from the parent reduced
orms.

With the aim of establishing the transformation in the oxi-
ized pteridines, as an alternative way to the chemical oxidation
escribed before, we have carried out several photoirradiation
xperiments accomplished with LC studies of some pteridin
educed forms. The 5,6,7,8-tetrahydrobiopterin (BH4) and 7,8-
ihydrobiopterin (BH2) (Scheme 2) were studied as interesting
iochemistry and clinical compounds. In both cases, the forma-
ion of biopterin would be desirable due to its high fluorescence
uantum yield.

. Experimental

.1. Reagents

Pterin derivatives, as well as tetrahydro- and dihydro-
erivatives, were purchased from Schircks Laboratories (Jona,
witzerland). BH4, as dichorhydrate, was acquired as 6R-BH4. All

ther chemicals were purchased from Sigma–Aldrich (Madrid,
pain). Stock standard solutions (90 �g mL−1) of 5,6,7,8-tetrahydro-
-biopterin dihydrochloride (BH4) and 7,8-dihydro-l-biopterin
BH2), containing 0.1% DTT, were prepared by dissolution with
ltrapure water. Exposure to direct sunlight was avoided.

e analytes, BH4, BH2 and BIO.
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are in presence of air, during a short time.

We studied the effect of the UV irradiation in the tetrahydro-
and dihydro-pteridines, with the aim of generating the oxidized
pteridines, as an alternative to the chemical oxidation method.
46 A. Espinosa-Mansilla et a

.2. Apparatus

.2.1. Off-line photoirradiation system
An Osram 200 W HBO high-pressure mercury lamp, with an

riel model 8500 power supply (Spectra-Physics, Newport, USA),
as used for the photoreactions of BH4 and BH2. The photochemical

et-up included a light-box consisting of a fan, a mercury lamp and
quartz lens. Both, 3 and 10 mL quartz cells were used in the irra-
iation process. The cells were placed in an optical bench at 30 cm
rom the mercury lamp. The solutions were magnetically stirred
uring the UV irradiation.

.2.2. Chromatographic system
Chromatographic studies were performed on an Agilent 1100

C High Performance Liquid Chromatograph (Agilent Technologies,
alo Alto, CA, USA), equipped with an on-line degasser, a qua-
ernary pump, a diode array detector (DAD 61315A), and a rapid
can fluorescence detector (G1321 A), connected online. The Chem-
tation software was used for controlling the instrument, data
cquisition and data interpretation. Chromatographic separation
as achieved on an analytical column Zorbax Eclipse XDB-C18

150 mm×4.6 mm, 5 �m; Agilent Technology).
The LC mobile phase was formed by a mixture of citric acid

uffer, 10 mM at pH 5.5/acetonitrile (99:1, v/v). The mobile phase
as filtered through a 0.2-�m nylon filter and degassed before use.

he flow rate was 1.0 mL min−1 and the injection volume was 20 �L.
efore injection, samples were filtered through a Millipore Swineex
yringe adapter, containing a 0.22-�m regenerated cellulose mem-
rane filter. Detection was performed with photometric (256, 272
nd 330 nm) and fluorimetric (435 nm and 444 nm; �ex = 272 nm)
etectors, connected in series.

.3. General chromatographic procedure to determine BH4 by
sing off-line photoirradiation process

Into a 25.0-mL volumetric flask, aliquots of BH4 stock standard
olutions, adequate volume of hydrochloric acid to obtain a concen-
ration of 0.2 M, hydrogen peroxide (final concentration 100 mM),
nd deionised water to the mark, were added. The sample was
ocated in a 10-mL quartz cell in the photo reactor, stirred con-
tantly, and irradiated during 20 min. When the irradiation process
s finished, a 1/5 dilution was made with a citric acid buffer, 10 mM
t pH 5.5, filtered through a nylon filter (0.22 �m) and then aliquots
f 20 �L were injected into the chromatographic system. The BH4
as determined by fluorimetric measurement of the photoproduct

BIO) at 444 nm, after excitation at 272 nm. Peak areas and peak
eights can be used to quantify BH4.

.4. Procedure for determining total BIO in serum samples

Into a 25.0-mL volumetric flask, aliquots of 1.00 mL serum sam-
le (a pool of serum taken from healthy individuals) were spiked
ith different amounts of the BH4 stock solution (concentration

ange was between 200 and 1800 ng mL−1) after that, the sam-
le was treated in the same way described above. The total BIO
as determined by fluorimetric measurement of the photoproduct

BIO) at 444 nm, after excitation at 272 nm. Peak areas were used
o quantify total BIO.
. Results and discussion

Tetrahydropteridine derivatives are absorbent compounds that
how sparingly fluorescence in aqueous medium. In neutral
edium, BH4 exhibits an absorption spectrum with two maxima

F
1
a

ig. 1. Emission spectra of BH4 aqueous solution of 15 �g mL , pH 7 and
ex = 272 nm. (A) 20 min after preparation; (B) after irradiation during 18 min; (C)

n presence of 6 mM H2O2, 20 min after preparation; (D) in presence of 6 mM H2O2

nd after irradiation of 2 min.

ocated at 225 (the most intensive), and 300 nm. BH2 is slightly flu-
rescent, due to the presence of a double bond in the pyrazinic ring
onjugated with the pyrimidinic ring, and its emission wavelength
s located at 444 nm, when exciting at 272 nm. It is not possible to
evelop an enough sensitive methodology using the native fluo-
escence of these compounds. BIO is an oxidized pteridine highly
uorescent, with an emission maximum at 447 nm and, because of
his, an oxidation process is necessary prior to the determination
f BH4 and BH2, to convert them in BIO. This oxidation is a rapid
rocess, which occurs when the aqueous solution of BH4 and BH2
ig. 2. Evolution of the fluorescence intensity of BH4 aqueous solution of
5 �g mL−1, pH 7 (�em = 440 nm; �ex = 272 nm). (A) Aqueous solution; (B) with irradi-
tion; (C) in presence of 6 mM of H2O2; (D) in presence of 6 mM H2O2 and irradiation.
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ig. 3. Chromatograms for aqueous solution of BH4, 20 �g mL−1 (A) and BH2, 13 �
queous solution of BIO, 10 ng mL−1 (C), and dynamic emission spectra in the peak

.1. Evolution of the fluorescent characteristic of BH4 and BH2 in
queous solution

BH4 neutral solutions are slightly fluorescent, but its fluores-
ence is time dependent, due to its transformation in BIO. In 20 min,
ell-defined emission spectra are observed, showing an emission
aximum at 440 nm, by exciting at 272 nm (Fig. 1(A)). As it can

e noticed in Fig. 1, the rate of this evolution is favoured by the
resence of low amounts of hydrogen peroxide (C). Nevertheless,
he maximum evolution rate is reached when an aqueous solu-
ion of BH4, in presence of H2O2, is irradiated (D), and the highest
uorescence signal is obtained in only 2 min.
Kinetic curves, belonging to the process above described, are
epresented in Fig. 2(A′–D′). In the presence of H2O2 (C′), the
quilibrium is obtained in about 80 min but, when the same BH4
olutions are irradiated, two different processes are accelerated;
he formation and the degradation of the fluorescent photoproduct

o
d
a
a
e

1 (B) and dynamic emission spectra in the peaks 2 and 3. Chromatogram for an
272 nm. Mobile phase: citric acid buffer 10 mM, pH 5.5/acetonitrile, 99/1.

D′) and, as a result, the equilibrium is never reached. By compar-
ng kinetic curves A′ and C′, we could conclude that the presence
f H2O2 accelerates the conversion of BH4 to a fluorescent product.
n the other hand, comparing the kinetic curves B′ and D′, obtained
y irradiation of the solutions, the presence of H2O2 (D′), more-
ver, of acting as an accelerator, also keeps the formed fluorescent
ntermediates for a few seconds.

A similar behaviour is observed from BH2 aqueous solution,
lthough the initial fluorescence of BH2 aqueous solution is higher
han that obtained from BH4. The fluorescent spectral charac-
eristics of the photoproducts, in both cases, are similar and, in
ccordance with the formation of a pteridinic ring, give rise to BIO

r derivate compounds. To minimize the uncontrolled oxidation,
ue to environmental oxygen, it is recommended the addition of
n antioxidant, as DTT, to the BH4 and BH2 stock solutions, and
voiding light exposure. The acidity of the medium and the pres-
nce of hydrogen peroxide affect the rate of the photoreaction and
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he generated fluorescent compounds. A chromatographic moni-
oring of the photoreaction was developed to clarify the nature of
he photoreaction in several acidity media.

.2. Preliminary chromatographic studies

Preliminary chromatographic studies were performed in order
o separate several pteridines of biochemistry importance as NEO,
IO, pterin and BH2. Several buffer solutions were tested and
he best results were obtained by using citrate buffer, 10 mM at
H 5.5. Also, several acetonitrile percentages were assayed and
% acetonitrile was selected as optimum to obtain an adequate

socratic elution. Under these conditions, adequate separation of
EO (tr = 2.1 min), BH2 (tr = 4.2 min), BIO (tr = 4.7 min) and pterin

tr = 5.3 min) was achieved in 6 min.
As a preliminary study the stability of BH4 and BH2 aqueous

olutions, containing 200 ng mL−1, in presence of DTT, was tested.
he stock solutions of BH4 were stable, at least, during 4 h. However,
n the BH2 aqueous solutions, BIO was always present.

The injection of samples of BH4, BH2 and BIO allow knowing the
hromatographic profiles for the three analytes (Fig. 3). With the
im of simultaneously observing the photometric and fluorimetric
ignals, by using two serial detectors, and due to the low fluores-
ence of BH4 and BH2, a high amount of these analytes was injected.
ence, the possible presence of BH2 and BIO, at trace levels, gener-
ted by the environmental oxidation of BH4, could be monitored
n the fluorimetric detector. Because of the high quantum yield

f fluorescence of BIO, 10 ng mL−1 were enough to monitor the
hromatographic profile. In Fig. 3(A), the chromatograms for the
H4 (peak 1), BH2 (peak 2) and BIO (peak 3) are shown. It can be
bserved the generation of very low amounts of BH2 and BIO, in
queous solution, from BH4. Also, the higher fluorescence of BH2

a
T
s
i
p

ig. 4. Chromatograms for BH4 solution, 1 �g mL−1, 6 mM H2O2, after irradiation in aqueo
irradiated = 3 min; D: tirradiated = 6 min.
anta 77 (2008) 844–851

nd the presence of low amounts of BIO were confirmed. In com-
arison with BH4, BIO exhibits very high fluorescence. The dynamic
mission spectra in the peak are also shown. On the other hand, the
ormation of BIO appears more favourable from BH2.

.3. Chromatographic monitoring of the photoreaction

Aqueous solutions of BH4, containing 200 ng mL−1, in presence
nd absence of H2O2, were injected in a chromatographic system
ith the aim to establish the influence of the photoirradiation
rocess in the chromatographic profiles. The photoirradiation was
ested in neutral, acid and basic media.

In neutral and basic medium, the photoirradiation process, in
resence and absence of H2O2, give rise to several peaks, indicating
he co-existence of several photoproducts in all the range of irra-
iation times assayed. In the first, an increasing in the peak areas

s observed, and for high irradiation times, the peak areas dimin-
sh for all peaks. In Fig. 4, the chromatograms corresponding to the
volution of an aqueous solution of BH4, in presence of 6 mM H2O2,
t different irradiation times, are plotted. The instability and pro-
iferation of photoproducts made of these conditions unfeasible for
ur purposed.

However, when the irradiation process is made in acid medium
hydrochloric acid, 0.2 M), at the beginning of the irradiation two
eaks (peak 1 and peak 2) appeared, but only one was obtained for

rradiation times higher than 12 min (Fig. 5). The peak 1 appears as
n unstable intermediate compound and the formation of peak 2,

ccording to the diminishing of peak 1, can be observed in Fig. 6(A).
he peak 2 appears at the same retention time that the biopterin
tandard sample and, the emission spectra through the peak (excit-
ng at 272 nm), shows the purity and similarity with a biopterin
eak (Fig. 6(B)).

us medium (�em = 440 nm; �ex = 272 nm). A: non-irradiated; B: tirradiated = 1 min; C:
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ig. 5. Chromatograms for BH4 solution, 200 ng mL−1, 100 mM H2O2, after irra
irradiated = 3 min; C: tirradiated = 8 min; D: tirradiated = 20 min. Flow rate: 1.2 mL min−1.

The maximum quantum yield was achieved for an irradia-
ion time of 20 min, in presence of 100 mM H2O2 and, for higher
mounts of H2O2 a decreasing of the peak area was observed.

.4. Analytical reference parameters
Regression analysis of the mean peak area and height against
oncentration was performed, once the samples were irradiated
n the optima conditions. The range of concentration was var-
ed between 100 and 1200 ng mL−1, for BH4, and between 50 and
00 ng mL−1, for BH2. Each concentration was injected by triplicate.

3
s

s

ig. 6. Evolution of the peak heights 1 and 2 at different irradiation time (A) and dynamic em
B).
n in acidic medium (0.2 M) (�em = 440 nm; �ex = 272 nm). A: non-irradiated; B:

he results of the linear univariate regression analysis are summa-
ized in Table 1, which includes the detection limits (calculated
ccording to the criteria of Clayton et al. [12], by using the devia-
ion values of slope and intercept of the linear calibration equation)
nd the determination coefficients.
.5. Analytical parameters for calibration of BH4 in presence of
erum

The proposed method has been tested in the analysis of spiked
erum samples with BH4, and has been compared with a reference

ission spectra through the peak 2 at tirradiated = 20 min (�em = 440 nm; �ex = 272 nm)
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Table 1
Analytical and statistical parameters for the calibration of BH4 and BH2

Component Detector Chromatographic signal Slopea (determination coefficient) � Slope LODb (ng mL−1)

Peak height 0.13 0.01 67

BH4
�ex=272 nm (0.9977)
�ex=440 nm Peak area 1.47 0.03 69

(0.9977)

Peak height 1.32 0.02 24
BH2 �ex=272 nm (0.9971)

�ex=440 nm Peak area 12.64 0.31 35
(0.9940)

a Expressed as FU mL ng−1.
b LOD is the limit of detection according to the criterium of Clayton (˛ = ˇ = 0.05) [12].

Table 2
Results for the determination of BH4 in presence of serum using the standard addition method

Analyte Addeda Recovery (%)b (s) Slope calibrationc (determination coefficient)

In absence of serum In presence of serum

BH4

232 102 (7.5)
626 90 (2.6)

1021 98 (6.3) 1.470 (0.9977) 1.423 (0.9934)
1415 94 (4.1)
1800 98 (1.2)

Statistical comparison (P = 0.05) Fcal = 0.50 < Ftab = 2.57 tcal = 1.32 < ttab = 2.05
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a Expressed as ng mL−1.
b Mean recovery for three individual replicates for each addition.
c Expressed as FU mL ng−1.

alibration in absence of serum. Before the injection, the serum
amples were diluted 125-fold. The concentration range added was
00–1800 ng mL−1. The recovery values for all additions were cal-
ulated using the peak area as analytical signal. The slopes of the
alibration curves in presence of serum are similar to the reference
lopes in absence of serum. The comparison of the slopes of two
egression lines was performed by means of a t-test [13]. No signif-
cant statistical difference (P = 0.05) was found, when a comparison
etween the slopes was made. Statistical parameters for the linear
egressions are summarized in Table 2. Mean recovery values were
etween 90 and 102%.

Regression analysis of added versus found concentration values
n serum was applied for BH4. The estimated intercept and slope

ere compared with ideal values of 0 and 1, using the elliptical
oint confidence region (EJCR) test [14,15], for using both analytical
ignals, peak area and peak height. All plots contain the theoretical
0,1] point in the experimental ellipse (Fig. 7). This fact indicates
hat the security and precision of the analysis of BH4, using the

eak area and peak height, are similar. A slightly higher surface
as obtained for peak height measurements.

The precision of the method was calculated by injection of nine
ndividual replicates of serum samples, containing 300 ng mL−1

f BH4, and was expressed as relative standard deviation (R.S.D.).

B
B
t
a
a

able 3
esults obtained in the determination of BH4 AND BIO in binary mixtures

BH4]a
added [BIO]a

added [BH4]b
found (R.S.D.)

300 10 302 (0.2)
600 10 572 (0.7)
600 20 559 (1.0)
400 25 461 (0.2)
500 30 564 (0.1)
700 50 620 (0.7)
000 50 992 (0.4)

a Expressed as ng mL−1.
b Mean value for two individual replicates expressed as ng mL−1.
.S.D. were 3.5 and 6.8%, by measuring of peak area and peak height,
espectively. Taking into account the R.S.D. values, the peak area
as selected as optimum analytical signal, to measure BH4, by

he off-line photoirradiation HPLC proposed method. The proposed
ethod allows calculating the total biopterin (BH4 + BH2 + BIO) con-

entration in the sample.

.6. Simultaneous determination of BH4 and BIO

As it has been described above, BH4 and BH2 generate BIO by
hotoirradiation. When aqueous solutions of BIO are irradiated

n the optimized conditions, the peak area notably decreases by
ecomposition of the BIO. The ratio slope calibration BIOirradiated
b′)/slope calibration BIOnon-irradiated (b) was 0.464. Irradiated

ixtures composed by BH4 and BIO gave rise to only one chro-
atographic peak, corresponding to the BIO formed from BH4,

lus the amount of BIO not affected by the irradiation. Calculat-
ng the slope calibration for BH4 (b′ ′), the slope calibration for

IOnon-irradiated (b) and the slope calibration for BIOirradiated (b′),
H4 and BIO can be determined for each sample. Only two injec-
ions are made, one for an aliquot of problem (peak area = S)
nd other for an aliquot of problem previously irradiated (peak
rea = ST).

Recovery (%) [BIO]b
found (R.S.D.) Recovery (%)

101 11.1 (1.3) 111
95 10.4 (0.2) 104
93 20.5 (1.3) 103

115 25.8 (0.8) 103
113 33.0 (0.7) 110
88 50.7 (0.5) 101
99 45.2 (0.7) 90
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ig. 7. Peak height and peak area EJCR plots comparison for the BH4 proposed
ethod (A). Found/added regression EJCR plots for the determination of BH4 and

IO in their mixtures (B).

The signal corresponding to the amount of BIO not affected by
he irradiation may be calculated as

′ = S
(

b′
b

)
= S × 0.464

he signal corresponding to the initial amount of BH4 is:

BH4 = ST − S′

he amount of original BIO is easily calculated from the refer-
nce calibration equation of BIO as: [BIO] = S/b; and the amount
f BH4 is calculated, in the same way, using the BH4 calibration
urve: [BH4] = SBH4/b′ ′. By this method, BH2 and BH4 are deter-
ined together.

[
[

[
[

anta 77 (2008) 844–851 851

The concentration of BH4 and BIO, in a test group composed by
even samples of binary mixtures of BH4 and BIO, has been resolved
n the way above indicated. The composition and results obtained
re shown in Table 3. Recovery values were between 88–115% and
0–11%, for BH4 and BIO, respectively. The elliptical joint confidence
egion test was applied to evaluate the security and precision of the
ound/predicted values, for both analytes. As it can be noticed in
ig. 7, both ellipses contain the theoretical [0,1] point, hence, the
ecurity and the precision of the determination was confirmed.

. Conclusions

BH4 and BH2, by effect of the UV radiation, generate BIO and
ther non-identified molecular fractions. The formation of BIO is
roportional to the initial BH4 amount in the sample, and the pres-
nce of human serum does not interfere in the generation of BIO.
owever, the addition of DTT, as antioxidant, is recommended to
revent the spontaneous BIO generation from BH4. The proposed
ff-line photoirradiation HPLC method allows the resolution of BH4
nd BIO, in a same sample, by injection of non-irradiated and irra-
iated aliquots. This method must be implemented to increase the
ensitivity, with the aim of analyzing biological fluids from patients
ot pretreated with BH4. Current, an on-line photoirradiation chro-
atographic system method is being developed in our laboratory

o analyze BH4 and BH2 in presence of marker pteridines.
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a b s t r a c t

Different ultrasonic devices including ultrasonic bath with dual frequency, sonoreactor and ultrasonic
probe, were tested for their viability in the sample treatment for polymer characterization by matrix-
assisted laser desorption/ionization time-of-flight mass spectrometry analysis. The effect of sonication
frequency (35 kHz, 40 kHz and 130 kHz), sonication amplitude, and sonication time on the polymer’s
number-average molecular weight (Mn) and weight-average molecular weight (Mw) were investigated.
The effect of those variables in the molecular mass distribution of three polymer standards, poly(styrene)
2000 Da and 10,000 Da and poly(ethylene glycol) 1000 Da, was evaluated. In addition, the influence of
ultrasonic energy on the sample treatment as a function of the matrix-assisted laser desorption/ionization
ltrasound

olecular mass distribution
ALDI-TOF-MS

time-of-flight mass spectrometry (MALDI) matrix was also studied through two common standard matri-
ces, dithranol and 2,5-dihydroxybenzoic acid. The results obtained show that the ultrasonic bath at 35 kHz
is the best option for the purpose of fast sample treatment for polymer characterization. The Mn and Mw

values obtained for this ultrasonic device and for the three polymers tested using dithranol as MALDI
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matrix, were not statistic
concordance with the valu

. Introduction

Synthetic polymers today find application in nearly every indus-
ry and area of life. They are used as adhesives, lubricants, structural
omponents for many different materials, from computers to satel-
ites. The most recent applications are found in the bioscience area,
rom artificial components for the human body to drug delivery.

The way in which monomers are distributed to form the struc-
ure of the polymer will dictate the polymer’s properties, such as
olubility, durability, resistibility, crystallinity or tensile strength.

The characterization of a polymer is mandatory to define its
roperties, since the monomers are distributed statistically in
hains of variable lengths which originate differences in terms of
olymer’s physical and chemical characteristics.
Different analytical techniques can be used to define a poly-
er, including wide Fourier-transform infrared spectroscopy, angle

-ray scattering, scattering, small angle neutron scattering, gel per-
eation chromatography (GPC), Raman, small angle X-ray, nuclear
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different from the ones acquired with vortex mixing and also were in
commended by the polymer manufacturers.

© 2008 Elsevier B.V. All rights reserved.

agnetic resonance, polydispersity and mass spectrometry-
ased techniques. Furthermore, matrix-assisted laser desorp-
ion/ionization time-of-flight mass spectrometry, MALDI-TOF-MS,
eferred in this manuscript as MALDI, is a well-established rapid
nstrumental technique for polymer characterization [1,2].

Polymer characteristics that can readily be determined by
ALDI include the following: (i) the number-average molecular
eight, Mn, which provides an average weight of a given polymer;

ii) the weight-average molecular weight, Mw, is another form of
o give the molecular weight of a polymer and is calculated as the
rithmetic mean or average on the molecular weights of a certain
umber of molecules; (iii) the mass of repeat units; (iv) the poly-
ispersity, PDI, which is the ratio Mw to Mn; and (v) the end-group
ass structure [3,4]. Polymer distributions are typically character-

zed by Mn and Mw, which are calculated as follows [5]:

Mn =
∑ MiIi

Ii
Mw =
∑ M2

i
Ii

MiIi

PDI = Mw

Mn
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here Mi and Ii are the molecular weights of the oligomeric compo-
ents and their signal intensities, respectively. It is assumed a linear
elationship between number of ions and signal intensity [5].

The following features can be considered the major advantages
f polymer analysis by MALDI [2,6,7]:

(i) Absolute molecular weights of narrowly distributed polymers
(polydispersity < 1.2) can be determined as opposed to relative
molecular weights obtained by chromatographic techniques.

(ii) Analysis does not require polymer standards to assign molec-
ular weights to oligomers.

iii) Using submilligram amounts of sample material, the actual
analysis can be accomplished in few minutes.

iv) In addition, MALDI can determine the molecular weight inde-
pendently of the polymer structure.

Therefore, the speed and information obtained by MALDI are sig-
ificantly greater than with other conventional molecular-weight-
etermination techniques, such as gel permeation chromatography
GPC) [2,6]. The following drawbacks that can also be extended to
ther type of analysis by MALDI, limit widespread application of
ALDI for polymer analysis [3,4,7–9]:

(i) The availability of proper matrices for specific polymers.
(ii) The availability of proper cationization reagents.
iii) The availability of common solvents for both analyte and

matrix.
(iv) The polymer distribution is affected by (1) matrix type; and

(2) polymer and matrix salt concentrations used to prepare
the sample.

(v) The following MALDI instrumental parameters affect polymer
distribution: (1) detector voltage; (2) laser energy; (3) delay
time; (4) extraction voltage; and (5) lens voltage.

In addition to the above mentioned drawbacks, it must be
mphasized that the Mn and Mw of polymers determined by MALDI
ften differ from those moments determined by other methods of
olymer characterization such as GPC, overall for polymers with
igh polydispersity (PDI > 1.2). As an example, when data obtained
hrough MALDI are compared with data obtained by GPC, larger
iscrepancies in the values for Mn and Mw are observed for poly-
ers of high polydispersity. On the other hand, when polymers

f narrow polydispersities (PDI < 1.2) are compared, the GPC and
ALDI values for Mn and Mw tend to have better agreement

4].
MALDI analysis consists of three steps: sample preparation,

ample deposition on the MALDI sample plate and mass spec-
ral analysis. Regarding sample preparation, one of the keys to

successful MALDI analysis depends primarily on uniformly
ixing the matrix and the analyte. Samples are typically pre-

ared in an analyte/matrix concentration ratio comprised between
:103 and 1:105 in a suitable solvent such as water, acetone,
r tetrahydrofuran. However, for high molecular weight samples
uch higher ratios (1:8×106) have been used [10]. Matrices

sed for polymer analysis by MALDI include dithranol, 2,5-
ihydroxybenzoic acid (DHB), trans-3-indoleacrylic acid (IAA), and
-(4-hydroxyphenylazo) benzoic acid (HABA). These matrices are
ften used in conjunction with alkali metal salts (LiCl, NaCl and
Cl) or silver salts such as silver trifluoroacetate (AgTFA) to form

atrix-cationization agent mixtures in order to promote polymer

onization [3,4,6-8].
Concerning sample deposition on the MALDI sample plate,

and-spotting and electrospray are the techniques of choice. The
forementioned deposition methods can lead to different results

t
2
s
w
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s a function of the matrix used in the sample preparation process
6,7].

As far as MALDI analysis concerns, as written above, the instru-
ental parameters must be carefully chosen and controlled since

ariations can arise from those sources [4,7,8].
Ultrasonication has been used for sample treatment for analyt-

cal chemistry for decades [9,11]. Ultrasonication has also become
tool in polymer research with two main aims. On the one hand,
ltrasonication has been used for long in the synthesis of poly-
ers, as an initiator or to obtain a homogeneous distribution of

he monomers. On the other hand, it has been also used to study
olymer degradation mechanisms. However, one of its multiple
pplications, the mixing of different matrices to form more homo-
eneous samples, has not been systematically studied for sample
reparation of polymers for MALDI characterization yet, despite
f the advantages of high throughput and simplicity allowed by
ltrasonication.

In this work an ultrasonic bath with dual frequency, a sonore-
ctor, and an ultrasonic probe, were used to study the influence
requency of sonication, amplitude of sonication and time of son-
cation on the Mn and Mw values, when the aforementioned
evices are used in the sample treatment for mixing polymers and
atrices previous to MALDI analysis. Vortex mixing was used for

omparative purposes and it was considered the reference proce-
ure for polymer/matrix homogeneization. Poly(styrene) (PS) and
oly(ethylene glycol) (PEG) polymers were used as target analytes
ecause both have been systematically studied by MALDI by numer-
us authors and there is a huge amount of information available in
iterature regarding these polymers [4,10,12,13].

. Experimental

.1. Chemicals, solvents, disposables and apparatus

MALDI-TOF-MS analysis was performed on the following syn-
hetic polymers purchased from Fluka (Buchs, Switzerland):
1) a 2000-Da poly(styrene) sample (Mn = 2140, Mw = 2250 and
DI = 1.05); (2) a 10,000-Da poly(styrene) sample (Mn = 8650,
w = 8900 and PDI = 1.03); and (3) a 1000-Da poly(ethylene gly-

ol) sample (Mn = 970, Mw = 940 and PDI = 1.05). All of them were
tandards for GPC certified according to DIN, the German Institute
or Standardization [14]. Matrices used in this work were dithra-
ol and 2,5-dihydroxybenzoic acid (DHB), both with quality for
ALDI-MS (>98.5%) purchased from Fluka and used as received. Sil-

er trifluoroacetate (AgTFA) (>98%) from Fluka was used to increase
he polymer ionization and to minimize the formation of adducts
ith Na+ and K+. Acetone Pestanal® grade from Fluka was used as

olvent for MALDI matrices and samples.
Polymer–matrix solutions were prepared in safe-lock tubes of

.5 ml from Eppendorf (Hamburg, Germany) and were homoge-
ized with a vortex, model Sky Line, from ELMI (Riga, Latvia) or
sing the following ultrasonic devices: an ultrasonic bath with dual
requency (35 kHz and 130 kHz), model Transsonic TI-H-5, from
lma (Singen, Germany); a sonoreactor model UTR200, from dr.
ielsher (Teltow, Switzerland); and an ultrasonic probe, model UP
00S (dr. Hielscher).

.2. Sample preparation
Stock solutions of PS and PEG were prepared by dissolving
he polymer samples in acetone to a final concentration of ca.
×10−4 M. MALDI matrices (dithranol and DHB) were also dis-

olved in acetone to a final concentration of 10 mg/ml, and AgTFA
as added to the matrix solution to enhance polymer ioniza-
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ion. An aliquot of 20 �l of the polymer stock solution was mixed
ith 20 �l of the MALDI matrix solution. Polymer–matrix mix-

ng and homogenization was done through one of the following
rocesses:

(i) Homogeneization in vortex for 30 s.
(ii) Homogeneization in an ultrasonic bath: 100% sonication

amplitude, continuous mode, 130 kHz sonication frequency,
and 120 s sonication time.

(iii) Homogeneization in an ultrasonic bath: 100% sonication
amplitude, continuous mode, 35 kHz sonication frequency,
and 30 s sonication time.

(iv) Homogeneization in a sonoreactor: 20% sonication amplitude,
continuous mode and 10 s sonication time.

(v) Homogeneization in a sonoreactor: 20% sonication amplitude,
continuous mode and 30 s sonication time.

(vi) Homogeneization with an ultrasonic probe: 20% sonication
amplitude, continuous mode, and 10 s sonication time.

vii) Homogeneization with an ultrasonic probe: 20% sonication
amplitude, continuous mode, and 30 s sonication time.

Finally, the samples were hand-spotted onto the MALDI sample
late. Three replicates were done for each sample preparation mode
n = 3).

The sonication amplitudes and the sonication times were
elected based on our expertise with ultrasonication for sample
reatment [9,11]. Briefly, to avoid polymer degradation due to ultra-
onication, short sonication times were generally used. For the
ame reason, for the sonoreactor and ultrasonic probe, both having
igh sonication intensity, the lower amplitude of sonication was
elected.

.3. MALDI analysis

A MALDI-TOF-MS system, model Voyager DE-PRO Biospectrom-
try Workstation, equipped with a nitrogen laser radiating at
37 nm and 3 ns pulse from Applied Biosystems (Foster City, USA)
as used to obtain the polymer mass spectra following the instruc-

ions of the manufacturer. The polymers with molecular weight
f 1000 Da and 2000 Da were analyzed in the ion reflector mode
n order to enhance peak resolution. Analysis of the 10,000 Da PS
ample was done in the linear mode, due to the low sensitivity
btained in the reflector mode for high molecular weight polymers.
easurements were done in the positive ion mode, with the fol-

owing parameter settings: an accelerating voltage of 20 kV, a grid
oltage of 77%, a guide wire of 0.01% and a mirror voltage ratio
f 1.12. Delayed extraction was optimized for signal-to-noise for
he necessary mass range. Matrix type has a large influence on the
aser energy required to obtain a MALDI mass spectrum. As recom-

ended by Wetzel et al. [7], for each matrix data were obtained at
andomized laser energy intervals within that range, not in order
f increasing or decreasing laser energy. The polymer mass spec-
ra were collected at laser energies of 5.9–6.3 �J/cm2 for dithranol;
nd 6.9–7.1 �J/cm2 for DHB. The resolution of the peaks near the
olecular mass, for 500 laser shots, was 6500 in the reflector mode

nd 600 in the linear mode.
MALDI mass spectra were obtained in a manner designed to

inimize bias due to sample preparation and application. Each

ass spectrum represents the accumulated data from 500 laser

hots as the laser spot was moved over a sample site on a stainless
teel MALDI sample plate. The mass spectra were obtained from
ifferent sites on the 100-site MALDI sample plate to reduce the
ossibility of bias.

p
s
c
p
t
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.4. Data analysis methods

Mn and Mw values were calculated from each polymer mass
pectrum obtained by MALDI-MS. Polymerix (Sierra Analytics,
odesto, CA, USA) analysis software was used to integrate the
n and Mw, and to obtain the moments and separate the differ-

nt peak series. When necessary, the secondary and tertiary peaks
eries were used to obtain an estimate of extent of fragmentation
hrough the polymerix program. Analysis of variance (ANOVA) was
sed to determine whether the measured polymer Mn and Mw were

nfluenced by the sample treatment applied or not. The signifi-
ance level of the ANOVA was chosen to be 0.05. ANOVA compares
he variance at a given parameter value with the variance among
arameter values to determine if there is a significant influence
f the parameter on the polymer distribution. A parameter has a
ignificant variation when the variance between parameter values
s greater than a multiple (depending of the significant level) of
he variance within parameter values. When significant variations
ere detected a multiple range test was done to determine which
eans were significantly different from which others. This test uses

he Fisher’s least significant difference (LSD) procedure to discrim-
nate among the means. With this method, there is a 5.0% risk of
alling each pair of means significantly different when the actual
ifference equals zero [15].

. Results and discussion

.1. Poly(styrene), PS, 2000 Da

.1.1. MALDI spectra
Poly(styrene), PS, (2000 Da) was analyzed in dithranol and

HB matrices using AgTFA to enhance polymer ionization dur-
ng MALDI analysis [1]. Fig. 1A shows the MALDI mass spectrum
btained for the 2000 Da PS sample, for the 35 kHz ultrasonic
ath, UB, in dithranol, where peaks can be seen with mass
ifferences of 104 Da, corresponding to the PS monomer mass
C8H8).

Regarding PS in dithranol (Fig. 1A) the mass spectra showed
ood repeatability regardless of the polymer/matrix mixing process
sed. A matrix made of dithranol (10 mg/ml) and AgTFA (1 mg/ml)
as used. The average PS MALDI mass spectrum (500 laser shots)

howed in Fig. 1A was easily obtained thought the accumulation of
ve spectra with a total of 100-laser shots/spectrum. In addition, no

ragmentation was observed during the ionization process. There-
ore, no fragmentation due to ultrasonication sample pretreatment
either to MALDI ionization was observed. These results are in
greement with previous data described in the literature [7], and
an be related to the thermal stability of PS, which has a high ceil-
ng temperature, and as such, no fragmentation is expected during
typical MALDI analysis.

Concerning PS in DHB matrix, a higher amount of AgTFA
6 mg/ml) was necessary to obtain good polymer ionization, thus
onfirming that the choice of the MALDI matrix is critical when
erforming polymer analysis by MALDI, as previously reported by
ifferent authors [3,4]. The MALDI mass spectra acquisition was
ore difficult than with dithranol. In fact, to achieve similar results

n terms of intensity to those obtained with PS in dithranol, we
eeded to reduce the laser shots/spectrum ratio to 50 and also we
eeded to impact the laser twice in the same point of the sam-

le spot, so the first 50 shots were discarded and the following 50
hots were accumulated. Sample preparations containing high salts
oncentrations often yield increased signal intensity after an initial
eriod of low intensity at the top layer of sample spot, suggesting
he formation of a layer of salt over the polymer during the sample
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ig. 1. MALDI mass spectra in dithranol matrix with sample treatment done with t
oly(styrene) standard 10,000 Da (B) and poly(ethylene glycol) standard 10,000 Da

rying in the MALDI sample plate [16]. The poor performance of
he DHB as matrix for PS is directly linked with its chemical prop-
rties: the DHB is recommended for polar polymers and PS is an
romatic one. The different ultrasonic conditions tested for sample
reatment did not help to improve results when DHB matrix was
sed.

.1.2. Polymer characterization
As far as Mn and Mw values concerns, data regarding PS in dithra-

ol and DHB for the seven sample treatments tested are shown
n Table 1. As it can be seen, results obtained for both matrices

ere different. On the one hand, Mn values obtained in dithranol
ranging from 2156 Da to 2250 Da) were similar to the theoreti-
al Mn value for this polymer recommended by the manufacturer
2140 Da). Results closest to the theoretical value were obtained
ith the sonoreactor for either 10 s or 30 s of sonication time. In the

ame way, equivalent conclusions were drawn for the Mw values.

NOVA analysis of the Mn and Mw values obtained using dithranol
evealed no significant variation among the different sample treat-
ents studied. In addition, sample sonication time, in the range

tudied in this work, was also found non-significant. On the other
and, as it can be seen in Table 1, Mn and Mw values obtained in

3

o
f
t

able 1
n and Mw values± standard deviations of the three polymers in dithranol and DHB matr

ample treatment Polymer

PS 2000 PS

Dithranol DHB Dit

Mn Mw Mn Mw Mn

S bath 130 HHz, 120 s 2246±24 2382±29 1755±71 1855±75 87
S bath 35 kHz, 30 s 2250±42 2371±57 1826±22 1930±25 86
S cell disruptor 10 s 2234±26 2378±23 1922±70 2028±66 852
S cell disruptor 30 s 2245±70 2392±71 1876±10 1993±11 86
onoreactor 10 s 2156±81 2312±98 1921±25 2029±31 87
onoreactor 30 s 2176±35 2313±20 1954±60 2059±52 86
ortex 2198±39 2352±56 1888±95 2004±92 86
heoretical value 2140 2250 2140 2250 86

n and Mw values are averages of the data obtained for three samples (n = 3).
asonic bath at 35 kHz sonication frequency of poly(styrene) standard 2000 Da (A);

HB were ca. 200–500 Da lower than those obtained with dithra-
ol. This finding has been previously reported in literature and can
e related to analyte–matrix interactions rather than to the mixing
rocedure [4]. In addition, Mn and Mw values for PS 2000 Da in DHB
ere also lower than its recommended mass values. ANOVA analy-

is of the Mn and Mw values for DHB showed statistically significant
ifferences at 95% confidence level (P = 0.05). To determine which
eans were significantly different, a multiple range test was done.

n Fig. 2, a plot of the ANOVA analysis of means at 95% confidence
evel for the Mn and Mw values obtained for PS 2000 Da in DHB is
howed. As it can be seen in this figure, statistical differences were
ound between the vortex mixing and the sample/matrix homoge-
ization using the ultrasonic bath at 130 kHz for 120 s. This sample
reatment displayed the lowest Mn and Mw values (1755 and 1855,
espectively).

.2. Poly(styrene) 10,000 Da
.2.1. MALDI spectra
As described above for the PS 2000, good MALDI spectra were

btained using dithranol (10 mg/ml) and AgTFA (1 mg/ml) as matrix
or the PS 10,000 Da. It must be pointed out that it was impossible
o analyze this polymer with DHB even after increasing the amount

ices for each one of the seven sample treatments tested

10,000 PEG 1000

hranol Dithranol DHB

Mw Mn Mw Mn Mw

11±47 8828±41 1009±8 1037±8 1028±1 1058±1
81±38 8795±28 1001±11 1033±10 1003±20 1033±21
4±146 8638±145 1024±7 1054±9 997±5 1031±3
25±72 8743±70 1024±6 1053±4 1010±14 1045±14
26±63 8837±64 1014±11 1043±8 1029±8 1058±9
46±95 8757±94 1029±12 1056±11 1039±2 1069±1
15±72 8727±67 1003±7 1035±5 1014±4 1044±6
50 8900 900 940 900 940



886 L. Fernandes et al. / Talanta

F
o
l

o
i
e
f

3

T
v
f
a
n
t
c
a
s
v

3

3

u
n

m
(

t
l
T
t
c
m
u
f
t
I
t
s
o

w
l
i
b
c
p
I
c
t
b
i
o
m
t
a
3
T
t
d

t
z
l
o
w
t
c
c
t
l
i
o

3

s
b
t
t
a
a
c
t

ig. 2. Statistical analysis of means at 95% confidence level for the Mn and Mw values
btained for the poly(styrene) standard 2000 Da in DHB. LSD intervals display the
east significant difference intervals for the two-factor interactions.

f silver to 6 mg/ml. The mass spectrum of PS 10,000 in dithranol
s shown in Fig. 1B, where it can be seen peaks with mass differ-
nces of 104 Da, corresponding to the PS monomer mass (C8H8). No
ragmentation peaks were noted.

.2.2. Polymer characterization
Mn and Mw values for PS 10,000 Da in dithranol are shown in

able 1. As it can be seen in this table, Mn and Mw values were
ery similar to the recommended values certified by the manu-
acturer for this polymer (8650 Da and 8900 Da, respectively). In
ddition, ANOVA analysis of the Mn and Mw values revealed no sig-
ificant variations as a result of the sample treatments done with
he different apparatus tested (vortex, ultrasonic bath, ultrasonic
ell disruptor and sonoreactor), regardless of the sonication times
pplied. Differences observed in the Mn values for the different
ample treatments are comprised between±1.5% of the theoretical
alue.

.3. Poly(ethylene glycol), PEG, 1000 Da
.3.1. MALDI spectra
Polyethylene glycol, PEG, was analyzed in dithranol and DHB

sing AgTFA (1 mg/ml). The mass spectra of PEG obtained in dithra-
ol is shown in Fig. 1C, where it can be seen main peaks with

d
9
m
t
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ass differences of 44 Da, corresponding to the PEG monomer mass
C2H4O).

Regarding analysis done in dithranol, either for ultrasonica-
ion or vortex, a secondary peak series shifted about 16 Da to
ower masses from the main series was observed (see Fig. 1C).
he peak series shifted by about 16 Da to lower masses from
he main series can be attributed to the fragmentation at the
arbon–oxygen bond as referred in the literatures [7,13]. This frag-
entation series was obtained independently of the mixing process

sed, thus indicating that ultrasonication was not the cause of the
ragmentation. The percentage of the peak area represented by
he secondary peak series was comprised between 15% and 25%.
t must be stressed that there was not a link between the areas of
he secondary fragmentation and the sample treatment used, thus
howing that no extra fragmentation due to ultrasonication was
bserved.

Concerning DHB matrix, a secondary and tertiary peak series
ere observed shifted by about 4 Da and 16 Da, respectively, to

ower masses from the main series (data not shown). Those series
ndicate fragmentation. The tertiary peak series shifted 16 Da can
e attributed to the fragmentation at the carbon–oxygen bond as
ommented above. To the best of our knowledge, the secondary
eak series shifted 4 Da has not been cited in literature previously.

n any case, for the purposes of this study, it is unnecessary to fully
haracterize the fragments, since the apparent molecular mass dis-
ribution was close to the theoretical one given as reference for PEG
y the manufacturer of the polymer. The pattern of fragmentation
s not linked to ultrasonication since the same series of peaks were
btained after mixing the PEG and matrix with vortex. For DHB
atrix the secondary peak series represented the principal con-

ribution to the polymer distribution with an area percentage of
bout 50–65%, being the contribution of the main series of about
5–50% and the percentage of the tertiary series lower than 9%.
hose data suggest that for DHB matrix the polymer fragmenta-
ion during the MALDI ionization process is higher than that for
ithranol matrix.

The best resolution with the highest intensity was obtained for
he PEG/dithranol mixture in the clear zone, situated in the outer
ones of the sample spot. In this position, the matrix peaks are
ess intense and have no influence in the mass spectra. On the
ther hand, when DHB was used, the best MALDI mass spectra
ere obtained in the dark region of the sample spot because in

he clear region more interferences of the matrix were found. This
an be explained because hand-spotting usually causes large matrix
rystals to form, the polymer sample being not homogeneously dis-
ributed throughout the matrix. Hand-spotted samples can have
arge signal variations across the sample plate; in some regions,
t can be obtained large polymer signals (‘sweet spots’), whilst in
ther regions no polymer signal is obtained [7].

.3.2. Polymer characterization
Mn and Mw values obtained for PEG in dithranol and DHB, for all

ample treatments studied are summarized in Table 1. As it can
e seen in this table, results for both matrices were similar, for
he same sample treatment. In addition, similar standard devia-
ions were observed. Finally, depending on the sample treatment,
slight increment comprised between 3% and 7% for the Mn value
nd between 10% and 14% for the Mw value was obtained when
omparing it with the recommended value given for the manufac-
urer.
The ANOVA analysis of Mn and Mw values obtained for PEG in
ithranol and DHB revealed statistically significant differences, at
5% confidence level (P = 0.05), among the different sample treat-
ents used. As consequence, a multiple range test was performed

o find out which treatments were significantly different. Results
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ig. 3. Statistical analysis of means at 95% confidence level for the Mn and Mw value
C and D).

re given in Fig. 3, where it can be seen that

(i) For dithranol, the Mn value obtained with the vortex sam-
ple/matrix mixing was statistically different from the Mn values
obtained after sample/matrix mixing with the sonoreactor with
a sonication time of 30 s and the ultrasonic probe, with a son-
ication time of 10 s or 30 s (Fig. 3A). Similar conclusions can
be obtained for the Mw values (Fig. 3B). Consequently, for this
polymer and dithranol, vortex homogenization cannot be sub-
stituted for the sonoreactor or the ultrasonic probe.

ii) For DHB, Mn and Mw values obtained for vortex and sonore-
actor with a sonication time of 30 s were statistically different
(Fig. 3C and D). Accordingly, for this polymer and DHB, vortex
homogenization cannot be substituted for the sonoreactor.

. Conclusions

The most promising device for sample treatment for polymer
haracterization by MALDI seems to be the ultrasonic bath. With
his system it was assayed two different frequencies of sonication
5 kHz and 130 kHz. The homogenization process with the last fre-
uency for the PS 2000 Da in DHB matrix during 120 s, led to low
¯ w and M̄n values, that were found statistically different from the
alues obtained for the sample homogenization using vortex and
rom the values giving by the polymer manufacturer. Despite of this
esults, when UB at a sonication frequency of 35 kHz was used, the
alues for M̄w and M̄n obtained for PS and PEG in dithranol matrix
ere not statistically different from the ones acquired with vortex
ixing or from the values recommended by the manufacturers.
As a general role, the sonoreactor and the ultrasonic probe can be

lso used, but firstly needs to be clearly established by comparison
ith a regular mixing procedure, such as vortex, that they can be
sed without troubles in the sample preparation of a given polymer,

ince in this work the applicability of such devices was shown to
e dependant of a series of factors such as the type of matrix used
nd the sonication time employed.

For PS analysis by MALDI the DHB matrix should not be used.
his matrix needs six times more Ag as cationic reagent than dithra-

R

ined for the poly(ethylene glycol) standard 1000 Da in dithranol (A and B) and DHB

ol, for the analysis of PS 2000 Da, making necessary to discard the
pectrum of the first 50 shots due to the high saline content of
he mixture. In addition, it was found a high dependence on the
nalyte/matrix mixing procedure for this matrix. For instance, PS
000 in DHB cannot be mixed with the ultrasonic bath at 130 kHz
ith a sonication time of 120 s. Moreover, when the mass of the
oly(styrene) was increased from 2000 Da to 10,000 Da, analysis
ith DHB matrix was not possible for any of the sample mixing
rocedures studied, even increasing the cationic agent six times
ore than the amount needed for the analysis of PS 10,000 Da in

ithranol.
For PEG analysis in dithranol, significant differences were found

or Mn and Mw values, between vortex mixing and the sonoreactor
30 s of sonication time) and the sonication probe (10 s or 30 s of
onication time), the most intense sonication devices. When the
atrix for PEG was DHB, Mn and Mw values obtained with vortex
ixing were statistically different than those obtained with the

onoreactor (30 s of sonication time).
This pioneer work thus suggests that the UB with a sonication

requency of 35 kHz could be used for fast and high throughput
ample treatment of polymers for their characterization. Never-
heless, this methodology needs of further confirmation and to be
xtended to more polymers, and for this reason more works dealing
ith this subject are anticipated.
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a b s t r a c t

A multi-pumping flow system exploiting prior assay is proposed for sequential turbidimetric determina-
tion of sulphate and chloride in natural waters. Both methods are implemented in the same manifold that
provides facilities for: in-line sample clean-up with a Bio-Rex 70 mini-column with fluidized beads; addi-
tion of low amounts of sulphate or chloride ions to the reaction medium for improving supersaturation;
analyte precipitation with Ba2+ or Ag+; real-time decision on the need for next assay.
eywords:
urbidimetry
ulti-pumping flow system

rior assay
xpert system

The sample is initially run for chloride determination, and the analytical signal is compared with a pre-
set value. If higher, the sample is run again, now for sulphate determination. The strategy may lead to an
increased sample throughput.

The proposed system is computer-controlled and presents enhanced figures of merit. About 10 samples
are run per hour (about 60 measurements) and results are reproducible and unaffected by the presence of
potential interfering ions at concentration levels usually found in natural waters. Accuracy was assessed
against ion chromatography.
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. Introduction

In flow analysis, the result of an in-line performed prior assay
an be taken into account for improving analytical strategies relying
n real-time decisions [1]. The capacity of the analytical labora-
ory is then expanded, and the analytical results may become more
eliable. As feedback mechanisms are involved [2], highly versa-
ile flow systems are required. Multi-pumping flow systems (MPFS)
3] fulfil this requirement, as versatility is a core characteristic of
hem.

MPFS can be designed to behave as an expert system allowing,
or instance, reduction in the number of assayed samples, simpli-
cation of the analytical procedure and/or lowering the reagent
onsumption.

The abilities of expert systems to perform a prior assay,
nterpret the gathered result and set conditions for further

nalytical course through concentration-oriented feedback mech-
nisms have been emphasised elsewhere [4]. Moreover, expert
ystems constitute themselves in a useful tool for screening anal-
ses [5]. As a rule, the samples to be analysed are selected by

∗ Corresponding author.
E-mail address: ezagatto@cena.usp.br (E.A.G. Zagatto).
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omparing the result of the prior assay with a pre-set value.
he pre-set value is inherent to the focussed problem, and a
inary answer such as yes/no, absent/present, low/high is always

nvolved.
Regarding flow analysis, in-line screening may lead to a

ronounced reduction in the total number of determinations,
s demonstrated in the determination of zinc and phosphate
n soil extracts [6]. A 30% lessening in the number of deter-

inations was attained because determination of zinc was
arried out only when phosphate was present in concentra-
ions higher then a pre-set value. Recently, in-line selection of
he detection technique allowed better results to be obtained
n the sulphite determinations in untreated water samples
7].

The aim of the present work was to develop an expert MPFS for
equential turbidimetric determination of chloride and sulphate in
urface waters, involving real-time decision for selecting the sam-
les to be run for sulphate. Both methods are implemented in the
ame manifold, and the need for sulphate determination depends

n the chloride concentration that is in-line estimated. In-line sam-
le clean-up is performed by letting the sample to pass through a
io-Rex 70 cation exchanger mini-column with fluidized beads [8].
etection limits are improved by adding low amounts of sulphate or
hloride ions to the reaction medium. In order to reduce uncertain-
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Fig. 1. Flow diagram. Pi = solenoid pumps; Vi = three-way valves; R1 reagent:
0.01 mol L−1 AgNO3 in 3.0 mol L−1 HNO3, 1.0 mL min−1; R2 reagent: 8.0 mg L−1 NaCl,
1.0 mL min−1; R3 reagent: 0.16 mol L−1 Ba in 0.3% (v/v) Tween-80, 0.8 mL min−1;
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4 reagent: 100 mg L−1 SO4 in 2.0 mol L−1 HNO3, 0.8 mL min−1; R5 reagent: 0.3%
w/v) EDTA in 0.2 mol L−1 NaOH, 0.8 mL min−1; R6 reagent: 0.1 mol L−1 NaOH,
.2 mL min−1; R7: 1.5 mol L−1 HNO3, 7.5 mL min−1; P8: water; B1 and B2 = coiled reac-
ors (75 and 250 cm); x, y, w, z, p, t, v: confluence points; D: detector (410/800 nm).

ies of the results, the number of analytical replications is in-line
efined.

. Experimental

.1. Samples, standards, and reagents

All solutions were prepared with analytical-grade chemicals and
eionised water.

Natural water samples were collected into polyethylene bottles,
reserved with 1.0 mL HNO3 per litre, and filtered through a 0.45-
m membrane cellulose filter [9].

The stock standard solutions (1000 mg L−1 Cl or SO4) were based
n NaCl or (NH4)2SO4. Working standard solutions were daily pre-
ared in 0.014 mol L−1 HNO3, covering the 0.0–20.0 mg L−1 range.

The following solutions were used as R1–R7 reagents (Fig. 1).
1: 1.0×10−2 mol L−1 AgNO3 plus 3.0 mol L−1 HNO3 (weekly pre-

−1 −1
ared, stored in amber bottle); R2: 8.0 mg L Cl; R3: 0.15 mol L
a (as barium nitrate) plus 0.3% (v/v) Tween-80; R4: 100 mg L−1

O4
2− plus 2.0 mol L−1 HNO3; R5: 0.3% (w/v) EDTA (disodium salt)

lus 0.2 mol L−1 NaOH; R6: 0.1 mol L−1 NaOH; R7: 1.5 mol L−1 HNO3.
ater was used as C carrier stream.

a
[
i
r
a

able 1
ystem operation

tep Operation Pump (Volume

Sampling P1 (5 �L) + P2 (5
Sample introduction P1 (5 �L) + P2 (5
Reaction/column washing (phase 1) P1 (5 �L) + P2 (5
Reaction/column washing (phase 2) P1 (5 �L) + P2 (5
Sampling P3 (5 �L) + P4 (5
Sample introduction P3 (5 �L) + P4 (5
Reaction/column washing (phase 1) P3 (5 �L) + P4 (5
Column and analytical path washing (phase 2) P5 (5 �L) + P7 (5

nly Pi pumps specified below were switched ON; valve position 1 means the position sp
7 (2008) 571–575

The ion-exchange mini-column was prepared by packing the
eakly acid cation exchanger Bio-Rex 70 (Bio-Rad, 50–100 mesh,

odium form) into a 20-mm long×2.9-mm i.d. glass cylinder. In
rder to avoid resin losses during system operation, polyethylene
oams were placed at both ends of the column. The resin was con-
itioned by passing a 1.0-mol L−1 HNO3 solution (1.0 mL min−1)
hrough it for about 10 min.

.2. Apparatus

A FIAlab-3000 flow analyser, including a model USB 2000
V–vis Ocean Optics spectrophotometer furnished with an acrylic
-shaped flow cell [10] (inner volume = 10 �L, optical path = 10 mm)
as used. Wavelength was set as 410 nm.

The solenoid pumps (Bio-Chem Valve Inc., Boonton, NJ) with
, 8 or 50 �L stroke volumes and the MTV-3-N1/4UKG three-way
olenoid valves (Takasago Electric Inc., Nagoya, Japan) were oper-
ted through a power driver based on the PCL-711 interface card
Advantech, Cincinnati, OH) and the Quick Basic 5.0 software.

Coiled reactors and transmission lines were build-up with
olyethylene tubing (i.d. = 0.8 mm) of the non-collapsible wall type.

.3. Flow diagram

The proposed MPFS (Fig. 1) was operated according to the
owchart in Fig. 2, which emphasises the real-time decisions rely-

ng on previous measurements. Its operation is synthesized in
able 1.

The selected sample aliquot was initially handled according
o the analytical procedure related to method A, here chloride.
fter threefold repetitive sample handling, the analytical results
nd uncertainties were estimated. If uncertainty was higher to an
cceptable value (here 1%) the sample was run again (up to six
eplications). Thereafter, the averaged analytical result was com-
ared with the pre-set threshold value. If higher, the sample was
un again but aiming method B, here sulphate. If lower, next sample
as run (method A).

The analytical cycle started by passing the sample through the
on-exchange mini-column with fluidized beads (P9 pump ON).
otential interfering cations that could co-precipitate with barium
ulphate [11] and organic matter that could affect formation of the
ilver chloride turbidity [12] were then retained. The sample excess
as directed towards waste.

For chloride determination, only P1, P2 and P8 pumps were
witched ON. Thereafter, V2 valve rested in the position specified
n Fig. 1 during a pre-set time interval that defined the sample

liquot in terms of pump stroke volume and number of pulses
3]. During sample insertion, P8 was switched OFF. After sample
nsertion, V1 was switched back to position in Fig. 1, and P8 was
estored, thus pushing the sample selected aliquot through the
nalytical path related to chloride determination. At the w con-

per pulse) # Pulses Valve position

V1 V2

�L) + P8 (8 �L) + P9 (8 �L) 100 1 1
�L) + P9 (8 �L) 20 2 1
�L) + P6(8 �L) + P8 (8 �L) 80 1 1
�L) + P8(8 �L) + P7 (50 �L) 32 1 1
�L) + P8 (8 �L) + P9 (8 �L) 100 1 2
�L) + P9 (8 �L) 60 2 2
�L) + P6 (8 �L) + P8 (8 �L) 80 1 2
0 �L) + P8 (8 �L) 32 1 2

ecified in Fig. 1 and number 2 the alternative position.
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the beneficial aspects arising from the Cl addition were then more
ig. 2. Flowchart. Logical sequence of software is repeated three or six folds accord-
ng to the experimental response.

uence, the previously mixed (z confluence) R1 and R2 reagents
ere added to the sample, allowing formation of the analyte

oncentration-dependent turbidity inside B1 reactor. Details of the
nvolved chemistry are given elsewhere [12]. Passage of the sample
hough the detector resulted in a transient increase in turbidance,
hich was recorded as a peak with height proportional to chlo-

ide concentration in the sample, providing that uniform particle
ize and shape was attained [13]. Meantime, P6 and P7 were suc-
essively actuated in order to direct R6 and R7 streams towards the
ini-column, thus eluting the retained potential interfering species

owards waste and washing the mini-column. The procedure was
hreefold repeated and the mean analytical signal associated with
he chloride determination as well as its uncertainty was analysed
s above-mentioned.

For sulphate determination, V2 valve was moved to the alterna-
ive position, and the sample merged with R3 and R4 reagents at
he p confluence connector. Details of the reaction occurring inside
2 reactor are discussed elsewhere [14]. Analogously to chloride,
he number of replications was defined in function of the measure-

ent repeatability. After that, P5 pump was switched directing the
5 reagent to wash the analytical path. Addition of alkaline EDTA
olution was beneficial for this purpose. Preliminary tests empha-
ised that efficient washing of the manifold portions associated
o sulphate determination was attained with a 0.3-w/v EDTA plus
.2 mol L−1 NaOH concentrations in the R5 reagent.

.4. Procedure
Regarding chloride determination, influence of acidity of the
eaction medium was investigated by varying the HNO3 concen-
ration (0.0–5.0 mol L−1) in R1 reagent. Concentrations of AgNO3
R1 reagent) and chloride (R2 reagent) were investigated within

r
i
h
s

7 (2008) 571–575 573

he 5.0×10−4 to 1.0×10−1 mol L−1 and 0.0–10.0 mg L−1 ranges,
espectively. Optimization followed the one-parameter-at-a-time
pproach. Studies focusing on the influence of primary nucleous
ormation and further chloride addition to the analytical path were
ccomplished by varying the lengths of z–w transmission line
nd B1 reactor within the 0–300 and 10–100 cm ranges, respec-
ively. Influence of total flow rate was investigated between 2.0 and
.0 mL min−1. The sample-injected volume was varied between 80
nd 240 �L (10–30 pulses).

Regarding sulphate determination, influence of concentration
f R3 reagent was investigated between the 0.12–0.30 mol L−1 Ba
nd 0.1–0.3% (w/v) Tween-80 ranges. Influence of acidity was
nvestigated by varying the HNO3 concentration between 0.1 and
.0 mol L−1 (R4 reagent). Additionally, concentration of added sul-
hate ions (R4 reagent) was investigated between 0 and 100 mg L−1.

nfluence of the available time for reaction development was stud-
ed by varying either the B2 reactor length (75–200 cm) or the
otal flow rate (2.0–5.0 mL min−1). The sample-injected volume was
nvestigated between 320 and 800 �L.

After system dimensioning, it was applied to natural waters and
he main analytical figures of merit were evaluated.

. Results and discussion

.1. System dimensioning

Formation of the precipitate involves nucleation and crystal
rowth. During the nucleation period, clusters are formed under
upersaturated conditions, and the precipitate is not visible. The
ewly formed crystals reach a critical size beyond which the sta-
ility pattern is reversed and the particles tend to grow [15]. The
umber of formed crystals varies with the nature of precipitate,
nd depends also on several parameters amongst them the con-
entration of the involved solutions and presence of surfactants
11,13].

Regarding silver chloride precipitation, the colloidal particles
nder formation adsorb silver ions, present in large excess, being
hen positively charged. The stability of the colloidal suspension is
herefore dependent on van der Waals and electrical double layer
orces, and a tendency towards uniformity in particle size is noted.
onsequently, surfactant addition (colloid protector) and/or high
g concentrations are not needed for the turbidimetric determina-

ion of chloride. In fact, no measurable differences in recorded peak
eights were noted when Tween-80 was added to the R2 reagent.
nother relevant aspect is the relatively fast turbidity formation. In

he present work, no increase in turbidance was noted after stop-
ing the sample zone at the detector, demonstrating that turbidity
as fully established during the mean sample residence time in the

nalytical path.
Increasing the Ag concentration from 5×10−4 to

.0×10−2 mol L−1 Ag in R1 reagent improved sensitivity, but
urther increase (up to 5.0×10−3 mol L−1 Ag) caused a slight
essening in sensitivity, probably because of particle agglutination
hat led to a reduction in the available particle area for radiation
cattering [16]. The Ag concentration in R1 reagent was then
elected as 1.0×10−2 mol L−1 Ag.

Addition of chloride ions permitted lower chloride concentra-
ions to be detected, as one can perceive by analysing Fig. 3. As
ate of turbidity formation was not a limiting factor in this context,
elated to solubility product. However, the chloride concentration
n R2 reagent could not be increased at will, in order to avoid a too
igh and noisy baseline. It was then set as 8.0 mg L−1 resulting in a
table baseline of about 0.05 turbidance.
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The system is stable, and a slight baseline drift is noted dur-
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ig. 3. Influence of chloride addition. T = turbidance; curves a, b, c, and d refer to 2.0,
.0, 8.0 and 10.0 mg L−1 Cl in R2 reagent, respectively.

In contrast to AgCl, a very large excess of barium ions is needed
or a more uniform formation of the crystalline barium sulphate
recipitate, as supersaturation is more relevant in relation to BaSO4
ormation, and improved under higher Ba concentrations. More-
ver, number of clusters is increased. A surfactant should be added
n order to guarantee a uniform particle size distribution, thus mea-
urement repeatability. In fact, erratic results in the absence of a
olloid protector were noted, corroborating earlier findings [13].
ddition of surfactants played a beneficial influence also in rela-

ion to system washing, as retention of barium sulphate crystals in
he analytical path (mainly adsorption on the tubing inner walls)
as minimised. Here, addition of 0.3% (v/v) Tween-80 surfactant

n R3 reagent was enough for attaining reproducible measurements
R.S.D. < 2%) and a baseline with a very slight drift (<0.05 turbidance
er hour).

The barium concentration in R3 reagent was also a relevant
arameter. For <0.12 mol L−1 Ba, detection limit was not satis-

actory, as suitable supersaturated conditions were not attained.
topping the sample zone at the detector permitted one to conclude
hat rate of turbidity formation was too low, as the peak recorded
or 5.0 mg L−1 SO4 was noted only after about 2 min. Increasing the
a concentration up to 0.20 mol L−1 Ba led initially to an improve-
ent in detection limit and then to an increase in the analytical

ignal associated to 0.00 mg L−1 SO4, whereas the slope of the ana-
ytical curve remained practically unaffected. The Ba concentration

as then selected as 0.16 mol L−1.

Analogously to the chloride determination, addition of sulphate

ons to the reaction medium permitted lower analyte concentra-
ions to be detected. The sulphate concentration in R4 reagent was
xperimentally selected as 100 mg L−1 SO4. Lower values impaired

i
l
t
s

able 2
esults related to analysis of samples collected near seashore

ample Chloride

This work Ion chromatography [2

8.95 ± 0.16 9.22 ± 0.05
8.88 ± 0.11 9.40 ± 0.01
8.90 ± 0.32 9.40 ± 0.04
5.50 ± 0.67 5.56 ± 0.06
5.25 ± 0.13 5.84 ± 0.04
5.15 ± 0.03 5.27 ± 0.01

ata expressed in g L−1. Data based on three replications. For details, see text.
7 (2008) 571–575

etection limit whereas higher ones led to higher signals recorded
or 0.00 mg L−1 SO4.

Both chloride and sulphate methods are carried out under acidic
onditions in order to avoid formation of insoluble hydroxides
ith some potential interfering species, as well as precipitation

f barium with foreign anions such as hydroxides and carbonates.
cidity was not a parameter of paramount relevance in the chloride
ethod, and was set as 3.0 mol L−1 HNO3 in R1 reagent. Under the

onsequent high acidity, variations in sample acidity did not affect
he analytical results. Regarding sulphate determination, acidity of
he reaction medium is a relevant parameter, and could not be
ncreased indefinitely, as the solubility of the precipitate would
e higher [17] and nucleation rate and crystal growth would be

mpaired [14], deteriorating sensitivity. Acidity was then selected
s 2.0 mol L−1 HNO3 in R4 reagent.

Length of z–w transmission line (or conversely, flow rate
hrough it) determines the available time for interaction between
dded chloride and silver ions. This length was not relevant in rela-
ion to the chloride determination, as the involved nucleation is
ast. On the other hand, the t–p line was kept as short as pos-
ible (10 cm), to avoid settlement of barium sulphate crystals on
he tubing inner walls. With longer lines, sensitivity was improved
ut repeatability deteriorated in view of the erratic crystal
elease.

B1 and B2 reactor lengths were defined as 75 and 250 cm,
nough for attaining good mixing conditions. Increasing B1 length
eyond this value lessened recorded peak height in view of the

ncreased sample axial dispersion. Regarding B2 length, sensitivity
as slightly affected by increasing this parameter, as the increase

n sample dispersion was compensated by the increase in the tur-
idity formation. This aspect was confirmed, although conversely,
y varying total flow rate. As a compromise between sensitiv-
ty, detection limit and sample throughput, 3.0 and 3.2 mL min−1

otal flow rates and 160 and 460 �L sample volumes were
elected in relation to the chloride and sulphate determinations,
espectively.

.2. Figures of merit

The proposed system has been applied to large-scale analyses of
atural water samples. About 10 samples are run per hour, mean-

ng 1.88 g barium nitrate and 0.086 g silver nitrate consumed per
etermination. Sample throughput can be improved by reducing
he number of replications or when the number of samples with-
ut requiring sulphate determination is significant. In the present
ituation, all samples were assayed for both analytes, as validation
f the involved methods was aimed.
ng extended (4 h) working periods. Schlieren noise is usually
ower then 0.03 turbidance and can be circumvented by using
he dual-wavelength strategy [18] with measurements performed
imultaneously at 410 and 800 nm. The analytical curves are lin-

Sulphate

0] This work Ion chromatography

1.33 ± 0.02 1.33 ± 0.01
1.35 ± 0.06 1.36 ± 0.02
1.38 ± 0.01 1.44 ± 0.01
1.30 ± 0.02 1.33 ± 0.03
0.95 ± 0.01 0.96 ± 0.01
1.12 ± 0.01 1.10 ± 0.01
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ar for chloride and sulphate determinations, typical regression
oefficients being estimated as 0.997 and 0.993 (n = 5), respectively.
etection limits based on 3� were estimated as 0.7 mg L−1 Cl and
.3 mg L−1 SO4.

Implementation of both methods in a single expert system did
ot impair accuracy, as the main analytical characteristics were
aintained. Statistical differences between the proposed proce-

ure and ion chromatography [19] were not found at the 95%
robability level.

. Conclusions

The feasibility of implementing turbidimetric procedures in
xpert multi-pumping flow system was demonstrated. The system
s versatile and some of the involved routines can be skipped. In fact,
he number of replications can be fixed and the algorithm for select-
ng samples to be run for method B can be by-passed. This happened
n, e.g., the analyses of sample lots from estuarine waters where
oth chloride and sulphate determinations were needed. As high
alues were expected, samples underwent a 200-fold manual dilu-
ion with water. Results are presented in Table 2 that, again, permits
ne to conclude that the proposed system provides accurate results.
n arid regions near the sea border, the typical seawater sulphate-
o-chloride concentration ratio of 0.14 [20] tends to be modified
hen the sample is subjected to influence of interior waters, and

his is evident in Table 2.
In view of its potentialities, the proposed strategy is rec-
mmended for flow-based large-scale analyses. In fact real-time
ecisions based on in-line prior assays constitute themselves

n a powerful tool for expanding the capacity of the labo-
atory with consequent benefits in the analytical quality and
ost.
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The 14th International Conference on Flow Injection Analysis
nd Related Techniques (ICFIA 2007) was held in Berlin, Germany,
–7 September 2007. The conference was held jointly with the
apanese Association for Flow Injection Analysis (JAFIA).

ICFIA 2007 was hosted by Wolfgang Frenzel, acting also as Pro-
ram Chairman, from the Technical University Berlin and Jürgen
imon from the Freie Universität Berlin.

There were 116 participants from 30 countries representing five
ontinents, thus creating a truly international flair in many respects.
he programme consisted of 9 invited keynote lectures, represent-
ng a cross-section of leading FIA research around the globe, 32
ubmitted oral presentations and 108 posters.

Keynote lectures were given by Manuel Miro (University of the
alearic Islands, Spain) on application of various generations of
IA for processing solid samples, Ian McKelvie (Monash Univer-
ity, Melbourne, Australia) on water quality assessment using FIA
echniques with emphasis on determination of nutrients and metal
pecies in natural waters, Marcela Segundo (University of Porto,
ortugal) on the role of FIA and SIA for food analysis, Kate Grudpan
Chiang Mai University, Thailand) who compared the relationships
f various FI techniques to other flow methods, Olaf Elsholz (Uni-
ersity of Applied Sciences, Hamburg, Germany) on the use of FIA
n bioprocess analysis, emphasising the requirements of robust-
ess for routine analysis, Edgar Paski (British Columbia Institute of
echnology, Burnaby, Canada) on the challenges of implementing
SO standards for FIA and SIA methodologies, Krystyna Pyrzynska
University of Warsaw, Poland) who reviewed separation and pre-
oncentration techniques for trace metal analysis, Paul Worsfold
University of Plymouth, United Kingdom) giving an overview of
uminescence techniques in FIA and the particular benefits that
rise from this combination, and Dalibor Satinsky (Charles Univer-
ity, Czech Republic) who presented the current status of sequential
njection chromatography.

A special half-day session was devoted to FIA/SIA develop-
ents in Japan. The session was chaired by Elo Harald Hansen,
ho in a brief introductory speech also highlighted the contribu-

ion of Japanese scientists to developments of FI methodologies.
he six selected contributions given by Hideyuki Itabashi, Koichi
guma, Tsutomo Nagaoka, Hideji Tanaka, Norio Teshima and Shoji
otomizu were a very impressive documentation of the current
ctivities in Japan featuring many innovations and presenting inter-
sting areas of application.

The submitted lectures and the poster presentations covered
he enormous breadth of flow-based analytical techniques. This
as well illustrated by contributions presenting instrumental

c
s
h
d
l

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.09.012
evelopments and automation (e.g., sequential injection analysis,
equential injection chromatography, all-injection analysis, multi-
umping systems, microfluidic devices), various means of on-line
ample preparation such as membrane separation, preconcentra-
ion and extraction, as well as a variety of novel configurations for

ulti-component determinations, speciation and kinetic-catalytic
ethods.
Several contributions of ICFIA 2007 presented novel derivati-

ation reactions for spectrophotometric detection but also
ombinations with other detection principles like fluorimetry,
hemiluminescence measurements and different electroanalyti-
al techniques. The continuous interest in atomic spectrometric
ethods as FIA detectors for trace metal determinations became

vident from several contributions, often involving in-line precon-
entration and/or matrix separation techniques. A larger number
f contributions dealt with enzymatic methods and biosen-
ors, impressively demonstrating the advantages of kinetically
ontrolled conditions inherent to FI methodology. Hyphenated
echniques such as FI-LC and FI-CE were also presented offering
nteresting options for both sample pretreatment and multi-analyte
eterminations. Several contributions focussed on theoretical
spects of FIA related to mixing conditions, calibration strategies
nd chemometric data evaluation.

Applications of FIA and related techniques to a large variety of
ample matrices were reported, including the environmental and
gricultural samples, food, and pharmaceuticals as well as clinical
nd biological samples. Possibilities of analysis of gases and non-
queous samples using FI-methodology were also presented.

FIA instruments were exhibited by Hach Lange GmbH, Düs-
eldorf, Germany, and by Medizin- und Labortechnik Engineering
mbH, Dresden, Germany. Furthermore FIAlab Instruments (Belle-
ue, WA, USA) and eDAQ Company (Chalgrove, UK) displayed
nstrument literature and Sciware SL (Palma de Mallorca, Spain)

ade a live presentation of their software tools for control of flow
ystems and data evaluation. All these companies have sponsored
CFIA 2007 in one or the other way.

The social programme of ICFIA 2007 included a welcome recep-
ion on Sunday afternoon, a get-together party on Monday evening
which incidentally felt together with the birthday of the Confer-
nce Chairman and was hence a unique opportunity for him to
elebrate this event in a very memorable way) and a full day excur-

ion to Potsdam visiting the famous Sanssouci Castle and eventually
aving a cruise on the beautiful lakes of this area. The conference
inner took place on Thursday evening in the form of a buffet with a

arge variety of typical Berlin food specialities in the canteen of the
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echnical University. As the Conference Chairman I had the pleasure
o present poster prizes donated by Talanta, Microchimica Acta and
nalytical and Bioanalytical Chemistry and also to say Thank You to

ll persons that have contributed to the success of ICFIA 2009.

This special issue includes 24 peer reviewed papers submitted
y conference attendees. They provide an excellent cross-section
f the contributions of ICFIA 2007 and the current research in the
eld of flow-based techniques in general. I sincerely hope that going

t
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008) 461–462

hrough this issue will stimulate the readers to consider FIA and
elated techniques even more than before to be interesting research
ubjects and valuable tools for problem solving.

The 15th ICFIA will be held in Nagoya, Japan, 28th September

o 3rd October 2008. The conference will be jointly organ-
sed by the International Conference on Flow Injection Analysis
nd the Japanese Association for Flow Injection Analysis cele-
rating the 25th anniversary meeting of the latter association.

Wolfgang Frenzel ∗

Department of Environmental Technology, Technical University
Berlin, Str. d. 17. Juni 135, D-10623 Berlin, Germany

∗ Tel.: +49 30 314 29710.
E-mail address: wolfgang.frenzel@tu-berlin.de

Available online 18 September 2008
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imultaneous determination of econazole nitrate, main
mpurities and preservatives in cream formulation by high
erformance liquid chromatography
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a b s t r a c t

A reversed-phase high performance liquid chromatographic (RP-HPLC) method for determination
of econazole nitrate, preservatives (methylparaben and propylparaben) and its main impurities
(4-chlorobenzyl alcohol and alpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol) in cream formula-
tions, has been developed and validated. Separation was achieved on a column Bondclone® C18
(300 mm×3.9 mm i.d., 10 �m) using a gradient method with mobile phase composed of methanol and
water. The flow rate was 1.4 mL min−1, temperature of the column was 25 ◦C and the detection was made
at 220 nm. Miconazole nitrate was used as an internal standard. The total run time was less than 15 min.
mpurities
reservatives
radient method

The analytical curves presented coefficient of correlation upper to 0.99 and detection and quantitation
limits were calculated for all molecules. Excellent accuracy and precision were obtained for econazole
nitrate. Recoveries varied from 97.9 to 102.3% and intra- and inter-day precisions, calculated as relative
standard deviation (R.S.D.), were lower than 2.2%. Specificity, robustness and assay for econazole nitrate
were also determined. The method allowed the quantitative determination of econazole nitrate, its impu-
rities and preservatives and could be applied as a stability-indicating method for econazole nitrate in

a
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cream formulations.

. Introduction

Most fungal infections involve superficial invasion of skin or the
ucous membranes of body orifices. Some species under certain

onditions are capable of invading deeper body cavities and caus-
ng systemic mycoses. Such infections may become serious and
ccasionally life-threatening, and are frequently difficult to treat.
he treatment of systemic mycoses is becoming very important in
ecent years as a result of the increased incidence of opportunistic
east infections in immunocompromised patients. The widespread
se of immunosuppressants following organ transplant operations
nd AIDS has been major contributors to this situation [1].
The azoles represent a class of versatile antifungal agents. In
eneral, the azoles are effective against most fungi that cause
uperficial infections of the skin and mucous membranes. At high
oncentrations the azoles are fungicidal; at low concentrations they

∗ Corresponding author at: Department of Pharmacy, Faculty of Pharmaceutical
ciences, University of São Paulo, Av. Prof. Lineu Prestes 580 B-13, Butantã, 05508-
00 São Paulo, SP, Brazil. Tel.: +55 11 3091 3655; fax: +55 11 3815 4418.

E-mail address: aagaona@usp.br (A.A. Gaona-Galdos).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.010
© 2008 Elsevier B.V. All rights reserved.

re fungistatic. The fungicidal effect is associated with damage to
he fungi cell membrane, with the loss of essential cellular con-
tituents. The fungistatic effects of the azoles have been correlated
ith the inhibition of membrane-bound enzymes by low concen-

ration of the azoles [1].
Econazole nitrate (1-[2-(4-chlorophenyl)methoxy]-2-(2,4-

ichlorophenyl)ethyl)-1H-imidazole mononitrate (Fig. 1EN) is a
otent broad-spectrum antifungal agent used topically in the treat-
ent of skin infections. Further, results indicate that econazole

ould replace rifampicin/isoniazid as well as both rifampicin and
soniazid in chemotherapy of murine tuberculosis. Econazole alone
r in combination with antitubercular drugs did not produce any
epatotoxicity in normal or Mycobacterium tuberculosis-infected
ice [2,3].
Reported methods for the determination of econazole nitrate

n pharmaceutical formulations include titrimetry [4], spec-
rophotometry [5,6], derivative spectrophotometry [7,8], high

erformance liquid chromatography (HPLC) [9–12], gas chromatog-
aphy [13], high performance thin-layer chromatography [14] and
apillary electrophoresis (CE) [15]. A variety of enantiomeric sep-
rations using HPLC and CE methods were also published [16–25].
uantification of EN in biological samples has been developed using
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ig. 1. Chemical structures of econazole nitrate (EN), alpha-(2,4-dichlorophenyl)-1H
paraben (PP) and miconazole nitrate (MN).

ear infrared spectrometry [26,27] and liquid chromatography
28]. A stability-indicating assay method validated for econazole
itrate is described in the literature [29], showing specificity for

ts degradation products (4-chlorobenzyl alcohol and alpha-(2,4-
ichlorophenyl)-1H-imidazole-1-ethanol), as well as the inactive

ngredients, but not for preservatives because they were not
resent in the formulation (methylparaben and propylparaben).
his chromatographic separation was achieved with isocratic elu-
ion on a RP-18 column using methanol/aqueous ammonium
arbonate solution/tetrahydrofurane as the mobile phase and
iconazole nitrate as an internal standard. Nevertheless, this
ethod allows only the quantitative determination of econazole

itrate.
A pharmaceutical impurity is a component that is not the chem-

cal entity defined as the drug substance or an excipient in the drug
roduct. For this reason the safety of pharmaceuticals is dependent
ot only on the intrinsic toxicological properties of the active ingre-
ient and excipients in the drug product, but also in part upon the

mpurities that it may contain [30]. Therefore, identification, quan-
ification and control of impurities in the drug substance and drug
roduct are important in the drug development.

Preservatives would be effective at low concentrations against
ll possible microorganisms, nontoxic and compatible with other
onstituents used in the preparation. Esters of p-hydroxybenzoic
cid (parabens) have antifungal properties. Their toxicity is gener-
lly low, owing to rapid in vivo hydrolysis to p-hydroxybenzoic acid,
hich is rapidly conjugated and excreted [1].

The present methodology in comparison with the methods

escribed in the literature, shows a simple sample preparation and
obile phase composition and the last containing methanol–water
ithout buffers. This proposed method allows the simultaneous
etermination of econazole nitrate, its impurities and preservatives

n creams formulations with good resolution and peak symmetry.

u
f
B
0
r

able 1
evelopment of solvent gradient systems

System 1 System 2 System 3

T (min) % T (min) % T (min)

ethanol

0 55 0 55 0
45 100 35 100 13

15
23

low rate (mL min−1) 1.0 1.2 1.
azole-1-ethanol (DCE), 4-chlorobenzyl alcohol (CBA), methylparaben (MP), propy-

. Experimental

.1. Instrumentation

The gradient HPLC method was performed on a chromato-
raphic system, consisted of a solvent delivery pump system
odel LC-10AD (Shimadzu® Corporation, Japan), an auto injector

tted with 20 �L loop model SIL-10AD (Shimadzu® Corpora-
ion, Japan), an online degasification system model DGU-14A
Shimadzu® Corporation, Japan), a column thermostat oven model
TO-10AS (Shimadzu® Corporation, Japan) and an UV–VIS photo-
iode array detector model SPD-M10A (Shimadzu® Corporation,

apan). The output signal was monitored and integrated using
LASS VP® software v.5.91 (Shimadzu® Corporation, Japan). A
eversed-phase C18 Column, Bondclone® (300 mm×3.9 mm i.d.,
0 �m) PhenomenexTM California, USA, was used for separation.

.2. Chemicals

The reagents were of analytical grade. Methanol (HPLC grade),
btained from Merck (Darmstadt, Germany). Water was deionized
nd purified on a Milli-Q® water purification system (Millipore,
edford, MA, USA) and used to prepare all solutions.

.3. Chromatographic conditions

The mobile phase was methanol–water. The analysis was carried
ut in a gradient elution mode with 57% methanol at 0 min grad-

ally increased to 72% at 6.5 min, then increased to 98% at 10 min,
rom 10.01 to 15 min 98% using a flow rate of 1.4 mL min−1 at 25 ◦C.
efore delivering into the system the solvent was filtered through
.45 �m, HV membrane and degassed. The chromatograms were
ecorded at 220 nm.

System 4 System 5 System 6

% T (min) % T (min) % T (min) %

55 0 55 0 57 0 57
72 13 72 10 72 6.5 72
90 15 90 14 97 10 98
95 23 95 19 97 15 98

2 1.4 1.4 1.4
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2.7. Method validation

The method was validated according to the United States
Pharmacopeia requirements [31]. The following validation charac-
ig. 2. Gradient developing systems for methylparaben (MP), 4-chlorobenzyl alcoho
conazole nitrate (EN) and miconazole nitrate (MN). (Systems as in Table 1.)

.4. Standards

Econazole nitrate (100.55% purity) (Fig. 1EN) and miconazole
itrate (100.32% purity) (Fig. 1MN) were kindly donated by Formil
uímica Ltda. (São Paulo, Brazil). Impurities of econazole nitrate:
lpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol (98% purity)
Fig. 1DCE) and 4-chlorobenzyl alcohol (99% purity) (Fig. 1CBA)
ere purchased from Acrōs Organics (Geel, Belgium). Preserva-

ives: methylparaben (Fig. 1MP) and propylparaben (Fig. 1PP) were
onated by Laboratório Stiefel Ltda. (São Paulo, Brazil).

.5. Sample

The cream sample was supplied by Laboratório Stiefel Ltda. (São
aulo, Brazil) containing 1% (w/w) of econazole nitrate.

.6. Preparation of standard and sample solutions

Standard stock solutions of econazole nitrate (1000 �g mL−1),
iconazole nitrate (1000 �g mL−1), alpha-(2,4-dichlorophenyl)-

H-imidazole-1-ethanol (20 and 40 �g mL−1), 4-chlorobenzyl
lcohol (20 and 40 �g mL−1), methylparaben (500 �g mL−1) and

ropylparaben (200 �g mL−1) were prepared in methanol. The
olutions were stored under refrigeration. Working standard solu-
ions were prepared fresh daily by diluting appropriately the stock
olutions with the same solvent.

able 2
hromatographic parameters

ompounds Parameters

tR (min) K ˛ Rs

P 4.03 1.47 MP/CBA = 1.40 2.31
BA 5.00 2.06 CBA/PP = 1.65 4.92
P 7.11 3.40 PP/DCE = 1.12 1.47
CE 7.85 3.81 DCE/EN = 1.87 12.46
N 13.25 7.12 EN/MN = 1.05 2.25
N 13.83 7.48

P: methylparaben; CBA: 4-chlorobenzyl alcohol; PP: propylparaben; DCE:
lpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol; EN: econazole nitrate; MN:
iconazole nitrate; tR: retention time; ˛: separation factor; K: retention factor; Rs:

esolution.

F
4
i
C
g
fl

), propylparaben (PP), alpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol (DCE),

For the preparation of sample solution an amount equivalent to
bout 0.25 g of cream was accurately weighed into a 25-mL beaker
nd dissolved in 10 mL of a mixture of methanol–water (50:50, v/v)
n a water-bath at 60 ◦C for 5 min. After this period, the solution
as quantitatively transferred to a 25-mL volumetric flask. A 2.5-
L aliquot of the miconazole nitrate solution (1000 �g mL−1, stock

olution) was transferred into a 25-mL volumetric flask. Then the
olution was homogenized, cooled to room temperature and the
olume was completed to 25 mL with the mixture methanol–water.
he sample solution was then filtered using blue strip filter paper
Schleicher & Schull, Germany). Before injection on chromatograph,
he solution was filtered through a 0.22 �m filter (Millex PTFE,

illipore®). Final concentrations of econazole nitrate and micona-
ole nitrate solutions were 100 �g mL−1.
ig. 3. Chromatogram of standard solutions. Peaks: methylparaben (MP),
-chlorobenzyl alcohol (CBA), propylparaben (PP), alpha-(2,4-dichlorophenyl)-1H-

midazole-1-ethanol (DCE), econazole nitrate (EN) and miconazole nitrate (MN).
onditions: Bondclone® C18 Column, 300 mm×3.9 mm i.d., 10 �m; mobile phase:
radient elution starting with 57%, v/v methanol–water; temperature: 25±1 ◦C;
ow rate: 1.4 mL min−1; UV detection at 220 nm.
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Table 3
Linearity, detection and quantitation limits determined for the proposed RP-HPLC method for all compounds

Statistical parameter EN MP PP CBA DCE

Concentration range (�g mL−1) 70–120 30–55 8–18 0.2–6.2 0.2–6.2
Intercept 0.0834 0.0192 0.0031 −0.0015 −0.0011
Slope 0.0101 0.0066 0.0050 0.0144 0.0086
Correlation coefficient (r2) 0.9977 0.9977 0.9991 0.9991 0.9991
Residual S.D. of the regression line (�) 0.0144 0.0047 0.0009 0.0015 0.0009
DL (�g mL−1) 4.71 2.35 0.57 0.35 0.35
QL (�g mL−1) 14.28 7.13 1.72 1.06 1.05
F 861.19
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d
mulations, different solvent systems were evaluated (acetonitrile,
methanol and isopropanol), each one in different proportions. Rate
gradients and flow rates also were tested to achieve efficient sepa-
ration with a satisfactory resolution in a short time of analysis. Both
solvents acetonitrile and isopropanol do not provided satisfactory
857.57

N: econazole nitrate; MP: methylparaben; PP: propylparaben; CBA: 4-chlorobenzy
L: quantitation limit; F-test tabulated(0.05,1.4) = 7.71.

eristics were addressed to: linearity, detection and quantitation
imits, precision, accuracy, robustness, system suitability, selectiv-
ty, assay and specificity.

.7.1. Linearity, detection and quantitation limits, precision and
ccuracy

Appropriate aliquots of stock solutions were transferred
nto 10 mL volumetric flasks and diluted to volume with

ethanol. Concentration range from 70 to 120 �g mL−1 for econa-
ole nitrate, 30–55 �g mL−1 for methylparaben, 8–18 �g mL−1

or propylparaben, and 0.2–6.2 �g mL−1 for degradation prod-
cts (4-chlorobenzyl alcohol and alpha-(2,4-dichlorophenyl)-1H-

midazole-1-ethanol) were obtained. Then, the solutions were
ltered using a 0.22-�m filter (Millex PTFE, Millipore®) and injected
n the HPLC instrument. Each solution was injected in triplicate.
eak area ratios (compound/miconazole nitrate) were plotted ver-
us the respective compound concentrations.

Detection (DL) and quantitation limits (QL) were calculated from
he residual standard deviation of the regression line (�) of the
nalytical curve and its slope (S) in accordance with the equations
L = 3.3 (�/S) and QL = 10 (�/S) [32].

In order to measure repeatability of the system (while keeping
he operating conditions identical), 20 consecutive injections were

ade using a standard solution containing 80 �g mL−1 of econazole
itrate and 100 �g mL−1 of miconazole nitrate (IS). The results were
xpressed as the percentage relative standard deviation (%R.S.D.)
or peak area ratio (PAR) of econazole nitrate/miconazole nitrate
nd retention time of econazole nitrate.

For the determination of repeatability sample solutions were
repared at 100 �g mL−1 of econazole nitrate and 100 �g mL−1 of
iconazole nitrate. Ten determinations were performed to estab-

ish the intra-day precision.
The intra-day precision was evaluated by injecting sample solu-

ions prepared at lower, middle and higher concentrations of the
nalytical curve (80–120 �g mL−1 econazole nitrate) containing
00 �g mL−1 of miconazole nitrate, in 1 day. The inter-day precision
as evaluated by injecting the same solutions on three consecutive
ays. Three determinations for each concentration were performed.
recision was expressed as the %R.S.D. for peak area ratio of econa-
ole nitrate/miconazole nitrate.

The accuracy was calculated as the percentage recovery of a
nown amount of standard added to the sample. The accuracy of
ethod was evaluated in triplicate using three concentration lev-

ls 80, 100 and 120 �g mL−1. Econazole nitrate standard solution
as added to commercial sample solution and analyzed by the
roposed method.
.7.2. Robustness
The robustness of an analytical procedure is a measure of

ts capacity to remain unaffected by small, but deliberate, vari-
tions in method parameters, and provides an indication of its

F
z
3
m
2

2356.78 2220.68 2278.52

ol; DCE: alpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol; DL: detection limit;

eliability during normal usage [33]. In order to the robust-
ess study of the proposed method, deliberate modifications in
emperature–wavelength values were made. Thus, three tempera-
ures values were selected, one below and one above of the chosen
emperature. The same was made with wavelength.

.7.3. Specificity
The specificity of the method for econazole nitrate was tested

y analyzing a mixture of the inactive ingredients (placebo), the
ommercial samples of econazole nitrate and a mixture of standard
olutions.

.7.4. Selectivity
The selectivity of the method was established through study of

etention time, separation factor, retention factor, resolution of all
eaks and the absorption spectra of the eluted peaks.

. Results and discussion

.1. Method development

In order to develop a simple HPLC method for quantitative
etermination of EN, its impurities and preservatives in cream for-
ig. 4. Chromatograms of placebo (A), commercial sample containing econa-
ole nitrate (B) and standard solutions(C). Conditions: Bondclone® C18 Column,
00 mm×3.9 mm i.d., 10 �m; mobile phase: gradient elution starting with 57%, v/v
ethanol–water; temperature: 25±1 ◦C; flow rate: 1.4 mL min−1; UV detection at

20 nm.
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Table 4
Intra- and inter-day precision of the proposed RP-HPLC method for econazole nitrate
quantitative determination
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hromatographic profiles (overlaps in degradation products peaks
nd inadequate drift).

Several gradient systems were tested with the mobile phase,
ethanol–water (Table 1). The optimization of the methodology

ad targets as an adequate analysis time, avoid a pronounced rise
f drift and an adequate resolution factor of all compounds sepa-
ated. To reduce time analysis it was determined the elapsed time
etween the increase in the composition of mobile phase and its
assage through the detector. In order, to avoid the drift elevation,

t was also determined the adequate time in which the percentage
f methanol increases from 72 to 98% in 3.5 min, since a smaller
ime produced an abrupt rise in the baseline. On the other hand,
greater time does not cause significant difference. To achieve an

dequate resolution between all eluted peaks, it was calculated the
esolution factor, which was higher than 1.45 for all the substances.
ime analysis was significantly reduced in the system 6 in com-
arison with the others tested systems. Fig. 2 shows the retention
imes for the 6 compounds in each one of the systems. The gradient
eveloped system 6 was the one who provides the best results in
ime, resolution and symmetry of the peaks, as depicted in Fig. 3.
ther parameters are shown in Table 2.

.2. Method validation

Analytical curves were obtained by plotting peak area ratios
compound/IS) against the concentrations of respective substances.
n all cases, straight regression lines with correlation coefficients
r) above 0.997 were obtained. F-test was applied for all calibration
urves and the data provide conclusive evidence of a linear effect

etween concentration and instrumental response [34]. Data are
ummarized in Table 3.

The DL and QL were calculated using analytical curves results
Table 3). DL and QL values were obtained by injecting 20 �L of
tandard solutions in the chromatographic system.

w
c
c

o

ig. 5. Chromatogram of separation of standard solutions and spectra for all compound
lpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol (DCE), econazole nitrate (EN) and mi
0 �m; mobile phase: gradient elution starting with 57%, v/v methanol–water; temperatu
%R.S.D. 2.20 0.81 1.56

nter-day (n = 9)
%R.S.D. 0.52 1.27 0.93

Injection precision was determined after injecting 20 times in
he chromatographic system an econazole nitrate standard solution
ontaining 80 �g mL−1. The results obtained for PAR were, %R.S.D.
.25 and for retention time, %R.S.D. 0.04. The values obtained
emonstrate that the system is reliable for analysis.

The precision of the method was evaluated by repeatability and
ntermediate precision determinations. For repeatability, 10 sample
olutions at 100 �g mL−1 were analyzed in the same day and the
.S.D. obtained was 1.74%. The intermediate precision was achieved
y analyzing three different concentrations on three consecutive
ays. The one-way ANOVA was used to estimate the total variability
ithin and between days. The results, which, are shown in Table 4
resent good agreement.

The accuracy of the method was evaluated at three con-
entration levels. Triplicate determinations were made at each
oncentration level. The accuracy is expressed as percentage of
tandard recovered from sample matrix as R.S.D. The results are
hown in Table 5.

For robustness determination, changes in the temperature
nd wavelength were evaluated. About 1.8% of difference

as observed in the more critical result when the analyti-

al parameters were modified and compared with the original
onditions.

The specificity of the method was demonstrated by the absence
f interference among econazole nitrate, methylparaben, propy-

s. Peaks: methylparaben (MP), 4-chlorobenzyl alcohol (CBA), propylparaben (PP),
conazole nitrate (MN). Conditions: Bondclone® C18 Column, 300 mm×3.9 mm i.d.,
re: 25±1 ◦C; flow rate: 1.4 mL min−1; UV detection at 220 nm.
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Table 5
Recovery of a standard solution of econazole nitrate added to sample and determined
using the proposed HPLC method

Standard added to commercial
samplea (�g mL−1)

Standard found (�g mL−1) Recovery (%)b

40.00 39.15 97.88
50.00 51.13 102.26
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0.00 60.68 101.13

a Commercial sample (econazole nitrate cream).
b Average of three determinations.

paraben, alpha-(2,4-dichlorophenyl)-1H-imidazole-1-ethanol, 4-
hlorobenzyl alcohol, miconazole nitrate and excipients in the
amples, using the criteria defined in the USP 30 for assays [31].

mixture of the inactive ingredients (placebo) (Fig. 4A), the
ommercial sample of econazole nitrate (Fig. 4B) and a stan-
ard mixture solution (Fig. 4C), were analyzed by the proposed
ethodology. As it can be observed, neither the cream excipi-

nts nor preservatives and the impurity interfere in the analysis
f EN.

Two preservative substances present in the formulation and
mpurities of econazole nitrate were used to evaluate the selectiv-
ty of the method. Results are showed in Table 2. The absorption
pectra of the eluted peaks were achieved using a photodiode
rray detector and then compared with those of the reference stan-
ards. The results showed equivalent spectrophotometric profiles
Fig. 5).

For the assay, a sample was analyzed in triplicate and the average
btained was 105.50%. The British Pharmacopoeia [35] established
range between 90 and 110%. The tested sample using the proposed
ethod, presented satisfactory results.
System suitability test is an important part of liquid chromato-

raphic method. It is used to verify if the chromatographic system
s adequate and reliable. Data from 5 injections of a solution con-
aining 80 �g mL−1 of econazole nitrate standard solutions were
nalyzed. The R.S.D. was 0.09%. This result agrees with those spec-
fied in the United States Pharmacopeia [31].

. Conclusion

The validated method is rapid and efficient, and allows the
eparation of econazole nitrate in the presence of its degradation
roducts, impurities and excipients, without using buffers or pH
odifier in the mobile phase.

Since it was possible to identify and quantify econazole

itrate impurities as (4-chlorobenzyl alcohol and alpha-(2,4-
ichlorophenyl)-1H-imidazole-1-ethanol), the proposed method
an be used as a stability-indicating method for this drug in phar-
aceutical formulations.
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a b s t r a c t

The development and application of a portable, hybrid reagent-injection gas-diffusion flow analysis tech-
nique is described for the underway measurement of total alkalinity in estuarine waters. Injection of
pH 4.5 buffer into a continuously flowing sample stream produced gaseous CO2 that diffused across a
vailable online 25 March 2008

eywords:
as diffusion
eagent-injection

microporous PTFE membrane into a weakly buffered acceptor stream containing bromothymol blue indi-
cator. The resultant change in acceptor stream pH was detected photometrically using a super-bright LED
with a multi-reflection flow cell and charge coupled device detector. This method gave a detection limit
of 0.5 mg CaCO3 L−1, with reproducibility of 1.0% R.S.D. at 160 mg CaCO3 L−1, and a measurement rate of
71 injections h−1. The portable FIA system was used for underway analysis of estuarine waters with salin-
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ities ranging from that of
obtained by underway an

. Introduction

The total alkalinity (TA) of natural waters is practically defined as
he amount of base (HCO3

−, CO3
2−, OH−) that must be titrated with

cid in order to reach a pH of 4.5, the point at which hydroxyl ions
nd dissolved carbonate species are converted to carbonic acid [1].
n marine waters, the total alkalinity will also include other basic
r weakly basic species with pKa values of ≥4.5 that are present at
etectable concentrations, such as borate and silicate [2].

Total alkalinity is historically expressed in terms of the mass
quivalent of calcium carbonate, and in freshwaters total alkalin-
ty can range from 0.05 to 500 mg CaCO3 L−1 (1–10,000 �M) [3],

hile in marine systems the concentration usually lies within a
arrow range of 115–130 mg CaCO3 L−1 (2300–2600 �M) [4]. Total
lkalinity is an important water quality parameter because it pro-
ides a measure of the buffering capacity of a waterbody. Acidic
pecies from atmospheric or catchment sources, or from internal
iogeochemical processes, may exceed the buffer capacity of a nat-
ral waterbody, causing measurable pH change. There have, for

xample, been widespread reports of the acidification of freshwa-
er lakes in response to acid rain [5]. It is estimated that 30–40% of
he anthropogenic carbon dioxide added to the atmosphere due to
he burning of fossil fuels is absorbed by the oceans [6,7], and there

∗ Corresponding author. Tel.: +61 3 99054558; fax: +61 3 99054196.
E-mail address: ian.mckelvie@sci.monash.edu.au (I.D. McKelvie).
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water to seawater, and there was close agreement between the results
and from a reference titration method.

© 2008 Elsevier B.V. All rights reserved.

s now concern that this will decrease the pH of the oceans, by as
uch as 0.4–0.5 pH units by 2100 [8,9].
In estuaries, total alkalinity may behave conservatively, i.e. the

bserved concentration change is due only to dilution by mixing
f marine and freshwaters, or it may behave non-conservatively
n response to the effects of processes such as calcite dissolution
r deposition [10], rapid, high river flow events [11], or respiration
nd primary production. In the anoxic bottom waters and/or sedi-
ents of an estuary, alkalinity increases in response to microbially
ediated processes such as denitrification, and sulfate, iron and
anganese reduction that consume H3O+ [12].
Because of the transient nature of dispersion and mixing pro-

esses in estuaries, which are highly dependent on river flows and
idal fluxes, high frequency or spatially intense sampling and analy-
is is desirable in order that these processes be properly studied and
nderstood. Ideally rapid, on-line or in situ analytical techniques
hould be employed either onboard or from a sampling vessel to
nable underway collection of chemical information.

Total alkalinity in marine and estuarine systems has histori-
ally been determined by potentiometric acid–base titration [13],
nd this approach has subsequently been adapted for shipboard
se [14]. However shipboard measurements of total alkalinity are
echnically demanding, and involve painstaking measurements of
ombined titrant-acid and sea water volumes, as well as careful

tandardisation and storage of acids [15]. Thus, the development
f simpler, more robust methods for the determination of total
lkalinity in a variety of aquatic systems, that do not require the
onstant supervision of an experienced analyst, and which can be
perated autonomously are highly desirable. While automated lab-
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ratory titrators suitable for measurement of total alkalinity are
idely available, there are few reports of methods that are suitable

or continuous deployment, e.g. in underway mode at sea. A flow
njection system with potentiometric detection has been described
or total alkalinity monitoring in wastewaters [16] and an in situ
ow-through analyser [7] has been reported for use in seawater.
hese measurements are dependent on well-behaved potentiomet-
ic systems, which can be difficult to maintain in the electrically
oisy and mechanically aggressive conditions that occur onboard
hip or smaller sampling craft [6].

Flow injection titrations with spectrophotometric detection
ave also been reported for total alkalinity determination in drink-

ng [3] and surface waters [6], but the application of these methods
o the analysis of estuarine waters is likely to be problematic
ecause of errors associated with either salt effects on the detec-
ion chemistry or due to the schlieren (refractive index) effect that
ccurs when there is wide variation in salinity from one sample to
nother [17].

FIA coupled with gas diffusion techniques has previously been
eported for the determination of total inorganic carbon (TIC) in
ater samples. In this approach, sample is acidified and the gaseous

arbon dioxide that is evolved diffuses through a gas permeable
embrane into an acceptor stream, a process that is monitored by

ollowing changes in electrical conductivity [18] or the absorbance
f a pH indicator [19].

This paper describes a FIA gas diffusion system for the determi-
ation of total alkalinity in estuarine and fresh waters that is based
n a similar approach to that described above for total inorganic
arbon analysis, except that a pH 4.5 buffer is employed to adjust
he sample pH rather than a strong acid. At this pH, which corre-
ponds to the endpoint used in the titrimetric procedure for total
lkalinity determination, the amount of carbon dioxide produced
s proportional to the total alkalinity of the water sample. Diffused
arbon dioxide was detected in the acceptor stream by measur-
ng the change in absorbance of a bromothymol blue indicator at
40 nm. In addition to carbonate species, the total alkalinity value
trictly includes the titratable hydroxyl, borate and silicate species,
ut these are generally present in concentrations that are small
ompared with the carbonate/hydrogen carbonate alkalinity at 6
he pH of seawater (pH ca. 8.2) [4]. The validation data shown later
onfirms that the exclusion of non-carbonate species in the deter-
ination of TA is not problematic for surface fresh, estuarine and
arine waters, but it is recognized that substantial errors are likely

o occur using the proposed method for waters at pH≤9.
The proposed method for TA was implemented using a portable

IA instrument that was previously described for the rapid, under-
ay determination of filterable reactive phosphorus in estuarine
aters. This instrument operates in multiple reagent-injection or

eagent multi-commutation mode, i.e. by insertion of multiple
djacent sample and reagent zones, rather than the conventional
njection of a single zone of sample into a continuously flow-
ng stream of carrier or reagent. Reagent is held in a series of
eservoirs pressurized with helium gas, and is injected for care-
ully controlled periods using miniature solenoid valves [20]. Use
f multi-commutation promotes better sample and reagent mix-
ng, potentially improves sensitivity, reduces reagent consumption,
implifies FIA manifold design and provides greater potential for
iniaturization [21]. The compact flow injection system used in

his instance is a hybrid of both conventional sample injection and
ulti-commutation systems. This confers advantages of improved

echanical reliability (use of a rotary injection valve is avoided),

implicity (only two peristaltic pump channels are used), and
educed reagent consumption, making it suitable for rapid on-line
onitoring of total alkalinity in estuarine environments from small

ampling craft and larger marine vessels for extended periods.

w
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7 (2008) 533–540

urthermore, because this flow injection system exploits the gas
iffusion technique, it is tolerant to sample matrices with widely
arying salinities.

. Experimental

.1. Reagents

All solutions were prepared using analytical grade materials
minimum purity 99%) and ultra pure water (UPW) obtained from a

odulab® Analytical water purification system (Continental Water
ystems Corporation, Seven Hills NSW 2147, Australia). Total alka-
inity working standards in the range 40–160 mg CaCO3 L−1 were
repared daily by dilution of a 10 g CaCO3 L−1 sodium hydrogen car-
onate stock solution (1.6797 g/100 mL) that was stored at 4 ◦C in
he dark.

The indicator stream, an 8×10−5 M bromothymol blue solution
pKIn = 7.1) [22], was prepared in 1 mM phosphate buffer solution
t pH 6.5. A potassium hydrogen phthalate buffer solution at pH 4.5
23] was used for reagent-injection.

The standard reference material (SRM) for total alkalinity was
upplied by Analytical Products Group, Inc. (Belpre, OH 45714, USA),
ith a certified value of 43.0±1.9 mg CaCO3 L−1.

.2. Sample collection

Samples used for the laboratory validation of the total alkalinity
ethod included five commercial still spring water samples (Pump,
olden Circle, Farmland, Summit and Cool Ridge), purchased from
local supermarket, a variety of tap waters, and a sample from a

reshwater pond (Monash University). Marine water samples were
ollected from Werribee and Queenscliff in Port Phillip Bay, south-
astern Australia. All water samples were filtered on-site (0.2 �m
crodisc® syringe filter, Pall Life Sciences, Ann Arbor, MI 48103,
SA), and stored at 4 ◦C in prewashed polypropylene bottles.

The underway analysis of total alkalinity was performed from a
m powerboat, with the portable FIA system housed in a water-
roof container amidships. Sample was pumped continuously
sing a 12 V dc portable peristaltic pump (7518-00, Masterflex,
ole-Parmer Instrument Co, Vernon Hills, IL 60061, USA), through
3 mm i.d.×6 m PVC feed tube which was attached to a finned
etal “fish” used to weight the sample line and maintain it below

he water surface at depths of ca. 1 or 0.2 m, depending on the
ruise speed (2.5 or 5 knots respectively). The sample was coarse
ltered through a 25 �m mesh nylon screen (Swiss Screens (Aust)
ty. Ltd., Huntingwood, NSW 2148, Australia) mounted in a mem-
rane filter assembly (Swinnex® 47, Millipore Corp., Billerica, MA
1821, USA) before passing through a tangential flow filtration (TFF)
nit (Vivaflow 50, Gelman, Pall Life Sciences) at a flow rate of ca.
00 mL min−1 (Fig. 1). This high flow rate was used to ensure min-

mal sample transit time from the sampling intake to the entrance
ort of the TFF (ca. 13 s), and to promote turbulent flow through
he tangential flow filter. Depending on the suspended solids con-
entration of samples, filtrate flow rate varied between 4 and
0 mL min−1 as a filter cake gradually accumulated on the mem-
rane surface. A T-piece was used as a differential flow splitter (FS),
o regulate the pressure of filtrate feed to the analyser. Sample was
rawn into the analyser using the peristaltic pump on the instru-
ent at 2.4 mL min−1, and the excess flow from the flow splitter

as collected in HDPE bottles for validation analysis.

During the cruise, twenty-five samples were manually collected
n prewashed polypropylene bottles from the filtrate waste line
rom the flow splitter, and these were returned to the laboratory
tored on dry ice for comparative analysis, which was performed



S.M. Gray et al. / Talanta 77 (2008) 533–540 535

Fig. 1. Manifold diagram for total alkalinity analysis. Indicator (2.4 mL min−1); sample (2.4 mL min−1); PP, peristaltic pump; V1, valve 1 (miniature solenoid valve) feeds
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ample into the gas diffusion unit; V2, valve 2 pH 4.5 buffer reagent-injection; M
hrough detector; W, waste.
omponents enclosed by a broken line are only used for in the underway analysis m

ine; PF, pre-filter; PP, peristaltic pump; TFF, 0.2 �m tangential flow filter; FS, differen
aterial.

ithin 24 h. The salinity, electrical conductivity, temperature, time
nd global positioning system (GPS) data corresponding to each
utomated measurement of total alkalinity were logged by the
ortable analyser software.

.3. Instrumentation

The FIA system used in the development of this total alkalin-
ty method was constructed in-house, based on the design used
or dissolved reactive P determination [20] and more recently for
mmonia [24].

Indicator and sample from the sampling unit were pumped
ontinuously through the manifold (Fig. 1). Immediately prior to
n injection sequence, valve V1 was switched to divert sample to
aste, and buffer was injected into the stationary sample stream
sing a computer controlled miniature solenoid valve, V2 (LFVA
eries, The Lee Company, Westbrook, CT 06498-1591, USA). Fol-
owing reagent-injection, valve V1 was switched to resume sample
ow through the manifold. This sequence of sample and buffer
witching is essential to avoid pressure pulses that would otherwise
ccur, causing distortion of the gas diffusion membrane, shortening
ts operational life. The sample-reagent zone, containing gaseous
arbon dioxide generated by injection of pH 4.5 buffer was then
assed over unstretched PTFE plumbing tape (0.1 mm thickness),
hat was supported on either side by polymethylmethacrylate
locks, each with a machined linear channel, 75 mm long, 2 mm
ide, and 0.3 mm deep. Carbon dioxide that diffused through the
embrane into the indicator stream caused a colour change of

he bromothymol blue that was monitored using a low disper-
ion, multi-reflection cell with an effective optical path length of
a. 20 mm [25]. Transmitted light from a super-bright red LED (P/N
LMP-C116, Hewlett-Packard, �max = 654 nm, spectral bandwidth
0.4 nm, 2000 mcd, 15◦ viewing angle) was detected using a CCD

etector (S2000 Series, 400 �m fibre, Ocean Optics spectrometer,
unedin, FL 34698, USA). Peak response at 640 nm was measured

n mV. System control and data acquisition were achieved using
LabVIEWTM program (National Instruments, Austin, TX 78759-

504, USA) written in-house.

d
e
r
l

d MC2, 20 cm knotted mixing coils; GD, gas diffusion unit; FC, flow cell and flow

f operation. Sample (200 mL min−1); F, “Fish” for weighing down sample collection
w splitter; SV1, switch valve 1 for intermittent introduction of a standard reference

A manual switch valve, SV1 (Model 5031, Rheodyne, Rohnert
ark, CA 94928 USA) was used to periodically introduce a standard
eference material as part of the field analysis quality assurance
rogram.

. Results and discussion

.1. Selection of injection and detection conditions

The multi-commutation approach was used for total alkalin-
ty analysis because it permits electronic control of sample or
eagent dispersion [21]. Previous experience with this particular
ulti-commutation flow injection system for the determination of

lterable reactive phosphorus showed that optimal mixing could
e achieved by the use of two injected slugs of reagent. On this
asis, use of two injections of pH 4.5 buffer of varying volumes

nterspersed with a sample slug of the same volume was inves-
igated to determine the optimum injection volume for analysis.
eak responses obtained for different injection volumes are shown
n Table 1, and show that as injected reagent volume is increased,
he peak response also increases, as a result of the production of
arger amounts of carbon dioxide.

Changes in the absorbance of the indicator acceptor stream in
esponse to carbon dioxide diffusion were detected using a red
ED with maximum emission intensity at 654 nm with a spectral
andwidth of ca. 30 nm as the light source. While the absorbance
aximum of the bromothymol blue indicator occurs at 620 nm,

here is appreciable overlap between the emission spectrum of the
ED and the absorbance spectrum of the indicator solution. Com-
arison of the emission and absorption spectra suggest that the
ompromise wavelength of detection is approximately 640 nm, and
n all subsequent measurements the Ocean Optics CCD detector was
et to measure absorbance at this wavelength.
All calibration data sets showed some concentration depen-
ent deviations from linearity, but fitting of the curves to quadratic
quations resulted in correlation coefficients of >0.999 for all three
eagent-injection volumes used. Limits of detection were calcu-
ated as the concentration equivalent to 3�n−1 of the blank value
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Table 1
Calibration data for reagent-injection FIA determination of total alkalinity, using two buffer injections for standards over the range 0–160 mg CaCO3 L−1

Volume of buffer injected (�L) Sample volume (�L) Peak response at 160 mg CaCO3 L−1 standard (mV) %R.S.D. (n = 3) Calibration equation (correlation coefficient) LoD (mg CaO3 L−1)

6 6 594 2 PkHt =−0.0167[CaCO3]2 + 6.25[CaCO3] + 13.7 (r = 0.999) 1.0
12 12 771 2 PkHt =−0.0136[CaCO3]2 + 6.91[CaCO3] + 12.2 (r = 0.999) 0.5
18 18 894 1 PkHt =−0.0118[CaCO3]2 + 7.38[CaCO3] + 12.0 (r = 0.999) 0.5

Table 2
Total alkalinity concentrations (mg CaCO3 L−1) for various water samples and a standard reference material, obtained using the total alkalinity reagent-injection gas diffusion method

Sample Salinity, S (Practical
Salinity Scale 1978)

This method-6�L injections This method-12�L injections This method-18�L injections Reference method

Concentration
(mg L−1)

%R.S.D.
(n = 3)

%Difference
from reference
method

Concentration
(mg L−1)

%R.S.D.
(n = 3)

%Difference
from Reference
Method

Concentration
(mg L−1)

%R.S.D.
(n = 3)

%Difference
from reference
method

Concentration
(mg L−1)

%R.S.D.
(n = 3)

Pump 0 0.530 8 −74 1.92 5 −5 1.93 5 −4 2.02 3
Golden Circle 0 84.7 1 1 84.6 1 1 85.6 0.3 2 83.7 0.4
Farmland 0 187 1 −2 189 1 −1 192 2 1 190 0.3
Summit 0 188 2 −1 196 1 3 191 1 1 189 0
Cool Ridge 0 144 2 0.4 151 3 6 142 1 −1 143 0
Fitt. kit. tap 0 12.3 5 3 11.9 5 −0.1 11.6 4 −3 11.9 2
Kitchen tap 0 12.6 3 3 12.4 4 1 11.8 3 −4 12.3 2
Pond 0 106 6 −4 111 1 1 110 0.3 −0.3 110 0.5

Werribee 1 36 82.1 1 −37 130 3 −0.5 130 1 −0.6 131 0.4
Werribee 2 36 91.9 4 −28 137 2 7 131 1 3 128 0.4
Queenscliff 36 80.9 4 −30 112 2 −2 112 0.5 −2 115 0.5

SRM – 45.8 1 7 44.9 1 4 43.8 1 2 43.0 4 (n = 16)
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Fig. 2. Cruise path undertaken on Port Phillip Bay and the Yarra R

or the three reagent injection volumes tested, and these were
ll ≤1 mg CaCO3 L−1, suggesting that the method was suitable for
etermining total alkalinity in both fresh and marine waters. The
easurement rate was calculated to be 71 injections h−1.

.2. Laboratory validation

The total alkalinity of a number water samples with chemi-
al matrices of varying salinity was determined in the laboratory
sing the proposed reagent-injection flow injection method. All
amples were analysed using double injections of the three reagent-
njection volumes (6, 12 and 18 �L volumes), over a calibration
ange appropriate to the sample concentration. These results were
ompared with those obtained using a standard potentiometric
itration method, in which the sample was titrated to an endpoint
t pH 4.5 [26], being the point at which all carbonate and bicar-
onate are nominally converted to H2CO3

*.2 A standard reference
aterial was also analysed (Table 2).
For reagent-injection volumes of 6 �L, there were minor con-

entration differences between the reagent-injection FIA and
otentiometric titration methods for freshwater samples. These dif-

erences ranged from −2 and +7%, with the exception of the Pump
ample (−74%), which had a concentration that was very close to
he detection limit, which may account in part for the large error
bserved.

In contrast to these results, large errors (−28 to −37%) were
bserved for the marine samples. This large, systematic bias is most
ikely due to the effect of the natural buffering capacity of seawa-
er [27]. In samples such as these, the use of 6 �L buffer injections

id not result in the adjustment of the pH of the seawater to 4.5,
nd thus the carbon dioxide generated and detected via the gas
iffusion procedure would not correlate with the total alkalinity
oncentration.

2 H2CO3
* =

∑
(H2CO3 + CO2(aq)) [4].

w
a
w
t
s

outheast Australia, for the underway analysis of total alkalinity.

However, when an injection volume of 12 �L was employed,
he conversion efficiency of carbonate species to carbon dioxide
mproved, as indicated by much closer agreement between the two

ethods (−5 and +7% difference), for samples spanning freshwa-
er to marine matrices. Further improvement was observed when
njection volumes of 18 �L were used, with the largest differences
etween the developed method and the reference method being
4 and +3%. Use of larger volumes of injected reagent did not

esult in markedly greater sensitivity, and were disadvantageous
ecause of the requirement for longer mixing coils with a resul-
ant reduction in sample throughput. Thus, for the analysis of
otal alkalinity in fresh and marine waters, an injection volume of
8 �L (with a double injection) was found to give the best results,
nd this reagent-injection condition was used in all subsequent
ork.

A very strong agreement was observed between the gas diffu-
ion reagent-injection flow analysis method, using 18 �L injection
olumes, and the titrimetric laboratory method [26] as shown by
he regression equation:

[CaCO3]Reagent-injection = 1.007[CaCO3]Lab − 0.359

(r = 0.9997, n = 12) (1)

A paired t-test was performed on the data and the results
ndicated that there was no significant difference between this pro-
osed method and the laboratory reference method (paired t = 2.07,
= 0.990, d.f. = 22).

.3. Field application and validation

Underway analysis of total alkalinity in estuarine and marine

aters was undertaken over the course of 5 h, in Port Phillip Bay

nd the Yarra River, southeastern Australia. The cruise path (Fig. 2)
as tracked throughout the day by logging GPS data along with

ime-stamped total alkalinity concentration values from the FIA
ystem. During this field deployment, three by five-standard, trip-
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Table 3
Total alkalinity (as mg CaCO3 L−1) calibration data obtained at various times during underway field deployment

Calibration Calibration equation %R.S.D. at 160 mg L−1 (n = 3) Limit of detection (mg L−1 as CaCO3)

1 (1046 h) PkHt =−0.00167[CaCO3]2 + 2.79[CaCO3] + 7.15 (r = 0.999) 1 2.0
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ity stratification of the estuary, which is clearly demonstrated
by the pronounced fluctuation in salinity that accompanied this
event. This disturbance was tracked effectively by results from the
portable FIA system for both salinity and total alkalinity. How-

Fig. 3. Shewart plot for the results of standard reference material analysis performed
during underway field application of the hybrid reagent-injection flow analysis sys-
tem.
(1441 h) PkHt = -0.00511[CaCO3]2 + 3.33[CaCO3] + 9.79 (r = 0.999)
(1644 h) PkHt =−0.00343[CaCO3]2 + 2.56[CaCO3] + 10.4 (r = 0.999)

icate point calibrations were performed, using standards of 0, 40,
0, 120 and 160 mg CaCO3 L−1.

The calibration data are summarized in Table 3, and these equa-
ions show that the sensitivity decreased slightly during the course
f the day, while the intercept (reagent blank) increased from 7.15 to
0.4 arbitrary detector units. While calibrations 1 and 2 were quite
imilar, calibration 3 had a markedly reduced peak response. These
hanges in sensitivity may have occurred for a number of reasons.
he indicator solution was housed in a 1 L plastic collapsible bag
PlatypusTM, Cascade Designs, Inc., Seattle, WA, USA), which was
sed with the intention of excluding atmospheric gases from the
emaining solution, and thus avoiding any changes to the pH of the
ndicator solution. As the indicator solution was consumed, the bag
rogressively collapsed, maintaining a zero headspace volume, thus
nsuring that there was no contact between the buffered indicator
nd atmospheric carbon dioxide. However in the process of collaps-
ng the reagent bag, there may have been a slight reduction in flow
ate because of resistance to the pump, but this would be likely to
esult in increased rather than decreased sensitivity [28]. Ambient
emperature, dropped from 21.8 to 12.0 ◦C during the course of the
ruise, but it is unlikely that this would have had a pronounced
ffect on sensitivity because the sample and reagent streams were
assed through a heat exchanger at ca. 35 ◦C in an attempt to min-

mize such effects. The most tenable explanation however, is that
here was some diffusion of atmospheric carbon dioxide through
he polymer reagent bags with time, causing decreased sensitivity.
ndicator solutions left overnight in the laboratory in sealed reagent
ags were observed to change colour, and such a change would
lso be consistent with the increasing blank signal and decreased
ensitivity shown by the data in Table 3.

Subsequent to this study, use of glass containers with a CO2 trap
or the indicator reagent has been shown to avoid this problem of
tmospheric CO2 interference. Despite slow reaction of the indica-
or with atmospheric CO2, the reproducibility remained constant at
a. 1% R.S.D. for the 160 mg CaCO3 L−1 standard throughout the field
rials, and the detection limit was always less than 2 mg CaCO3 L−1

based on three standard deviations of the mean substituted into
he corresponding calibration equation) for each of the calibrations.

A standard reference material solution was switched into the
ortable system periodically, as a check of the accuracy of the
eagent-injection FIA method. The concentration of the standard
eference material was calculated using the most proximate cal-
bration data, and each calculated concentration obtained in the
eld was plotted on a Shewart plot [29] (Fig. 3). The data in this
gure indicates that the measurement precision for total alkalinity
f the portable instrument under field deployment conditions was
xcellent (mean = 42.2 mg CaCO3 L−1, �n−1 = 1.6, n = 14), with more
han 80% of the values obtained for the standard reference material
amples falling within ±1�n−1 of the certified value, and no values
ccurring outside the ±2�n−1 action limit.

Sample analysis was undertaken continuously for most of the 5-

cruise, at an approximate measurement rate of 71 injections h−1.

or a cruise speed of 2.5 knots (4.6 km h−1), a spatial resolution
f one sample every 65 m was achieved at this measurement rate,
hile at 5 knots (9.3 km h−1), this corresponded to a spatial reso-

ution of a measurement every 130 m.

F
r
u

1 1.3
1 1.0

Twenty-five samples were collected by hand and analysed using
potentiometric titration method for comparative analysis, within
4 h of collection. The total alkalinity concentrations of the samples
etermined using the reagent-injection FI method were calculated
sing the calibration obtained in the corresponding time period.
hese samples were collected whilst underway, and the concen-
rations measured therein will be averaged over space and time.

hen a fresh filter was used, filtrate flow was 20 mL min−1, and
he total sample collection time for one sample was approximately
min. However, as the filter became fouled with fine particulate
atter, the filtrate flow rate progressively slowed to 4 mL min−1,

nd collection time for manually collected samples was as much
s 20 min. This factor should be taken into consideration when
omparing the results from the reagent-injection flow injection
nd reference methods that are shown in Fig. 4 (comparative
amples have been plotted over the average time span for collec-
ion).

In the time period between approximately 12:18 and 12:56 pm,
wo large vessels passed the sampling craft, and the bow wave
nd wake of these ships was sufficient to disturb the salin-
ig. 4. Comparison between total alkalinity analysis between the underway
eagent-injection FIA method and the reference method. Salinity data collected
nderway are also reported with respect to the Practical Salinity Scale 1978 [34].
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ig. 5. Plot of total alkalinity concentration versus salinity, for data collected from
oth upstream and downstream cruises. The dotted line indicates the expected plot
or conservative (dilution-only) behaviour.

ver this change in alkalinity was not detected using comparative
amples, with two outliers being observed at 12:31 and 12:36 pm.
espite this caveat, the results in Fig. 4 show excellent agreement
etween the proposed reagent-injection method for total alkalinity,
nd the reference titration method as indicated by the regression
quation obtained after excluding the two outliers:

[CaCO3]Reagent-injection = 1.01[CaCO3]Lab + 1.27

(r = 0.970, n = 23) (2)

.4. Observed physico-chemical behaviour of alkalinity in the
arra River estuary

A plot of total alkalinity versus salinity using this underway data
Fig. 5) may be used to determine whether total alkalinity behaves
onservatively in the Yarra River estuary, i.e. that any observed
hanges in total alkalinity concentration are due only to dilution.

Conservative behaviour would be shown by a strong linear rela-
ionship between salinity and total alkalinity [30]. If a constituent
ehaves non-conservatively, or there is some perturbation to the
ystem, the data points will lie above or below the line, indicating
ddition or removal of the constituent from the water, respec-
ively [31]. Significant deviations from conservative behaviour may
esult through interactions involving removal of the dissolved con-
tituent by precipitation, through uptake by particulate phases
lready present, or through addition by dissolution of, or exchanges
ith, the solid phases [32].

The data plotted in Fig. 5 show that the total alkalinity data
orresponding to the upstream cruise appear to be much less
onservative, i.e. greater positive deviation from the theoretical
onservative mixing line, than those obtained during the return leg
ownstream. The probable explanation for this observation relates
o the speed at which the sampling vessel was traveling for both legs
f the cruise. While cruising upstream, the vessel traveled at ca. 2.5
nots, and under these conditions, the sampling probe was located
pproximately one meter below the surface, whereas for the for
he return leg, the cruise speed was ca. 5 knots, and the sampling
robe traversed the top 0.2 m of the water column. Since a pro-
ounced halocline has been reported at a depth of ca. 1–1.5 m in this
ortion of the estuary [33], the upstream and downstream cruise
ata sets represent different unmixed bodies of water. Thus the
ess-conservative behaviour exhibited by total alkalinity measured
uring the upstream cruise data is most likely due to the additive
ffects of anaerobic processes such as denitrification and sulfate
eduction that occur below the halocline. In contrast, samples
ollected for total alkalinity determination during the down-

[

[
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tream leg, which was conducted at higher cruise speed, originated
rom the aerobic near-surface waters of the estuary, and under
hese circumstances conservative conditions might be expected to
revail.

The ability to collect large amounts of data rapidly, in this case
or total alkalinity, by the use of portable flow injection equip-

ent clearly demonstrated the importance and versatility of this
pproach. Reliable data can be obtained rapidly and successfully,
nabling the elucidation of biogeochemical processes such as non-
onservative addition.

. Conclusions

A method for the determination of total alkalinity was devel-
ped using a reagent-injection FIA technique, and was applied to
stuarine samples with a wide range of salinities. This gas diffusion
ethod offers a fast, simple and viable alternative to the titrimet-

ic methods that are currently used for alkalinity determinations.
his method was used successfully for underway analysis in the
arra River estuary and Port Phillip Bay, southeast Australia, and
he data obtained has provided the basis for a better understand-
ng of the biogeochemical behaviour of total alkalinity in estuarine
ystems.

cknowledgements

SMG gratefully acknowledges the support of an Australian Post-
raduate Award. The authors thank Dr. Simon Roberts for his
ssistance in the field.

eferences

[1] APHA-AWWA-WEF, Standard Methods for the Examination of Water and
Wastewater, Centennial edition, Washington, 2005.

[2] A.G. Dickson, Deep Sea Res. Part A. Oceanogr. Res. Pap. 28 (1981) 609.
[3] F. Canete, A. Rios, M.D. Luque de Castro, M. Valcarcel, Analyst 112 (1987).
[4] W. Stumm, J.J. Morgan, Aquatic Chemistry, John Wiley and Sons, Inc., NY,

1996.
[5] C.T. Driscoll, K.M. Driscoll, M.J. Mitchell, D.J. Raynal, Environ. Pollut. 123 (2003)

327.
[6] M.P. Roche, F.J. Millero, Mar. Chem. 60 (1998) 85.
[7] A. Watanabe, H. Kayanne, K. Nozaki, K. Kato, A. Negishi, S. Kudo, H. Kimoto, M.

Tsuda, A.G. Dickson, Mar. Chem. 85 (2004) 75.
[8] Ocean Acidification due to Increasing Atmospheric Carbon Dioxide Contents,

The Royal Society, London, 2005, p. 68.
[9] R.A. Feely, C.L. Sabine, K. Lee, W. Berelson, J. Kleypas, V.J. Fabry, F.J. Millero,

Science 305 (2004) 362.
10] K.K. Yates, R.B. Halley, Estuaries Coasts 29 (2006) 24.
11] R.J.M. Howland, A.D. Tappin, R.J. Uncles, D.H. Plummer, N.J. Bloomer, Sci. Total

Environ. 251–252 (2000) 125.
12] P.A. Raymond, J.E. Bauer, J.J. Cole, Limnol. Oceanogr. 45 (2000) 1707.
13] D. Dyrssen, Acta Chem. Scand. 19 (1965) 1265.
14] A.L. Bradshaw, P.G. Brewer, Mar. Chem. 24 (1988) 155.
15] J.A. Breland, R.H. Byrne, Anal. Chem. 64 (1992) 2308.
16] F.V. Almeida, J.R. Guimaraes, W.F. Jardim, J. Environ. Monitor. 3 (2001) 317.
17] I.D. McKelvie, D. Peat, P.J. Worsfold, Anal. Proc. 32 (1995) 437.
18] T. Aoki, Y. Fujimaru, Y. Oka, K. Fujie, Anal. Chim. Acta 284 (1993) 167.
19] V. Kuban, P.K. Dasgupta, Talanta 40 (1993) 831.
20] A.J. Lyddy-Meaney, P. Ellis, P.J. Worsfold, E.C.V. Butler, I.D. McKelvie, Talanta 58

(2002) 1043.
21] M. Catala Icardo, J.V. Garcia Mateo, J. Martinez Calatayud, TRAC Trends Anal.

Chem. 21 (2002) 366.
22] P.W. Atkins, J.A. Beran, General Chemistry, Scientific American Books, New York,

1992.
23] R.C. Weast, M.J. Astle (Eds.), CRC Handbook of Chemistry and Physics, CRC Press

Inc., Florida, 1981.
24] S.M. Gray, G. Hanrahan, I.D. McKelvie, A. Tappin, F. Tse, P.J. Worsfold, Environ.

Chem. 3 (2006) 3.
25] P.S. Ellis, A.J. Lyddy-Meaney, P.J. Worsfold, I.D. McKelvie, Anal. Chim. Acta 499
(2003) 81.
26] APHA-AWWA-WEF, in: L.S. Clesceri, A.E. Greenberg, A.D. Eaton (Eds.), Standard

Methods for the Examination of Water and Wastewater, American Public Health
Association, Baltimore, 1998, p. 2.

27] G.A. Cole, Textbook of Limnology, The C.V Mosby Company, St. Louis,
1983.



5 lanta 7

[

[

[

40 S.M. Gray et al. / Ta
28] S. Satienperakul, T.J. Cardwell, R.W. Cattrall, I.D. McKelvie, D.M. Taylor, S.D.
Kolev, Talanta 62 (2004) 631.

29] J.C. Miller, J.N. Miller, Statistics for Analytical Chemistry, Ellis Horwood Limited,
Chichester, 1993.

30] M.J. Kennish (Ed.), Practical Handbook of Marine Science, CRC Press, Boca Raton,
2001.

[

[
[

[

7 (2008) 533–540
31] P.C. Head (Ed.), Practical Estuarine Chemistry: A Handbook, Cambridge Univer-
sity Press, Cambridge, 1985.

32] J.D. Burton, P.S. Liss (Eds.), Estuarine Chemistry, Academic Press, London, 1976.
33] R. Beckett, A.K. Easton, B.T. Hart, I.D. McKelvie, Aust. J. Mar. Freshwater Res. 33

(1982) 401.
34] E.L. Lewis, IEEE J. Oceanic Eng. OE-5 (1980) 3.



E
i

P
a

C
b

c

a

A
R
R
A
A

K
T
S
S
A

1

s
f
a
i
e
i
s
t
p
c
b
r
r
t
r
r
r
r
r
p

0
d

Talanta 77 (2008) 624–627

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

ffects of soil pH and organic matter on distribution of thorium fractions
n soil contaminated by rare-earth industries

engran Guoa,b, Taicheng Duana, Xuejie Songa,b, Jingwei Xua,c, Hangting Chena,∗

National Analytical Research Center of Electrochemistry & Spectroscopy, Changchun Institute of Applied Chemistry,
hinese Academy of Science, Changchun 130022, China
Graduate School of Chinese Academy of Sciences, Beijing 100039, China
State Key Laboratory of Electroanalytical Chemistry, Changchun Institute of Applied Chemistry, Chinese Academy of Science, Changchun 130022, China

r t i c l e i n f o

rticle history:
eceived 18 March 2008
eceived in revised form 3 June 2008

a b s t r a c t

The labilities of thorium fractions including mobility and bioavailability vary significantly with soil prop-
erties. The effects of soil pH and soil organic matter on the distribution and transfer of thorium fractions
defined by a sequential extraction procedure were investigated. Decrease of soil pH could enhance the
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eywords:
horium
oil pH

phytoavailability and the potential availability of thorium in soil. Increase of organic matter reduced the
phytoavailability of thorium, but enhanced the potential availability of it. The reasons why soil pH and soil
organic matter affect thorium fractions were discussed, and the behavior of the effects of soil properties
on thorium fractions was elucidated. Fourier-transform infrared (FTIR) spectra were employed to reveal
the positive relationship between the amounts adsorbed in humic material and/or amorphous oxides and
the content of soil organic matter.
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. Introduction

The behaviors of heavy metals and radionuclides in soil are
ignificantly related to soil properties. Soil factors such as pH,
erromanganese oxides and organic matter are likely to be more
ppropriate predictors for metal mobility [1]. The phytoavailabil-
ty of heavy metals and radionuclides that is commonly used to
stimate the phytotoxicity of elements is affected by soil character-
stics [2–4]. The adsorption of radionuclides on soil is affected by
oil properties, especially by soil pH and soil organic matter. The
ransfer of metals between the easily available and less-available
hases is significantly influenced by the competition of other
ations (especially H+) on the organic matter surface [5,6]. The
ioavailability of heavy metals is higher at lower pH value in the
oot–soil interface [7]. At a low temperature, the formation of tho-
ium complexes is affected by pH value in a natural system, and
hese strong complexes enhance the potential transport of tho-
ium [8]. Many reports indicated that exogenous organic matter
esulted in the decrease of the availability of heavy metals and

adionuclides [9–11], however, non-dissolved organic matter could
etard radionuclide transport [12], and dissolved organic matter
esulted in the increase of the mobility of heavy metals only in high
H soil systems [13]. As the major fraction of soil organic matter,
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umic acids with big adsorptive surface [14] have the inequable
ffects on thorium adsorption on different minerals. The sorp-
ion and retention of thorium on hematite were obviously affected
15,16], however less obviously on bentonite [17]. In a word, the
tudy of effect of soil properties on thorium fractions in soil is
carce.

The rare earth mineral existing in Baotou area, Inner Mongo-
ia, China is concomitant with natural radiothorium in the form
f ThO2. In the passed 30 years, the intensive development of the
are-earth industries in Baotou area without the effective control
f pollution resulted in an accumulation of thorium in soil [18]. The
trong acidic and alkaline wastewater and scoria, which contained
horium, were transferred to soil during the rare-earth mining and
rocessing. Thorium accumulated in soil is the potential cause of
hytotoxicity or poisoning for the food chain [19]. To explore poten-
ial pollution behavior it is obviously necessary to understand the
istribution of the different fractions of thorium, the transfer and
he mobility of thorium fractions in soil. The object of this study
s to investigate the effects of soil pH and soil organic matter on
he distribution and mobility of thorium fractions in soil contami-
ated by the rare-earth industry in Baotou area of Inner Mongolia,

nd to explain the reasons of these effects in detail so as to pre-
ict the transform of thorium fractions in natural environment. A
equential extraction procedure optimized based on the previous
iteratures [20,21] was applied to quantify the fractions of thorium
n soil samples.



P. Guo et al. / Talanta 77

Table 1
The physicochemical properties of soil samples

Sample number Series A Series B

pH value 7.5 7.6
Hygroscopic water (%) 1.18 3.08
Soil organic matter (g kg−1) 4.80 22.6
CEC (cmol kg−1 soil) 5.84 20.8
Particle size (<10 m%) 26 35
Content of Fe (g kg−1) 30 32
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ontent of Mn (g kg−1) 0.6 0.4
ontent of Th (mg kg−1)a 24.8±1.9 23.9±1.5

a Data are shown as mean± standard deviation (n = 3).

. Materials and methods

.1. Soil sampling

The soil samples were collected from the different sites of the
are earth industrial areas in Baotou, Inner Mongolia, China. The
amples collected from five sites adjacent to temporary deposited
ocation of scoria were marked as series A, and those from six sites
n cornfield near rare earth separating workshop as series B. At each
ampling site, three replicate samples were collected from a depth
f 0–20 cm below soil surface. All samples of series A were mixed
nd homogenized, air-dried, ground and sieved through 160 mesh
size <97 �m), then stored in polyethylene bags at 4 ◦C, so did series
.

.2. Determinations of soil properties and thorium content

A PB-10 type pH meter (Sartorius Corp., Germany) was employed
or pH determination by suspending 25 g of soil sample in 50 ml of
ltra pure water (18.2 M�, prepared by Millipore, Simplicity 185)
nd shaking it for 5 min. The contents of soil organic matter were
stimated by K2Cr2O7 oxidation at 180 ◦C in paraffin bath [22]. The
ontent of soil hygroscopic water was measured by drying the sam-
le at 105±2 ◦C to a constant weight and then the weight loss was
alculated. Soil cation exchange capacity (CEC) was evaluated by
H3COONa-Atomic absorption method [22]. The sample properties
f series A and series B are shown in Table 1.

The determination of 232Th was accomplished by ICP-MS (X
eries II, Thermo Fisher Corp., USA). The operating conditions were:
.f. power, 1.35 kW; Ar gas flow rates of 13.0 l min−1 for cooling,
.86 l min−1 for nebulizer and 0.70 l min−1 for auxiliary gas; solu-
ion uptake rate, 30 r min−1, sampling depth, 150 steps; Ni skimmer
one orifice, 1.0 mm. The feasibility of ICP-MS method was testified
y standard reference materials and standard addition [23]. The
eterminations of Fe and Mn were accomplished by AAS (AA 800,
erkinElmer, USA) and testified by standard addition technique. The
perating conditions were: analytical wavelength of 248.3 nm for
e and 279.5 nm for Mn; hollow cathode lamps; gas flow rate of
.0 l min−1 for C2H2 and 19 l min−1 for air; slit, 0.2 mm.

All chemicals were at least analytical reagents, and the standard
olutions of Th, Fe and Mn were provided by Beijing Research Insti-
ute of Chemical Engineering and Metallurgy, China. All wares were
oaked in 33% of nitric acid for at least 24 h, and then rinsed with
ltra pure water.

.3. Sample preparation and treatment
Aliquot soils of serials A were mixed with ultra pure water
t a ratio of 1:2 (w/v), then the pH values of the solutions were
djusted with 0.1 M HCl and 0.1 M NaOH to desired pH values. After
ater was vaporized at room temperature, these samples were

ept in their original humidity by adding ultra pure water accord-
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ng to weight loss and incubated for 1.5 months room temperature
nder air condition, then air-dried, ground and sieved. After incu-
ation, the final pH values of the soil samples were 1.0 (as SPH1.0),
.7 (SPH2.7), 5.2 (SPH5.2), 7.5 (SPH7.5), 10.0 (SPH10.0) and 12.0
SPH12.0), respectively. All the samples were prepared in triplicate.

The content of soil organic matter has very close relation with
icrobial biomass that will decrease with the decomposition of soil

rganic matter, and addition of 30% H2O2 could result in decom-
osition of soil organic matter and decrease of microbial biomass.
.4 ml and 1.2 ml of 30% H2O2 solutions were respectively added
o 5.0 g of series B (original soil marked as SOM3 and contained
oil organic matter 22.6 g kg−1) to lower the content of soil organic
atter to 4.5 g kg−1 (SOM1) and 13.6 g kg−1 (SOM2). Hydrosols

f aliquot soil of series B were made firstly, then 114 mg of and
28 mg of humic acid (Jingke Research Institute of Fine Chemi-
al and Technology, Tianjin, China) were respectively added to the
bove hydrosols to increase the content of soil organic matter to
1.6 g kg−1 (SOM4) and 40.7 g kg−1 (SOM5). These samples were
ept in their original humidity and incubated for 1.5 months at
oom temperature under air condition, then air-dried, ground and
ieved. All the samples were prepared in triplicate.

.4. Sequential extraction procedure

Because the amounts of incubated samples were not enough
or single extraction and the attention of this work was focused on
he trends of fraction variations rather than the amounts of frac-
ions, the sequential extraction procedure [24] was employed to
stimate thorium fractions in soil samples. Extractions were per-
ormed by adding 2 g of soil samples and the quantified extractant
nto 100 ml polypropylene centrifuge tubes followed by mechan-
cal shaking. The fractions and extractants were specified as
ollows—Exchangeable (F1): 20 ml of 1 M magnesium chloride (pH
.0), shaking for 2 h; carbonates (F2): 30 ml of 1 M sodium acetate
pH 5.0), shaking for 7 h; adsorbed in humic material and/or amor-
hous oxides (F3): 20 ml of 0.1 M sodium pyrophosphate (pH 9.8),
haking for 2 h; coprecipitated with amorphous ferromanganese
xyhydroxides (F4): 20 ml of Tamm’s acid oxalate, shaking for 5 h;
rystalline ferromanganese oxyhydroxides (F5): 20 ml of Coffin’s
eagent, shaking for 5 h; residual phase (F6). Following each frac-
ion extraction, the mixture was centrifuged, and the supernatant
as reserved for analysis. Before the next extraction, the residue
as washed with 10 ml of ultra pure water. The final residue
as decomposed with aqua regia and HF by microwave diges-

ion (step1, 5 kg cm−2 for 60 s; step2, 10 kg cm−2 for 100 s; step3,
5 kg cm−2 for 200 s; step4, 20 kg cm−2 for 300 s). For each incu-
ated sample, three replicates were extracted, respectively, and
hen nine extraction operations were performed for each incuba-
ion.

F1–F4 are referred as non-residual parts of thorium. F1 and
2 are labile or phytoavailable. F3 and F4 are potentially phy-
oavailable. F5 and F6 are residual parts and hardly transferred to
nvironment during a short time-scale under natural conditions
20].

.5. FTIR analysis

Fourier-transform infrared (FTIR) spectra were used for the
dentification of the main compounds and functional groups of SOM
eries [25]. To limit moisture interference, both the samples and KBr

ere separately dried at 105 C before making the potassium bro-
ide pellets, which were prepared by pressing a mixture of 2 mg of
sample with 400 mg of KBr. FTIR spectra were obtained by expos-

ng samples to a frequency range from 4000 cm−1 to 370 cm−1 at a
esolution of 4 cm−1 (Bruker Vertex 70, Germany).
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ig. 1. The distribution of thorium fractions and the comparison between thorium
ractions of sequential extraction with total content of thorium in soil samples of
eries A and B. Error bars represent±standard deviation of triplicates samples (n = 3).

Humic acids and fulvic acids in SOM samples were extracted
nd concentrated by 0.1 M NaOH–0.1 M Na2P2O7 solution (1:5, w/v)
ith shaking for 24 h at room temperature. The supernatants were

eparated and vaporized at 70 ◦C and dried at 83 ◦C, then readied
or FTIR analysis.

. Results and discussion

.1. Results of sequential extraction

By comparison of the sum of all fractions (MS) in the sequential
xtraction with the total content (MT) of thorium, the recoveries
MS/MT) were 101% and 99.2% for series A and series B samples,
espectively. The distribution of thorium fractions and the com-
arison between the fractions and MT are represented in Fig. 1.
he agreement between MS and MT suggests the reliability of the
equential extraction.

.2. Effects of pH variation on thorium fractions

The amounts of F1 and the non-residual fractions were unob-

iously decreased by increasing soil pH from 1.0 to 12.0, while the
nverse trend for residue fraction (F6). The variation tendencies of
2, F4 and F5 were similar, in contrast to that of F3 (Fig. 2). A higher
mount of exchangeable fraction was obtained at lower soil pH, the

ig. 2. The variations of thorium fractions with soil pH in SPH series samples. Error
ars represent ±standard deviation of nine extraction operations (n = 9).
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eason should be that resistant minerals were decomposed under
tronger acidic conditions, and the presence of acid radical ions in
oil enhanced the solubility of ThO2 by forming thorium-sulfate,
uoride and phosphate complexes below pH 7 [8].

The percentages of F2, F4 and F5 fractions were increased with
he increase of soil pH. Murphy et al. [26] indicated that the
mounts of Th(OH)3CO3

− and Th(CO3)5
6− in solution phase would

e increased above pH 6 due to hydrolysis in the presence of natu-
al organic matter. Under strong alkaline conditions, a few amount
f thorium adsorbed by soil organic matter was released and then
ound to carbonates. The two aspects resulted in the tendency of
2. Sorption and coprecipitation are the predominant means by
hich most of metals are retained in ferromanganese oxide and

ydroxide. Th(OH)n
4−n increased with the increase of soil pH, which

nhanced the sorption and coprecipitation of thorium with Fe/Mn
xide and hydroxide, and then the percents of F4 and F5 increased
radually.

There was an increase of F3 from pH 1.0 to approximate 3.5,
hich was due to two reasons: the first was that humic acids
ere insoluble and precipitated below pH 2 [27], which caused

n enwrapment of thorium in the precipitate and the decrease of
xtraction amount; the second was the competition of H+ with Th4+

n the process of ion-exchange adsorption under very strong acidic
onditions. The amount of F3 was obviously decreased from pH 3.5
o 12.0. It was the reasons that humic acids were soluble above
pproximately pH 3.5 [28], thus thorium associated with humic
cids would be partially released to aqueous solution (F1) or copre-
ipitated with Fe/Mn hydroxides (F4 and F5), and such a process
ould be enhanced with the increase of soil pH. Besides, in a pH
ange from 2 to 5, some thorium hydroxides, such as Th(OH)2

2+,
h(OH)3+ [8,29] had the stronger affinity to the adsorption sites of
rganic matter than free thorium ions that were existed at pH < 3
ecause of lower solvation energies for surface binding [30], and
hey had much stronger static affinity to electronegative humic
cids than Th(OH)3

+,Th(OH)4 that were existed at pH > 4.5, so F3
as relatively higher in this pH range.

.3. Dependence of thorium fractions on organic matter variation

The amounts of F1 and the phytoavailable fraction (F1 + F2)
ecreased with the increase of soil organic matter from 4.5 g kg−1

o 40.7 g kg−1, and an inversing trend was found for those of F3
nd the non-residual fractions. No significant changes for F4 and
5 were observed, and F2 was slightly decreased with increasing
rganic matter (Fig. 3).

Most of thorium adsorbed on soil organic matter that was
ecomposed by H2O2 could be released and transferred into other

abile fractions and a little amount of the thorium into the residual
ractions. Although H2O2 might solubilize some oxides of Fe, Mn,
l [31] and carbonates, the amounts of F2, F4 and F5 were hardly
hanged upon the addition of H2O2 (Fig. 3) because of abundant
xides and carbonates but few H2O2. The adsorptions of humic
cids for actinide ions took place due to the affinity of adsorp-
ion sites and complexing reactivities of organic functional groups.
he addition of humic acid with negative charges could increase
he adsorption of thorium ions onto the amorphous oxides due to
tatic electronic affinity, and forming ternary surface complexes
hrough carboxyl and hydroxyl [28], which resulted in the increase
f F3. Humic acids enhanced the complexation adsorption of free
horium ions with humic materials and reduced the amount of F1.

eing weak acids, humic acids could dissolve a part of carbonate and
esistant minerals, which reduced the amount of F2 and the residual
ractions of thorium. Though the addition of humic acids decreased
he phytoavailability of thorium, however, the potential availability
f thorium was enhanced by the formation of relative stable com-
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Fig. 3. The variations of thorium fractions with soil organic matter in SOM series
samples. Error bars represent ±standard deviation of nine extraction operations
(n = 9).
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ig. 4. FTIR spectra of SOM series samples and the corresponding extractants from
OM series by 0.1 M NaOH–0.1 M Na2P2O7 solution. (1) Extraction from SOM1; (2)
xtraction from SOM2; (3) extraction from SOM3; (4) extraction from SOM4; (5)
xtraction from SOM5.

lexes with original thorium ions and thorium ions released from
inerals, which caused the potential harm to environment.

.4. FTIR analysis of characterization of soil organic matter

Fig. 4 shows the results of FTIR analysis. Soil samples contained
ilicates (1030 cm−1) and carbonates (1443 cm−1 and 879 cm−1)
nd organic matter.

The same absorbance peak frequencies for the samples con-
aining different amounts of organic matter were observed in
TIR spectra, but some peaks differed slightly in intensity, such as
hose of aliphatic structures and lipids (2927 cm−1 and 2855 cm−1),

O of carboxyl groups (1724 cm−1), C O and C C of aromatic

ings (1612–1590 cm−1), C–H of aliphatic aldehyde structures
1442–1432 cm−1), C–O of carbohydrates and carbohydrate-like
ubstances structures (1157–1092 cm−1). The increase of peaks
ntensity at 2927 cm−1, 2855 cm−1, 1724 cm−1 and so on sug-
ested the increase of adsorption sites and functional groups with

[
[
[
[
[
[
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he increase of soil organic matter content, which enhanced the
mount of F3. The adsorption of thorium onto soil organic matter
as principally duo to the affinity of adsorption sites and the com-
lexation of thorium with the ligands of the functional groups of
oil organic matter.

. Conclusion

The significant variations of thorium fractions with soil pH and
oil organic matter were observed although some variations were
light because of the small extracted amounts. In soil contaminated
y rare-earth mining and processing activities, the amounts of F1
nd non-residual fraction decreased with the increase of soil pH,
nd an inversed trend was for those of F2, F4 and F5. The amount of
3 decreased with soil pH except for pH from 1.0 to about 3.5. Acid
atalyzed dissolution, inorganic complexation, hydrolysis, copre-
ipitation are responsible for these variations. Soil organic matter
ffected thorium fractions through its adsorption affinity and com-
lexation ligands favored by FTIR spectra analysis, as well as acidity.
he amounts of F1 and the phytoavailable fraction decreased with
he increase of soil organic matter from 4.5 g kg−1 to 40.7 g kg−1,
hile F3 and the non-residual fraction acted contrarily by the for-
ation of stable thorium-organic complexes. The investigations of

his work would be useful for pollution control of thorium in soil.
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[3] A. Martínez-Aguirre, R. Periañez, J. Environ. Radioact. 45 (1999) 67.
[4] Y. Ge, P. Murray, W.H. Hendershot, Environ. Pollut. 107 (2000) 137.
[5] H.A. Elliot, M.R. Liberati, C.P. Huang, J. Environ. Qual. 15 (1986) 214.
[6] N.T. Basta, M.A. Tabatabai, Soil Sci. 153 (1992) 195.
[7] D.C. Su, J.W.C. Wong, H. Jagadeesam, Chemosphere 56 (2004) 957.
[8] D. Langmuir, J.S. Herman, Geochim. Cosmochim. Acta 44 (1980) 1753.
[9] L.M. Shuman, J. Environ. Qual. 28 (1999) 1442.
10] M. Halim, P. Conte, A. Piccolo, Chemosphere 52 (2003) 265.
11] M.A. Wasserman, F. Barttoly, A.P. Portilho, E.R.R. Rochedo, A.G. Vianna, D.V.

Pérez, C.C. Conti, J. Environ. Radioact. 99 (2008) 554.
12] G.R. Chopin, Radiochim. Acta 58/59 (1992) 113.
13] C.A. Impellitteri, Y.F. Lu, J.K. Saxe, H.E. Allen, W.J.G.M. Peijnenburg, Environ. Int.

28 (2002) 401.
14] M.P. Sauvant, D. Pepin, J. Guillot, Ecotox. Environ. Safe. 44 (1999) 47.
15] P. Reiller, V. Moulin, F. Casanova, C. Dautel, Radiochim. Acta 91 (2003) 513.
16] P. Reiller, F. Casanova, V. Moulin, Environ. Sci. Technol. 39 (2005) 1641.
17] D. Xu, X.K. Wang, C.L. Chen, X. Zhou, X.L. Tan, Radiochim. Acta 94 (2006) 429.
18] L.N. Bai, L.C. Zhang, L.X. Wang, Chinese Rare Earths 22 (2001) 76.
19] S.D. Cunningham, W.R. Berti, J.W. Huang, Trends Biotechnol. 13 (1995) 393.
20] A. Martínez-Aguirre, M. Garcia-León, M. Ivanovich, Sci. Total Environ. 173/174

(1995) 203.
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a b s t r a c t

A simple uni-stream sequential injection analysis (SIA) manifold was developed to automate a method for
the assay of morphine in human sample. The proposed SIA method includes on-line sample treatment,
coupling reaction and spectrophotometric measurement. A rapid algorithm controlled the adopted pro-
cedure was critically programmed. For sample treatment, solid-phase extraction (SPE) was carried out
into a homemade microcolumn, installed in the SIA manifold. Sufficient sample clean-up, extraction and
preconcentration were obtained by SPE. A coupling reaction of morphine with diazonium salt of aniline
hydrochloride was adapted to SIA. The product of the reaction, an azo-morphine derivative, was spec-
trophotometrically detected at 390 nm. Parameters that influenced the efficiency of the proposed method,
including solution volumes, diazonium concentration, flow rate and residence time, were optimized. The
proposed method was linear in a range of 0.10–2.5 �g ml−1. The limits of detection and quantification were

−1
0.023 and 0.076 �g ml , respectively. The detectability of the method was enhanced by the preconcentra-
tion and the use of an extended pathlength (50 mm) of a flow cell. The method was validated by an HPLC
method. Comparable results with respect to accuracy (recovery 96.3–97.1), repeatability (R.S.D. < 2.4%) and
intermediate precision (R.S.D. < 3.1) were gained. The full-automation and miniaturization of the utilized
technique offer rapidity, safety in handling urine sample and reagents as well as reduction of reagent and
sample volumes. The method is suitable for the application in forensic cases as an initial test and clinical
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analysis to prevent overdo

. Introduction

Morphine is an analgesic drug used for the treatment of mod-
rate to severe pain, especially for patients undergoing surgical
rocedures. It is recommended by the World Health Organization
or the relief of moderate cancer-related pain [1]. Toxic effects of

orphine usage include many serious symptoms. A dose of 120 mg
orphine can be fatal. It has been reported that around 90% of orally

dministrated morphine is excreted in urine within 24 h. Around
0% of the excreted morphine remains un-metabolized [2]. There-
ore, to prevent overdose-induced toxicity, the determination of

orphine concentration in urine is required for clinical medicine.
Morphine is the primary constituent of opium. It is the most

mportant drug of the opiates group. Commercial opium is usu-

lly standardized to contain 10% morphine [3]. In some cases,
-monoacetylmorphine, the definitive metabolite of heroin, could
ot be detected in biological fluids for its short half-life of approxi-
ately 30 min. In such cases, a detectable amount of morphine and

∗ Corresponding author. Fax: +966 3 5886437.
E-mail address: abubakridris@hotmail.com (A.M. Idris).
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duced toxicity.
© 2008 Elsevier B.V. All rights reserved.

odeine as well as the ratio of morphine-to-codeine of higher than
are important criterion to judge the recent use of heroin [4,5].

herefore, the determination of morphine concentration in urine is
lso required for forensic cases to prevent the drug of abuse.

In forensic cases, the analytical strategy generally employed
or drugs of abuse testing in human urine is a two-stage process,
nitial and confirmation tests. Initial tests may be immunoas-
ays or chromatographic. The positive result of an initial test is
sually confirmed by chromatography–mass spectrometry (MS)
6]. Immunological assay methods are very sensitive and simple.
owever, they could be impaired by specific (cross-reaction of anti-

erums) and non-specific (pH and ion strength) interferences. Thin
ayer chromatography, as another alternative technique for the ini-
ial test of morphine, is also simple and inexpensive. Nevertheless,
t suffers from a lack of sensitivity and specificity [7]. Recently, other
on-separation techniques were also utilized for morphine assay in
rine as initial tests including colorimetry [8], flow injection anal-

sis [9] and amperometry [10]. A review manuscript that reported
nalytical methodologies for morphine assay and its metabolites is
vailable elsewhere [11].

Morphine presents in the urine of patients and addicts in a
race level; thus, a sensitive assay method is desirable. In this
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hallenge, many approaches could be applied to improve sen-
itivity. Detectors with high efficiency such as fluorescence and
S could be used. However, MS is an expensive technique. Fluo-

escence always requires critical derivatization reactions. The use
f extended pathlength in a spectrophotometric detection, which
s a simple and inexpensive technique, can improve sensitivity.
owever, this improvement may not reach the required limit of
etection. Solid-phase extraction (SPE), as another approach, can
lso enhance sensitivity by preconcentration. SPE is also neces-
ary in the analyses of complex samples such as biological fluids
o reduce the influence of interferences.

In both forensic and clinical analyses, rapidity and safety in
ample handling are of vital interest. The advantages of the sequen-
ial injection analysis (SIA) technique, including full-automation,

iniaturization and versatility, can meet these requirements. The
ull-automation offers rapidity and safety in solution handling; and
nhances accuracy and precision. The miniaturization also acceler-
tes analysis and drastically reduces consumption of solutions and,
onsequently, provides better safety to the environment. The versa-
ility empowers analysis with potential manipulations in reagents
nd sample, i.e. SIA could be used for widely different chemistries
imply by changing the flow program. The versatility also allows
onducting different on-line analytical processes by installing suit-
ble devices in a SIA manifold. Possible on-line processes include
ample treatment (SPE, liquid/liquid extraction, dilution, etc.),
eveloping reactions (chromogenic, fluorescence, chemilumines-
ence, etc.) and detection (spectrophotometric, potentiometric,
tc.). Critical articles that reported the principles, developments
nd applications of SIA are available in the literature [12–17]. It is
oteworthy mentioning that Barnett’s research groups utilized the
IA [18,19] and the pulsed flow [20] techniques for adopting meth-
ds, with chemiluminescence detection, for the assay of morphine
n process samples. The utilized techniques offered high sampling
requency, 120 samples h−1.

In spite of the outstanding advantages of SIA, few on-line SIA
ethods including sample treatment and developing reactions for

rugs assay in biological fluids were proposed [21–24]. The cur-
ent work proposes constructing a simple and inexpensive SIA
anifold to conduct a fully automated method for the assay of
orphine in human urine. The proposed procedure includes on-

ine SPE, coupling reaction and spectrophotometric measurement.
he sensitivity of the proposed method was enhanced by apply-
ng two approaches, preconcentration and the use of an extended
athlength of a flow cell.

. Experimental

.1. Chemicals and reagents

All chemicals and reagents that used in this study were of
nalytical grade quality; water was double distilled deionized.
odeine, morphine and 6-monoacetylmorphine were supplied

rom Lipomed Inc. (Cambridge, MA, USA). Aniline hydrochloride,
odium dihydrogen phosphate, phosphoric acid, hydrochloric acid,
odium nitrite, sodium hydroxide and methanol were supplied
rom Sigma–Aldrich (Taufkirchen, Germany).

.2. Instrumentation
The SIA system used in this study is a FIAlab 3500 (Medina,
A, USA). It is composed of a syringe pump (SP), a multi-position

alve (MPV), a holding coil (HC), a reaction coil (RC) and a per-
onal computer (Fig. 1). The syringe has a volume of 5.0 ml. The
PV is chemically inert and has eight ports with a maximum pres-
ta 77 (2008) 522–526 523

ure of 250 psi (gas)/600 psi (liquid) and a minimal dead volume.
.03 in. i.d. Teflon tubings and a T-connector, which are supplied
rom Upchurch Scientific, Inc. (Oak Harbor, WA, USA), were used to
onnect different units of the SIA manifold and to make both the
C (600-cm long) and the RC (200-cm long). The SIA manifold was
ontrolled by FIAlab for Windows version 5.0.

A C18 cartridge (5-cm length, 4.6-mm i.d.), which was supplied
rom Supelco (Bellefone, PA, USA), was packed in our laboratory
ith modified silica 45 �m particles.

.3. Preparation of solutions and samples

To prepare diazonium solution, 0.065 g aniline hydrochloride
as dissolved in 1 ml of 1 mmol l−1 hydrochloric acid. Then, 0.105 g

odium nitrite was added to the solution. The mixture was stirred
or 5 min at 0 ◦C. The obtained solution is stable for 3 days at 0 ◦C.
hosphate/phosphoric acid buffer solution adjusted at pH 9.5 was
repared for conditioning the cartridge.

Human urine samples were collected from drug-free volunteers.
he samples were adjusted at pH 9.5 by sodium hydroxide. Then,
he samples were filtered through a membrane filter (0.45-�m
ore size) [25]. The filtrate was spiked with different volumes of
orphine to obtain different concentrations ranging from 0.05 to

.0 �g ml−1.

.4. SIA procedure

A uni-stream SIA manifold was constructed to perform on-line
ample treatment, developing reaction and spectrophotometric
easurement. As shown in Fig. 1, water was linked with both the SP

nd port-1 in the MPV. The buffer solution was linked with port-
. 85 and 100% (v/v) methanol were attached to ports-3 and -4,
espectively. Diazonium solution was attached to port-5. A standard
olution/sample was attached to port-6. The length of the tubings
hich connected port-1 with -6 with their respective solutions was

0 cm. The C18 cartridge was installed between port-8 and the T-
onnector. The other side of the T-connector was linked to port-7.
he HC was placed between the SP and the MPV while the RC was
laced between the T-connector and the Z. The length of tubing
hich connected port-7 with the RC through the T-connector was
cm. The length of tubing which connected port-8 with the RC was
cm.

A rapid protocol that performed the proposed SIA procedure was
rogrammed. It is briefly described as follows:

(i) Following the practice of SIA, each solution was first loaded
into the HC by aspiration using the SP and then dispensed into
the required channel.

(ii) To propel solutions, the syringe was filled with 1000 �l of
water. Next, tubes were loaded for the first run with 100 �l of
their respective solutions.

(iii) For conditioning the cartridge, 200 �l of each of 100%
(v/v) methanol, water and buffer solution were sequentially
injected into the cartridge at a flow rate of 20 �l s−1.

(iv) At a flow rate of 10 �l s−1, 200 �l of standard/sample was
introduced into the cartridge. Thereafter, standard/sample
was flushed with 300 �l of water at a flow rate of 20 �l s−1.

(v) For the elution step, 20 �l of 85% (v/v) methanol was injected
at a flow rate of 20 �l s−1.

(vi) At a flow rate of 50 �l s−1, 30 �l of diazonium was injected into

the RC directly, i.e. without passing through the cartridge. To
allow mixing reagent/eluate, six short reverse strokes were
performed with a volume of 10 �l at a flow rate of 50 �l/s.

(vii) For the maximum color development, the flow was stopped
for 180 s at 0 ◦C.
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ig. 1. Schematic diagram of a SIA manifold constructed for on-line solid-phase extra
n urine sample.

viii) At a flow rate of 30 �l s−1 and detection at 390 nm, the resul-
tant dye was propelled through the Z. The peak height (PA) of
the absorbance was recorded.

. Results and discussion

.1. Coupling reaction of morphine with diazonium

The product of the reaction of morphine with diazonium was
urified by TLC using 1:1 tetrahydrofuran and dichloromethane as
solvent. The purified product was subjected to FTIR, NMR and MS
easurements. The results obtained were reported in our previous
anuscript [26]. The proposed reaction scheme is depicted in Fig. 2.

.2. Method optimization

.2.1. Optimization of SIA-SPE procedure
Many conventional SPE procedures for morphine in human

rine were published. Wilson et al. [25] surveyed the extraction
echniques of drugs of abuse in urine. In the current study, a SPE
rocedure [7,25,27,28] which obtained acceptable recovery was
dapted to SIA. Experimental conditions controlling SIA-SPE pro-

edure, including volumes of sample and solvents as well as flow
ate, were optimized. The optimization criterion is to obtain accept-
ble recovery, high sampling frequency and low consumption of
olvents and sample. Although high flow rate fastened SIA-SPE pro-
ess, reverse back pressure took place in the cartridge at a flow rate

0
I
y
t
e

Fig. 2. Proposed coupling reaction scheme
, coupling reaction and spectrophotometric measurement for the assay of morphine

igher than 20 �l s−1. At flow rate of 15 �l s−1, 200 �l of each of
00% (v/v) methanol, water and buffer solution were found to be
ufficient for conditioning the cartridge. For the sample clean-up,
00 �l of water at a flow rate of 15 �l s−1 was found to be suf-
cient for removing interferents. The optimization in these steps
as verified by obtaining smooth SIA-baseline resulting from the

nalysis of blank sample, i.e. drug-free human urine. The elution
tep was successfully achieved by injecting 20 �l of 85% methanol.
his low volume gained a preconcentration factor of 10. The pre-
oncentration factor was calculated as a ratio of the absorbance
f morphine in urine with SPE to that without SPE. The pre-
oncentration factor could be more improved by minimizing the
esorption volume and maximizing the introduction volume of
ample.

.2.2. Optimization of coupling reaction and spectrophotometric
easurement

Experimental conditions controlling the coupling reaction and
he spectrophotometric measurement, namely diazonium concen-
ration, residence time and flow rate, were optimized. The criterion
udging the optimization is to get the maximum peak height of the
bsorbance of the az-morphine derivative.

Different diazonium concentrations in a range of

.01–1.0 mol l−1 were examined using 2.0 �g ml−1 morphine.
t was found that higher diazonium concentration produced
ellow color, which caused spectrophotometric interference with
he detectable species. Low diazonium concentration may not be
nough to couple with relatively high morphine concentration.

of morphine with a diazonium salt.
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Table 1
Some analytical characteristics of the proposed SIA method and an HPLC method
for the assay of morphine in human urine

Analytical characteristic SIA HPLC

Recovery (%) 96.3 97.1
Repeatabilitya 2.3 2.4
Intermediate precisionb 3.1 2.8
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ig. 3. Absorbance development of the product of a coupling reaction of morphine
ith a diazonium salt throughout residence time in the reaction coil of a sequential

njection manifold at 0 ◦C.

.05 mol l−1 diazonium was found to be suitable, and thus it was
et for further experiments.

A preliminary investigation revealed that the reaction of mor-
hine with diazonium was found to be time dependant. Therefore,
ifferent residence times in the RC ranging from 0 to 300 s at 0 ◦C
ere examined. The obtained results are depicted in Fig. 3. The
gure shows that up to 180 s, the peak height of the absorbance
ignificantly increases as residence time increases. Therefore, 180 s
as set as the optimum.

For the optimization of flow rate, based upon our experience
n SIA with spectrophotometric detection [29–33], flow rates rang-
ng from 10 to 60 �l s−1 were examined. At a high flow rate, the
bsorbance peak was distorted and repeatable peaks were not
btained. 30 �l s−1 was found to be a suitable flow rate.

.3. Analytical appraisals and application

For the purpose of calibration, urine samples spiked with differ-
nt concentrations of morphine ranging from 0.05 to 3.5 �g ml−1

ere subjected to the proposed SIA method. Relatively, wide
ynamic range was obtained (0.1–2.5 �g ml−1) with good linear-

ty (correlation coefficient was 0.9993). The weighed regression of
he calibration equation was “A = 0.369C + 0.0076”, where A is the
bsorbance of the azo-morphine derivative and C is the concentra-
ion of morphine in �g ml−1.

To examine the limits of detection (LOD) and limits of quan-
itation (LOQ), three blank urine samples were subjected to the
roposed SIA method. LOD was calculated as 3.3 (s/S) while LOQ
as calculated as 10 (s/S); where s is the standard deviation for

even replicates of the absorbance measurement of a blank urine
ample, S is the slope of the weighed regression of the calibration
quation. LOD and LOQ obtained were 0.023 and 0.076 �g ml−1,
espectively. These limits reach the level of morphine possibly
ound in the urine of addicts and patients [34,35].

The proposed SIA method was applied to five urine samples col-
ected from drug-free volunteers after spiking with morphine in
ifferent concentrations. The same samples were also subjected to
previous HPLC method [36]. The recovery values of both meth-
ds were calculated. The SIA method gained acceptable recovery
96.3%). The obtained results are introduced in Table 1. To examine
he repeatability and the intermediate-precision, each sample was
ubjected to both methods 5 times a day and 7 times over a week,
espectively. The obtained results are introduced in Table 1. Accept-
ampling frequency (sample h−1) 11 3

a Expressed as R.S.D. values (n = 7 in a day).
b Expressed as R.S.D. (n = 5 over a week).

ble repeatability and intermediate-precision of the SIA method
ere obtained (R.S.D. < 3.2%).

Sample frequency of both the SIA and the HPLC methods were
lso recorded. The SIA method analyzed 11 samples h−1 while the
PLC method analyzed 3 samples h−1. As the HPLC method applied
anual SPE while the proposed method applied automated and
iniaturized SPE, the SIA method is more rapid than the HPLC
ethod.
In general, the SIA method showed comparable results with

he HPLC method regarding accuracy and precision. However, the
IA method enjoys other advantages regarding rapidity, safety in
olution handling, reagents/sample consumption and eventually
implicity and cost-effectiveness in instrumentation.

To examine the selectivity of the proposed SIA method, three
rine samples were spiked with morphine and codeine in differ-
nt concentrations. The obtained results revealed that codeine did
ot interfere with morphine. For clinical purpose, interference of
odeine with morphine is a critical issue because some patients are
reated with a combination of morphine and codeine. For forensic
ases, positive result of morphine assay is an indicator of heroin
4,5].

. Conclusion

This work reports the construction of a simple and inexpen-
ive SIA manifold and its application to automated on-line method
or the assay of morphine in human urine. The proposed proce-
ure involved on-line sample treatment, developing reaction and
pectrophotometric measurement. Efficient sample clean-up and
xtraction as well as significant preconcentration were obtained by
IA-SPE. The proposed SIA method enjoys rapidity, safety in solu-
ion handling, simplicity and cost-effectiveness in instrumentation
s well as reduction in reagent and sample volumes.
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a b s t r a c t

An analytical system based on a multisensor ISFET array monolithically integrated in one chip, sequential
injection analysis (SIA) and Partial Least Squares (PLS) method for data processing is presented. Along with
these the system carried a custom made flow cell with inner volume of 10 �l for the sensor array and a
400 �l of mixing cell for automatic preparation of liquid samples. The system was tested analyzing mineral
eywords:
SFET sensor array
equential injection analysis
ulticomponent analysis

water samples with very similar ion contents (sodium, potassium, chloride). SIA technique was applied
for automatic preparation of calibration solutions by mixing four stock solutions. Ion concentrations of
calibration solutions were calculated using the PLS model. Results obtained on each step of the measuring
cycle were used as a feedback to update the model and recalculate ion concentrations. The precision
of the developed system was typical for potentiometric method with standard deviation of determined
ion concentrations of about 3–5%. Proposed approach may be applied for automatic analysis of complex
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samples that require a lar

. Introduction

Sequential injection analysis is a well-established tool for
utomation of chemical analysis of liquids which includes steps of
calibration model development, based on solutions with known

oncentrations of components, and application of this model for
etermination of unknowing concentrations in a sample. Auto-
alibration techniques are often used for the development of
utonomic systems for monitoring natural waters, waste waters, air
ollution, etc. [1,2]. Main advantages of these systems are that they
equire minimum manual operations and allow the compensation
f the detector drift.

Analysis of real samples is not an easy task. One of the diffi-
ulties is the large number of chemical variables (e.g. ions) that
ay be found in a sample in a wide range of their concentrations.
nother problem is the possible presence of interfering ions which
ay affect sensors response. To reduce the interfering ions influ-

nce it is proposed [3–6] to use chemometric approaches treating
he signals obtained from a set of several detectors.

A large number of components in real samples imply the

equirement of a large number of calibration solutions. In case
f a full factorial design of an experimental plan [7] the required
umber of calibration solutions that cover all possible ion combi-
ations in the selected concentration range is equal to Cn, where

∗ Corresponding author. Tel.: +34 935947700; fax: +34 935801496.
E-mail address: andrey.ipatov@cnm.es (A. Ipatov).
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mber of multicomponent calibration solutions.
© 2008 Elsevier B.V. All rights reserved.

C” is the number of concentration levels and “n” is the number
f components. Thus, for 3 components and 3 levels of concen-
ration 27 calibration solutions would be required. Alegret with
o-workers [8–10] used from 30 up to 60 solutions to construct an
dequate model based on an artificial neural network. One of the
ossible ways to reduce the number of calibration solutions is to
ptimize the experiment design. To develop an experimental plan
ractional factorial designs are often used instead of full factorials
11]. Fractional designs “sacrifice” interaction effects, still permit-
ing the main effects to be computed correctly. Thus, developed
xperimental plans require much less runs (calibration solution)
nd are more reasonable from the point of view of labor employed.
he general mechanism of generating fractional factorial designs
or example at 3 levels (3**(k−p) designs) (for 3 component) starts
ith a full factorial design at 2 levels, and then uses the interactions

f the full design to construct “new” factors (or blocks) by making
heir factor levels identical to those for the respective interaction
erms (i.e., by making the new factors aliases of the respective inter-
ctions). For example, the following 3**(3−1) factorial design for
hree levels of concentration of sodium, potassium and chloride
ives 9 mixed solution instead the 27. These 9 solutions constructed
rom the full design for potassium, sodium and chloride levels are
omputed as:

(Cl) = 3−mod (C(Na)+ C(K)) (1)
3

ere, mod3(x) stands for the so-called modulo-3 operator, which
ill first find a number y that is less than or equal to x, and that

s evenly divisible by 3, and then compute the difference (remain-
er) between number y and x. For example, mod3(0) is equal to
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, mod3(1) is equal to 1, mod3(3) is equal to 0, mod3(5) is equal
o 2 (3 is the largest number that is less than or equal to 5,
nd that is evenly divisible by 3; finally, 5−3 = 2), and so on. If
e apply this function to the sum of sodium concentration and
otassium concentration, we will obtain the third factor for chlo-
ide concentration and finally fractional design gives us 9 mixed
olutions for 3 components and 3 levels of concentration. There
re some other approaches for fractional design (Plackett–Burman
esigns, Box–Behnken designs, Latin square, etc.) which permit to
arry out calibration using an incomplete (reduced) set of stan-
ard solutions without significant loss of accuracy of analysis
12].

In this work we propose an automatic system for mixing and
reparation of the required number of calibration solutions directly
uring the measurement cycle using the initial data from the sensor
rray as a feedback. This is a cyclic optimization process that per-
its to reduce the concentration range of the calibration solution

omponents during analysis.

. Experimental

.1. Apparatus and devices

All the sensors in this work are monolithically integrated in one
hip (20.71 mm×8.00 mm) combining NMOS and thin film tech-
ology and using BESOI (Bond and Etch back Silicon On Insulator)
afers. These wafers are formed by three layers, a lower thick sil-

con substrate, an intermediate silicon oxide layer, and an upper
hin silicon layer used to form semiconductor devices. The devel-
ped technology permits to isolate electrically sensors one from
nother in order to guarantee their independent functioning. The
rray consists of six Ion Selective Field Effect Transistors (ISFETs)
ith polymeric membranes sensitive to different ions developed

arlier [13].
The encapsulation process performed with a photocured poly-

er layer [14] is facilitated due to the on-chip electrical isolation
f all the devices of the multisensor. For this reason it is required
nly to cover the contact pads of the chip with bonded wires and
onducting lines of the PCB substrate. The final step of the multisen-
or fabrication is the deposition of different photocurable polymer
embranes sensitive to K+, Na+, and Cl− ions over ISFET gates.
reparation and deposition of these membranes are reported else-
here [13,14].

Encapsulated multisensor chip with deposited ion-selective
embranes is presented in Fig. 1. A special computer controlled

et-up for a multisensor implementation was designed. It con-

Fig. 1. A multisensor chip with sensitive membranes.
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ists on a six-channel ISFET-meter working in a constant drain
urrent/constant drain voltage mode. ISFET sensors were biased
hrough the double junction Ag/AgCl reference electrode immersed
nto the test solution.

A flow cell to incorporate the sensor array chip was developed
nd made from polymethylmethacrylat (PMMA) plate with the
elp the micromilling technique (Stepfour GmbH, Salzburg, Aus-
ria). Different milled parts of the PMMA were glued together using

ethacrylic acid. Dimensions of the inner channel were: length:
4.3 mm, height −0.5 mm, width −1.3 mm (Fig. 2). Standard tubes
or flow injection analysis with a 0.75 mm inner diameter were con-
ected to the inlet and outlet of the cell and glued with epoxy resin.
xperiments were carried out using a double junction reference
lectrode (ORION) positioned at the output of the flow cell. For
ight contact between the flow cell and the multisensor chip PDMS
askets were made. Gaskets were formed in a special mould and
olymerized during 48 h.

For automatic solution preparation a mixing cell with inner vol-
me of 400 �l was fabricated using PMMA as a material.

The designed automatic system is shown schematically in Fig. 3.
o mix solutions and deliver them to the flow cell a syringe pump
1) is used, while a multiposition valve (3) permits to select among
arious solutions (6–9) with different concentration ranges (10−3

o 10−4 mol/l). The high precision syringe pump with the minimal
olume of 1.0±0.1 �l delivers solutions from the mixing vessel (5)
ith the total volume of 400 �l to the hold coil (2) and then to the

ensor array (4).

.2. Reagents and solutions

The multisensor chip ISFET sensors with photocurable mem-
ranes sensitive to K+, Na+, and Cl− ions were tested and
haracterised for their sensitivity, selectivity, stability and lifetime.
t is important to emphasize that all determined parameters were
he same as for conventional ISFETs reported earlier [13,14]. Along
ith mentioned ions, pH was measured by one of the ISFETs with
silicon nitride gate.

Three different brands of bottled mineral water were analysed
Font Vella, Solan de Cabras, Lanjaron). All of them are of low

ineralization and Lanjaron has a very low chloride and bicar-
onate content. The test cycle for each water sample consisted

n the following steps. Firstly, the measurements were performed
n four calibration solutions. These four solutions were prepared
rom corresponding salts and contained all the mentioned ions in
oncentrations covering the range between high and low values
f corresponding components reported for the commercial bottled
aters [15]. Results obtained in these solutions were used to create
preliminary PLS model establishing the correspondence between

he sensor array output signals and ions concentration. After this a
eal water sample was analysed. Using the preliminary PLS model
oncentrations for each ion component in the measured sample
ere calculated. A new calibration solution was prepared with con-

entrations of ions close to those determined in the real sample.
on concentrations and sensors signal values were used to update
he calibration model. After each new calibration solution result of
he real sample determination was checked with requisition of the
recision. If the standard deviation between consecutive measure-
ents was high, the cycle of calibration solution preparation and

he sample measurement was repeated. Fig. 4 illustrates the steps
f the analysis process.
.3. Programming and data processing

Output signals of all the sensors, the valve and the pumps oper-
tion were controlled by a computer with a 16 bits data acquisition
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Fig. 2. A flow cell w

oard with the help of a specially developed software. Multisensor
esponse signals measured in each of the sample were processed
y PLS method forming the matrix of X-variables. The data set was
sed to construct the PLS regression model. All this data treatment
as performed using the software package Tanagra [16]. The solu-

ion components concentrations (which correlate with volumes of

he stock solutions used to prepare a calibration solution) were
sed as Y-variables within the PLS model. Taking into consideration
hat potentiometric sensors response depends on ion concentra-
ion logarithmically the concentration values were transformed
nto pIon =−log(CIon), with CIon expressed in moles per dm3.

ig. 3. Schematic presentation of the experimental system for the SIA multicompo-
ent analysis. (1) Syringe pump, (2) hold coil, (3) multiposition valve, (4) sensor array
ith reference electrode, (5) mixing vessel, (6–9) individual solutions for mixing at
ifferent proportions.
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. Results and discussion

.1. Choice of optimum parameters of the sequential injection
nalysis

Optimization of sequential injection parameters was performed
fter studying the response time of the sensor array. For all ISFET
ensors the output signal achieved 95–98% of its equilibrium value
uring the first 50–60 s. Since all the measurements were carried
ut in a stop–flow mode, after dispensing the sample to the detector
ell the cycle was stopped for 60 s and then mean signal values from
SFETs sensors were registered. During analysis it was necessary to
repare a mixture containing stock solutions in different propor-
ions. We carried out series of experiments to guarantee complete

ixing of the components and homogeneity of the calibration solu-
ion and repeatability of its parameters. Firstly, small volumes (few

icrolitres) of stock solution were added to the mixing chamber
nd at the last step the required amount of distilled water was
ushed. To prevent the mixing of small volumes of a stock solution
ith the carrying background solution bubbles of air were injected

o separate the sample. After aspirating the required volumes of
ifferent stock solutions into the sample hold coil they were dis-
ensed to the mixing cell. The injected air bubbles separating the
amples also helped to achieve better mixing of the final solution.
o optimize the volume of thus prepared calibration solution differ-
nt volumes (250, 133, 80, 67 �l) were choused. For 250 and 133 �l
ample volumes sensors signals showed better repeatability. Differ-
nces in sensors response in consecutively prepared samples with
he same concentration did not exceed 0.5 mV which means that
he mixing was complete. For the stop flow mode the flow rate has
o high influence on the system functioning and in our case it was
xed at 50 �l/s.

Development of a flow through system requires optimization of
he sample volume. For very small volumes the effect of the sample
ilution during travelling to the detector may cause distortions. For

arge samples volume the consumption of chemicals and the time
f analysis significantly increases. Another reason for decreasing
f the sample volume is to prolong the sensors lifetime, because
n case of ISFET sensors with polymeric membranes intensive flow
rovokes washout of active components from sensor membranes.

To optimize the volume of real samples experiments were per-

ormed with a sample volume changing in the range from 20 up
o 250 �l. For all sensors small sample volumes (less than 20 �l)
aused reproducibility deterioration. For 25 �l of the sample vol-
me sensors signal peak values reached only 60–70% of their
quilibrium value in the same solution and were not reproducible.
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Table 1
Concentration of the components in mineral water samples and calibration solutions

Sample Na+ contents (mol/l) K+ contents (mol/l) Cl− contents (mol/l)

Minimal value 2.19×10−4 2.29×10−5 5.62×10−5

Maximum value 5.75×10−4 3.31×10−5 3.09×10−4

Calib sol 1 1.00×10−4 1.00×10−5 5.00×10−5
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ig. 4. The algorithm of the automatic operation for analysis of the mineral waters.

ncrease of the sample volume up to 100 �l resulted in reproducible
ensors signals equal to 94–95% of their equilibrium values.

For calibration solutions and real samples as optimal parameters
or our system the flow rate of 50 �l/s and the sample volume of

33 �l were fixed.

Multisensor chip was calibrated in individual solution with opti-
al flow parameters in the range of 10−5 to 10−1 mol/l. The average

lope of sensors response for K+, Na+, Cl− ISFETs was 54–56 mV per
ecade and for pH ISFET—55.2 mV/pH in a 2–8 pH range.
alib sol 2 1.00×10−3 1.00×10−4 8.00×10−4

alib sol 3 2.00×10−4 5.00×10−5 1.00×10−4

alib sol 4 5.00×10−4 2.00×10−5 3.00×10−4

.2. Mineral water components (sodium, potassium, chloride and
H value) determination

The ion concentration range in mineral waters which were
hosen for testing the autocalibration technique was in the
0−4 to 10−3 mol/l range. For analysis of commercial mineral
aters ion contents the initial stock solutions were prepared
ith the following concentrations: 10−2 mol/l NaCl, 10−3 mol/l
Cl, 5×10−3 mol/l NaHCO3. The sodium ion contents in mineral
aters is typically higher then the potassium ion concentra-

ion. To prepare the calibration solution the following procedure
as developed. Firstly, the required volume of the KCl solu-

ion was calculated. Secondly, the volume of the NaCl solution
as determined to give the required amount of chloride ions

n the calibration solution. Finally, the total sodium ion concen-
ration was fixed by adding the sodium hydrocarbonate stock
olution. Initial calculations usually give partial volume values, thus
ll volumes were rounded to their integer values and final ion
oncentrations in thus prepared calibration solution were recal-
ulated.

In Table 1 are listed the maximum and minimum ion con-
entrations in tested mineral waters (as declared by water
anufacture) as well as ion contents of the initial calibration

olutions required to build the preliminary PLS model. This
odel characterizes a relatively wide concentration range and

ives initial estimation of ion concentrations in real samples.
t should be noted that pH ISFET has high selectivity in front
f other ions present in the sample. Hence, sample pH values
ere determined directly. Others ISFETs have no ideal selectiv-

ty, so changes in concentration of one of the components may
ffect the response of several other sensors. PLS model accounts
or these possible interactions and diminishes the effect. Thus,
nly the sodium, potassium and chloride sensors output sig-
als were used for PLS modelling as X-variables. As commented
arlier, the respective ion concentrations were chosen as Y-
ariables.

The autocalibration and analysis process was carried out taking
he following steps.

1. To cover the possible concentration range of all the components
(Table 1) four calibration solutions were prepared and analysed.
From the obtained data set, presenting sensors signals and con-
centrations of the components, the preliminary PLS model was
built. According to the model each ion component concentra-
tion (Yi) is presented by a regression equation using which the
ion concentration may be calculated basing on the sensor output
signal readings (Xi).

Y1(Naconc) = A1X(Na pot) + A2X(K pot) + A3X(Cl pot) + A0
Na (2)

Y = A X + A X + A X + A0 (3)
2(Kconc) 4 (Na pot) 5 (K pot) 6 (Cl pot) K

Y3(Clconc) = A7X(Na pot) + A8X(K pot) + A9X(Cl pot) + A0
Cl (4)

In equations above Y(Xconc) are respective values of the sodium,
potassium and chloride concentrations; A1–A9 are regression
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ig. 5. Preliminary (a) and final (b) PLS models. (�) Real sample, (�) calibration so
olutions for refining PLS model.

coefficients of the PLS model and A0 is the regression coefficient
for the intercept.

. Measurement of the unknown sample was performed and ion
concentrations were calculated using the preliminary PLS model.

. New calibration solution was prepared with components con-
centrations equal to those determined in the sample and the
measurement cycle was performed.

. New data were added to the PLS model and regression coeffi-
cients were recalculated giving a new set, A′n.

Ion concentrations in the measured sample were recalculated
sing the optimized PLS model. The standard deviation of the
esults obtained in two consecutive cycles was determined. If the
tandard deviation value was higher than 0.08 the process of the
alibration solution preparation and the PLS model optimization
as repeated.

Fig. 5(a) shows an example of the principle component analysis
PCA) plot presenting sensors responses in the initial four calibra-
ion solutions and in the real sample (preliminary PLS model). In
his case we cannot determine the component concentration in the
ample because the point falls out of the calibration area. Neverthe-

ess, from this first measurement we determine what the level of
he concentration in the sample is. With this data the next cali-
ration solution is automatically prepared with ion components
ithin the range estimated in the real sample. After few cycles of

he measurements we have the final PLS model with higher preci-

n
r
e
w
m

able 2
etermination of the mineral water components with modified PLS model

ample Preliminary model (4
sol) (mol/l)

Model 2 (5 sol) (mol/l) M

odium
Solan de cabras 2.38×10−4 2.10×10−4 2.
Lanjaron 2.31×10−4 2.44×10−4 2.
Font Vella 5.02×10−4 5.45×10−4 5.

otassium
Solan de cabras 2.02×10−5 2.43×10−5 2.
Lanjaron 2.80×10−5 2.32×10−5 2.
Font Vella 2.75×10−5 3.06×10−5 3.

hloride
Solan de cabras 2.56×10−4 2.43×10−4 2.
Lanjaron 5.02×10−5 5.15×10−5 5.
Font Vella 3.43×10−4 3.31×10−4 3.

H (pH units) with direct potentiometry
Solan de cabras
Lanjaron
Font Vella
s. (I–IV) Four calibration solutions for preliminary PLS model. (V–VII) Calibration

ion that can determine the real sample concentration with a lower
rror (Fig. 5(b)).

Table 2 presents the evolution of the real sample analysis results
uring the experiment. Each new calibration solution prepared
sing the feedback gives a more precise PLS model. From Table 2

t follows that most of ion concentrations are found with better
ccuracy using PLS model which was modified during analysis. The
our components can be determined simultaneously using a sen-
or array of four ISFET sensors with an average precision of 2–4%
or Na+, K+, pH (by direct measurement) and 3–8% for Cl− ions. In
ase of the “Lanjaron” water the error of the chloride concentration
etermination is higher than in other water samples. This is due to
he fact that the actual chloride ion concentration in this water is
lose to the limit of detection of the chloride sensor.

Proposed approach of the analysis permits to reduce the num-
er of calibration solutions from 27 to 7. We have also estimated
he time required for the analysis for different experimental plans.
n case of the full factorial experimental plan it takes 45–50 min,
or the fractional factorial design it takes more than 17 min, while
he developed system finishes the analysis in 10–15 min. This effect
ill be much more important in case of a larger number of sample

omponents and their levels of concentration because the required

umber of calibration solution grows geometrically. At the same,
eduction of the number of calibration solutions has negligible
ffect on the precision of component determination which stays
ithin a 3–5% range that is typical for potentiometric measure-
ents.

odel 3 (6 sol) (mol/l) Model 4 (7 sol) (mol/l) Mineral water ion
concentration (mol/l)

12×10−4 2.12×10−4 2.19×10−4

50×10−4 2.56×10−4 2.63×10−4

58×10−4 5.66×10−4 5.75×10−4

31×10−5 2.24×10−5 2.29×10−5

38×10−5 2.49×10−5 2.57×10−5

42×10−5 3.38×10−5 3.31×10−5

36×10−4 2.34×10−4 2.29×10−4

25×10−5 5.32×10−5 5.62×10−5

30×10−4 3.17×10−4 3.09×10−4

7.45 7.40
6.71 6.77
7.57 7.62
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. Conclusions

An autocalibration technique based on sequential injection anal-
sis with a miniaturised integrated multisensor chip has been used
o analyse different brands of mineral water. The device comprises
n array of ISFETs with different gate membranes sensitive to pH, K+,
a+ and Cl− ions. Multivariate approach using PLS model has been
pplied to determined different components in the water samples.
sing the initially obtained data as a feedback the multivariate

egression applied to the whole data set permits to determine with
ufficient precision concentrations of different ions in water sam-
les. The obtained results show that the use of such array with
hemometric technique can be a promising method for automatic,
imple, fast, reproducible, selective and sensitive detection of ions
n liquid samples.

On the other hand, it must be emphasized that in many cases the
equential injection analysis gives a unique possibility to optimize
he process of the analysis and to reduce the time of analysis and
mount of reagents used.
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Iodine is an essential trace element for human beings. The main source of iodine is generally food
items such as fish and milk. Either the lack or the excess of iodine can cause health problems. There
exists an increasing interest in the determination of total iodine as well as various species of iodine
in milk. We have developed an epithermal neutron activation analysis method with a Compton sup-
pression (ENAA–CS) counting system for the determination of ng mL−1 levels of iodine. We have also
employed chemical separation methods prior to ENAA–CS to measure the fraction-specific concentra-
tions of iodine in bovine milk. We have measured the following iodine concentrations in homogenized
ilk components
odine distribution
ractionation analysis
peciation analysis
AA
rotein-bound iodine

milk (3.25%milk fat): 0.48±0.02 �g mL−1 of total iodine, 0.020±0.003 �g mL−1 of lipid-bound iodine,
0.039±0.002, 0.019±0.002 and 0.021±0.004 �g mL−1 of protein-bound iodine depending on the protein
separation method and 0.45±0.02 �g mL−1 of inorganic species.

© 2008 Published by Elsevier B.V.
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ipid-bound iodine
norganic iodine

. Introduction

The World Health Organization (WHO) has estimated that about
40 million people around the world suffer from the iodine defi-
iency disorders (IDDs) due to the lack of this essential trace
lement in their diets [1]. The WHO recommended an average
aily dietary intake (ADDI) of 100–300 �g iodine for adults. The
ecommended intakes in many countries fall within this range,
.g. 140 �g d−1 for U.K., 150 �g d−1 for Nordic Countries, Aus-
ralia, EU and USA, and 160 �g d−1 for Canada [1–4]. It has been
eported; however, that about 34 countries have sufficient or
ven excessive iodine consumption [5]. Canada is among this
roup of countries where the ADDI significantly exceeds the rec-
mmended intakes for iodine [1–3]. So far no side effect has
een reported for an iodine intake higher than 300 �g d−1 [1].
he Joint Expert Committee on Food Additives (JECFA) of the
ood and Agriculture Organization (FAO) and the WHO recom-

ended a Provisional Maximum Tolerable Daily Intake (PMTDI)

or iodine as 17 �g kg −1 of body weight. In Canada, it has been
stimated that the ADDI for iodine is about six times the recom-
ended nutrient intake (RNI) value of 160 �g d−1 [6] making the

∗ Corresponding author. Tel.: +1 902 494 2474; fax: +1 902 494 2474.
E-mail address: a.chatt@dal.ca (A. Chatt).
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039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.07.033
anadian daily intake close to the PMTDI value for a 60 kg per-
on.

The reasons for the increased iodine intake in Canada and other
ountries are not very clear. It could be related to the iodine concen-
ration in milk. Milk provides 16–30% of the dietary iodine intake
2,7], and in countries such as U.K. with high milk consumption it
ould be the major contributor to bodily iodine intake. The major
ause of high iodine levels in milk could be due to the use of organic
odine compounds for the prevention and treatments of foot rot
isease in dairy cattle [2,8]. Significant amounts of iodine may also
e introduced in milk through the disinfection of teats by iodine
ontaining agents [2,9]. Iodine solutions are often used to sterilize
he mechanical systems employed to extract milk from cows; any
esidual iodine may be passed on to milk. There is an increasing
nterest in the determination of iodine levels in milk which is the
ocus of the present work.

There are a variety of techniques capable of determining total
odine in milk at low levels (<1 �g g−1). Catalytic reactions have
een extensively used since the 1940s and they are still being
mployed [6]. Electrochemical techniques, chromatographic tech-

iques such as HPLC and GC, atomic absorption spectroscopy, and

CP-MS [8,10–16] have also been used to some extent. All of these
ethods require either a digestion and/or a derivatization step

rior to determination. The situation is different in the case of
nstrumental neutron activation analysis (INAA) of iodine [17–25]
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here no sample dissolution is needed. Epithermal INAA (EINAA)
oupled to a Compton suppression (EINAA–CS) counting system
an be conveniently used to lower the detection limits for iodine
21]. Chemical separation methods either preceded or followed
y NAA can be employed to further improve the detection limits
20,22–25].

The total concentration of an element provides incomplete infor-
ation about the biological status of that element in a system [26].

he bioavailability and toxicity of an element depends strongly on
ts chemical species. Despite the large number of papers on the total
etermination of iodine in milk not much work has been published
n its speciation of iodine, perhaps due to the lack of sensitive meth-
ds. Moreover those papers where some iodine species have been
etermined so far, deal mostly with inorganic species. For instance,

CP-MS coupled to ion chromatography (IC) was employed to deter-
ine inorganic species such as iodide and iodate [27]. NAA has

een couple to IC and to polymer inclusion sorbent for the same
urpose [28,29]. Some others published papers are only related to
he detection of organic species. For example, ICP-MS was coupled
o size exclusion chromatography (SEC) for determining iodide, T3
nd other small organic molecules containing iodine [8]. It has also
een used to identify iodine associated with whey proteins in milk
26].

Recently, ICP-MS was employed for the determination of iodine
pecies in different human milk and infant formulas [16]. In this
ase, iodine bound to casein, whey and fat was reported quan-
itatively. The method employed for the separation of the milk
hases was ultracentrifugation. It is very simple and fast and
oes not need chemical reagents to carry it out. The sample size
equired is small which could be very advantageous but at the
ame time makes difficult further fractionation analysis, such as
at fractionation. This procedure also does not separate the inor-
anic species from the whey proteins, since caseins precipitate but
hey proteins remain in the clear fraction. Therefore, the iodine

ssociated to inorganic species and whey proteins is quantified as
ne fraction. ICP-MS is undoubtedly a very sensitive technique and
any elements can be quantified with it. However, the determi-

ation of iodine using this technique required special care during
he digestion step, since the volatilization of iodine is always a
hreat.

The main objectives of the work reported in this paper were to
evelop methods for the separation of the main milk fractions in
ovine milk and the further iodine determination on these sepa-
ated fractions (total inorganic iodine, as well as, iodine associated
ith total proteins: casein + whey and lipids). The iodine quantifi-

ation was carried out using EINAA–CS, a sensitive technique in
he iodine determination that does not require chemical digestion,
reventing any iodine loss. The iodine mass balance based on the
ummation of separated milk phases have been assessed in human
ilk and infant formulas [15]; in this case, however, it is carried out

n bovine milk.

. Experimental

.1. Iodine comparator standards

An iodine comparator standard stock solution of
�g iodine mL−1 was prepared by dissolving ultrapure ammonium

odide (SPEX) in 5% (v/v) ultrapure ammonia solution. The final
olution was placed in a pre-cleaned, dark polyethylene bottle and

tored away form light in a refrigerator. Under these conditions,
he solution was found to be stable for several months. The
orking standard solutions of iodide in the range of 0.1–1.0 �g
ere prepared by transferring appropriate portions of the stock

olution using a calibrated Eppendorf pipette into pre-cleaned

C
c
f
w
b
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.2-mL polyethylene irradiation vials and diluting to half of the vial
ith distilled deionized water (DDW).

.2. Reference materials (RMs)

Several reference materials and standard reference materials
SRMs) obtained from the U.S. National Institute of Standards and
echnology (NIST) were analyzed to evaluate the accuracy of the
INAA–CS method developed. The materials used were: SRM-1549
on-fat milk powder, RM-8435 whole milk powder, SRM-1566a
yster tissue, RM-8415 whole egg powder and RM-8414 wheat
luten.

.3. Irradiation and counting

Samples and standards were irradiated at the inner, outer and
he cadmium-shielded outer sites of the Dalhousie University
LOWPOKE-2 Reactor (DUSR) facility at a maximum neutron flux
f 2.5×1011 cm−2 s−1. The details of the stability, homogeneity and
eproducibility of the DUSR facility has previously been described
30–32]. The samples were irradiated for 10 or 25 min, allowed
o decay time for 3 or 5 min and counted for 10 or 25 min. The
amma-ray spectrometry system consisted of an EG&G Ortec HPGe
-type coaxial detector with a resolution (FWHM) of 1.72 keV at the
332.5 keV photopeak of 60Co and a relative efficiency of 25% with
espect to a standard NaI(Tl) detector in conjunction with an Ortec
ulse height analyzer. The guard detector used in the Compton sup-
ression gamma-ray spectrometry system consisted of a 10′′ ×10′′

aI(Tl) annulus with five photomultiplier tubes (PMTs) supplied by
arshaw and a 3′′ ×3′′ NaI(Tl) plug with one PMT supplied by Tele-
yne. The peak-to-Compton ratio of this system was 582:1 at the
62-keV photopeak of 137Cs.

.4. Milk samples

Commercially available homogenized milk (milk fat = 3.25%) in
aper containers was purchased from the local supermarkets in
alifax, NS, and kept in a refrigerator at 4 ◦C until use. When needed,
few mL of the milk sample was taken from the container in a

re-cleaned Pyrex beaker and allowed to reach room temperature
efore processing.

.5. Determination of total iodine

Approximately 0.75 mL of the milk from the beaker was placed
n a 1.2-mL pre-cleaned polyethylene irradiation vial and heat-
ealed. The sample was irradiated for 25 min in the Cd-shielded
ite, allowed to decay for 5 min, and counted for 25 min using the
ompton suppression system for the determination of total iodine

n milk.

.6. Separation scheme for iodine fractions in milk

Fig. 1 shows the scheme applied for the separation of the differ-
nt milk fractions. Lipid-bound iodine fraction was separated first
sing a solvent extraction method. The aqueous layer was treated
o separate the protein-bound iodine fraction using (NH4)2SO4
recipitation leaving the inorganic fraction in the supernatant. To
emove any organic compound that might have been present in
his inorganic-aqueous phase the solution was passed through a

18 solid phase extraction column (SPE, Supelclean envi-18, 12 mL
olumn). The eluate solution contains the purified milk inorganic
raction. Dialysis was also studied as a protein separation method
here lipids and inorganic species migrate out of the dialysis mem-

rane. Dialysis was applied directly from the initial milk sample.
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5.2. Precision and accuracy

In order to evaluate the precision and accuracy of the EINAA–CS
method developed, a number of RMs and SRMs were ana-

Table 1
Sensitivities and detection limits for iodine in milk under different experimental
conditions ti-td-tc = 10-3-10 min

Reactor site Counting
mode

Sensitivity
(count �g−1)

Detection limit
(�g mL−1)

Dead-time
(%)

Inner Conventional 4965 ± 189 0.23 >10
Inner CS 4796 ± 68 0.15 >10
Outer Conventional 1494 ± 44 0.24 6–10
Fig. 1. Separation scheme for the determination of iodine bound to milk fractions.

combination of dialysis and (NH4)2SO4 precipitation was also
tudied. All separate fractions were irradiated in half volume vial
eometry in the conditions described above.

. Separation of lipid-bound iodine fraction

The method reported here seems to be (up to the knowledge
f the authors) a new system for milk lipid extraction. To achieve
his separation a modification of Hara’s method [33] made in our
aboratory by Indrasenna [34] was carried out. About 25 mL of milk

ere placed in a separatory funnel to which 2 mL of concentrated
mmonia solution were added. The first extraction step was done
sing 25 mL of a hexane:isopropanol (1:1) mixture. After separating
he organic phase, the second step was carried out using 15 mL of
he extracting mixture and the third step using 10 mL of hexane. The
hree organic phases were combined and washed twice with 10 mL
f DDW. The organic solvent was evaporated under air in fumehood
ntil reach constant weight. Protein determination was assessed in
he separated lipid fractions by Bradford method [35] where casein
as used as standard protein. The non-organic layer was saved for

he separations of protein-bound iodine and inorganic fractions.

. Separation of protein-bound iodine species

.1. (NH4)2SO4 precipitation

It was necessary to find the concentration of ammonium sulfate
equired to precipitate all proteins in the sample. To carry out this
tep, a saturated ammonium sulfate solution at 4 ◦C (3.93 mol L−1)
as prepared. Skimmed Farmers’ milk was then placed in micro-

entrifuge tubes for centrifugation and the required amount of
mmonium sulfate solution was added to obtain the desired final
oncentration of the salt from 0 to 3 mol L−1. The sample was cen-

◦
rifuged at 15,000 rpm at 4 C for 90 min and then the mass of
rotein in solution was determined. This value was compared with
he initial amount of protein in the milk in order to calculate the
mount of precipitated protein. Proteins were in all cases assessed
y Bradford method.

O
C
C
C
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.2. Dialysis

A dialysis procedure was applied to small portions (50 mL) of
.25% farmers milk. This was intended to purify proteins by remov-

ng inorganic compounds and lipid from the samples. Milk samples
ere placed into dialysis tubing (Spectra/Por membrane MWCO

500 Dialysis 34 mm diameter), which was then sealed. Six sam-
les were suspended in a 2-L beaker filled with DDW. Every 8 h,
00 mL of DDW was replaced, and one sample was removed from
he beaker. The removed water and the samples were stored at
◦C. Dialysis was stopped after 48 h, one tube remained at that

ime. In each dialyzed sample, and dialysate (stored every 8 h)
roteins (by Bradford method) and iodine (by NAA) were deter-
ined.

.3. (NH4)2SO4 precipitation + dialysis

Then 10 mL of each dialyzed sample were taken to which
pproximately 30 mL of 3.93 mol L−1 (NH4)2SO4 solution were
dded to precipitate proteins. These samples were centrifuged at
5,000 rpm at 4 ◦C for 90 min. Iodine was determined in both the
recipitated proteins and the supernatant, while protein was only
etermined in the supernatant.

. Results and discussion

.1. Irradiation conditions and counting systems

In order to select the most suitable reactor site and the count-
ng system available in our facility, milk samples were irradiated
or 10 min, allowed to decay for 3 min and counted for 10 min. The
etection limits were calculated using Currie’s method [36]. The
esults are presented in Table 1.

The Compton suppression counting system always gave a better
etection limit than the corresponding conventional system. The
ead times were comparable. The combination of EINAA and CS
ave a better suppression of the interfering activities from 24Na and
8Cl because of the reduced activities of these two nuclides under
pithermal neutron irradiations, increased activity of 128I due to its
igher cross section for epithermal neutrons, and a reduced Comp-
on background in the gamma-ray spectrum. An additional effect of
INAA–CS was the reduction of the dead time as shown in Table 1.
s a result, a more defined photopeak was obtained at the 443-
eV of 128I, which in turn produced reliable results. Therefore, the
INAA–CS system was selected for the determination of iodine in
ilk.
uter CS 1368 ± 23 0.12 6–10
d-shielded Conventional 587 ± 14 0.29 <2
d-shielded CS 560 ± 6 0.17 <2
d-shieldeda CS 1094 ± 12 0.05 <2

a ti-td-tc = 25-5-25 min, (n = 5).
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Table 2
Iodine content (�g g−1) of NIST reference materials by EINAA–CS ti-td-tc = 25-5-
25 min, (n = 5)

Name This work Certified value

Non-fat milk powder NIST SRM-1549 3.15 ± 0.15 3.38 ± 0.03
Whole milk powder NIST RM-8435 2.35 ± 0.08 2.3 ± 0.4
O
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yster tissue NIST SRM-1566A 4.44 ± 0.08 4.46 ± 0.40
hole egg powder NIST RM-8415 1.92 ± 0.19 1.97 ± 0.45
heat gluten NIST RM-8414 0.064 ± 0.009 0.06 ± 0.01

yzed. The irradiation, decay and counting times were 25, 5 and
5 min, respectively. The sensitivity under these conditions was
094 counts �g−1 iodine. Our values along with the certified values
re given in Table 2.

The average of five samples for each of the materials, except that
or wheat gluten, is given in Table 2. The concentration of iodine in
heat gluten was below the detection limit under the experimen-

al conditions used for the other RMs and SRMs. A pseudo-cyclic
INAA–CS method involving 15 portions of the sample was devel-
ped for measuring such low iodine levels. The excellent agreement
etween the iodine concentrations measured in this work and the
ertified values shows the accuracy of the EINAA–CS method devel-
ped.

.3. Separation of lipid-bound iodine fraction

After three extractions using the proposed solvent system
sopropanol–hexane (1:1) the lipid mass in milk did not increased
nd it was comparable to the milk fat reported in the container
y the producer, indicating the suitability of the solvent system
sed. It is advisable to perform lipid extraction previous to protein
recipitation (if this is the method to be used for protein separa-
ion) otherwise lipids precipitate with proteins. No proteins were
etected in the organic phase of the solvent extraction process,
here lipids are present, meaning that the solvent organic system

s specific to the extraction of lipids.

.4. Separation of protein-bound iodine fraction
Fig. 2 shows the results of protein precipitation using different
oncentrations of (NH4)2SO4. A concentration of 3.0 mol L−1, was
nough for the precipitation of all the protein present in solution.
his concentration was used for protein precipitation in subsequent

Fig. 2. Protein precipitation using ammonium sulfate.
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Fig. 3. Protein separation by dialysis.

xperiments. The dialysis results are presented in Fig. 3. Thirty
ours were enough to remove all inorganic iodine and any lipid-
ound iodine from the sample leaving inside the membrane only
he iodine bound to proteins. No protein was lost during the process,
s it is shown in the figure.

.5. Iodine content of various fractions

The concentration of iodine in each fraction was determined
y EINAA–CS and the results are shown in Table 3. There are
o significant differences (p > 0.05) in the results obtained in
he protein-bound iodine using dialysis and the (NH4)2SO4 pre-
ipitation after dialysis. However, there are slight differences
etween these two methods and the protein precipitation alone
p < 0.05). A possible explanation for this fact could be that iodine
s occluded in the precipitated protein after the lipid separation.
n the other hand, after the dialysis of the sample there is no

odine occluded because it is passed through the dialysis mem-

rane. Mass balance calculation of iodine in milk is also shown

n Table 3. In general any of the studied methods or protein sep-
ration can be used. The advantage of protein precipitation is
hat it is a rapid method unlike dialysis and dialysis plus protein

able 3
odine mass (�g) in total milk and separated fractions from 10 mL of milk ti-td-
c = 25-5-25 min (EINAA–CS)

ilk phase Iodine mass (�g) %R.S.D. % from total

otal milk 4.8 ± 0.2 4.1
ipid-bound iodine 0.20 ± 0.03 15 4.2

rotein-bound iodine
1. (NH4)2SO4 precipitation 0.39 ± 0.02 5.1 8.1
2. Dialysis 0.19 ± 0.02 10.5 4.0
3. Dialysis + (NH4)2SO4 0.21 ± 0.04 19 4.4

norganic fraction 4.5 ± 0.2 4.4 94

ass balance Summation Total %Recovery

ipids + protein(1) + inorganic 0.20 + 0.39 + 4.5 5.09 106
ipids + protein(2) + inorganic 0.20 + 0.19 + 4.5 4.89 102
ipids + protein(3) + inorganic 0.20 + 0.21 + 4.5 4.91 102

Detection limit (�g L−1)

ipid-bound iodine 2
rotein-bound iodine 4
norganic fraction 4
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Table 4
Iodine associated to different milk phases in bovine milk and infant formulas reported in the literature

Iodine species Iodine concentration Main species Method Detection limit Reference

1 Total iodine Range: 17–490 �g L−1; R.S.D.: 1.9% Iodide: 89% IC–ICP-MS 1 �g L−1 27

2 Total iodine 68.6±2.9 �g L−1 Iodide: 91% IC–NAA 10 ng in 10 mL 28
Iodide 62.6±2.9 �g L−1

3 Total iodine 5.55±0.16 �g g−1 Iodide + iodate: ∼100% PIS–NAA No reported 29
Iodide + iodate 5.63±0.27 �g g−1

Iodide 1.47±0.06 �g g−1

4 Total iodine 167±14.6 �g g−1 Iodide: 86% SEC–ICP-MS 1 �g L−1 8
Whey fraction 148.7±13.6 �g g−1

Iodide/whey fraction 145

5 Total iodine 41.5±4.0 �g, 100 g−1 Whey fraction: 96% Ultra-centrifugation–ICP-MS 0.27 �g L−1 16
Whey fraction 40.2±3.4 �g, 100 g−1

Fat 4.1±1.1 �g, 100 g−1
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Casein 2.3±1.1 �g, 100 g

and 2, bovine milk; 3, milk powder; 4, bovine milk: (France-I); 5, infant formula:
hromatography.

recipitation which need longer time, but are perhaps more reli-
ble.

The results obtained in this study are in good agreement with
lready published works, as it is shown in Tables 3 and 4. The inor-
anic fraction from the analyzed milk presents the highest iodine
ontent (94%). This result is expected since iodide has been reported
s the major iodine species in milk and is present in this fraction.
ny other inorganic iodine species such as iodate is also included

n this fraction. Fernandez-Sanchez et al. [8,16] reported as the
raction with highest iodine content the whey fraction, but in the
eparation method applied by them the whey fraction also contains
he inorganic species. They also proved [8] that the main species
n that separated whey fraction is in fact iodide. The reported
odide concentrations in milks in Table 4 are 89%, 91% and 86%

hich are in the range of the inorganic fraction obtained in this
ork.

When the iodide is present in the whey fraction, then the
eported concentrations are 89% and 96%, meaning that the other
ompounds present in this fraction, such as iodate, whey proteins,
tc., have low iodine content because these values are not signifi-
antly higher than the isolated iodide. In this work, about 4% of the
odine was bound to lipids and 4–8% bound to proteins (depend-
ng of the separation method employed). Fernández-Sánchez et al.
16] reported an iodine bound to lipid and iodine bound to casein
ontent of 10% and 5%, respectively. The iodine bound to protein
alues is similar to previous reported works (see Table 4). In the
ase of the iodine bound to lipids the value obtained in this work
s lower than the reported iodine content in fat from Table 4, but
till comparable. It is assumed that there were no losses in the lipid
xtraction since the extracted lipid concentration was not signifi-
antly different from the fat value reported by the producer (3.25%
.F).
It seems that, up to the moment, the determination of iodine

pecies and/or fractions in milks have been carried out mainly
sing either ICP or NAA. In general the detection limit of both
echniques in these determinations is similar, although NAA can
lways improve this parameter extending both the irradiation
nd counting time. In this work the detection limits obtained
Table 3) agree with those reported in Table 4. Similar situa-
ion is seen with precision values which are comparable among

he reported methods (ICP-MS and NAA) in Table 4. In this
ork however, the precision in the iodine determination in com-
arison to ICP-MS was improved for the case of lipids and
roteins, despite their low iodine content, because of the use of
INAA–CS.

[
[
[
[

a-1). IC: ion chromatography; PIS: polymer inclusion sorbent; SEC: size exclusion

. Conclusions

Results from this work have shown that the isopropanol–hexane
1:1) solvent system is suitable for the lipid extraction from

ilk. The total protein separation (casein + whey proteins) can be
chieved by (NH4)2SO4 precipitation, dialysis, or a combination of
oth. Dialysis requires around 30 h for completing the removal of

ipids and other inorganic species; hence this method for protein
eparation is time-consuming. Lipid should be separated from milk
efore protein, otherwise coprecipitate with them. Iodine deter-
ination was performed with high precision and accuracy using

INAA–CS without any sample digestion and the detection limit
or the species was very low. The main iodine fraction in milk is
norganic, which represents 94% of the total iodine, proteins and
ipids account for around 4% each. Results from this study are in
ood agreement with previous reported works.
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a b s t r a c t

In this work, we have investigated the synthesis and characterization of a proton conductor based on
alginic acid and poly (1-vinylimidazole). The polymer network was obtained by mixing alginic acid and
poly (1-vinylimidazole) at various stoichiometric ratios. The polymer electrolytes were characterized
by elemental analysis and FT-IR spectroscopy. Invertase was entrapped in the polymer networks dur-
vailable online 16 July 2008

eywords:
lginic acid
oly (1-vinylimidazole)
nvertase

ing complex formation. Additionally, the maximum reaction rate and Michaelis–Menten constant were
investigated for the immobilized invertase. The temperature and pH optimization, operational stability
and shelf life of the polymer network were examined.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Polymer electrolyte membrane fuel cells (PEFCs) are one of the
ttractive energy conversion systems used in many industrial appli-
ations including electric vehicles, mobile telephones, and on-site
ower generations [1,2]. Since their development in the 1960s,
erfluorinated ionomers such as Nafion® have emerged as stan-
ard materials for low-temperature fuel cell applications due to
heir high proton conductivity and their excellent chemical and
hermal stability. Without doubt, the most extensive limitations
rise from the fact that these materials are proton-conducting only
hen hydrated, which results in a maximum operating tempera-

ure of∼100 оC [3]. To get rid off these limitations several attempts
ave been made such as doping of the polymers bearing basic
nits such as amide, imine, either with strong acids, i.e. H3PO4
r H2SO4 [4]. Although they have already been illustrated to have
igh protonic conductivity in the anhydrous state, dissociation of
cidic units may be a problem at higher operation temperatures

5]. Recently, neutral (or basic) proton conducting polymer elec-
rolytes have already been announced as they are likely to be more
table in the presence of electrode materials. From this point of
iew imidazole or benzimidazole have been reported to be promis-

∗ Corresponding author. Tel.: +90 312 2103251; fax: +90 312 2101280.
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ng under anhydrous and intermediate temperature (100–200 ◦C)
onditions [4,6,7]. Their nitrogen sides act as proton acceptors thus
orming protonic charge carriers. Their protonated and unproto-
ated nitrogen sides act as donors and acceptors in proton exchange
eactions which in return give rise to proton transport via diffusion
8].

Alginic acid, one of the elements of marine algae, is a
atural polysaccharide containing linear chains of 1,4′-linked �-
-mannuronic acid and �-l-guluronic acid (Fig. 1). Alginic acid is
biodegradable, biocompatible, non-toxic, and low cost polymer,
hich shows many interesting properties, such as wound healing,

on-exchange ability, and absorption of metal ions. Besides these
ses alginic acid can be used as an electrical or optical material
9,10].

Enzymes are sensitive substances. Their catalytic properties
hange when exposed to high temperatures or to certain reagents.
mmobilized enzyme has many operational advantages over free
nzyme such as, multiple or repetitive use of a single batch of
nzymes, enhanced stability, continuous operational mode, rapid
ermination of reaction, easy separation of biocatalyst from prod-
ct, and reduced cost of operation.

Invertase catalyzes the hydrolysis of sucrose to glucose and fruc-

ose, which is known as the invert sugar. Sucrose crystallizes more
eadily than invert sugar, so the latter is widely used in the pro-
uction of noncrystallizing creams, in making jam and artificial
oney [11]. Although, invertase has little potential for commer-
ial use in its immobilized form, it is one of the most studied of
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Fig. 1. Structure of alginic acid.

ll enzymes since it is a model enzyme for experimental purposes
12].

Immobilization of enzymes into complexed polymer electrolyte
etworks is rather new and easy where the process is carried out
uring ionic complexation.

In this article, the aim was to prepare a bioreactor by immobi-
izing invertase into a polymer network obtained by mixing alginic
cid (AA) and poly (1-vinylimidazole) (PVI). We report the synthesis
nd some characteristics of AA/PVI/invertase polymer electrolyte.

. Experimental

.1. Materials

Invertase (�-fructofuranoxidase) (E.C. no. 3.2.1.26) (from bakers
east, 53 U/mg solid) was purchased from Sigma. PVI was syn-
hesized by solution polymerization [13]. AA and sucrose were
btained from Sigma.

.2. Instrumentation

.2.1. UV–vis spectrophotometer
A Shimadzu UV–1601 model spectrophotometer was employed

n the determination of activities of immobilized enzyme. For the
pectrophotometric activity determination, the Nelson method was
sed. For acetate buffer, acetic acid and sodium acetate were used.

.2.2. Fourier transform infrared spectrophotometer (FT-IR)
The FT-IR spectra of conducting polymer blends were obtained

s dispersed in KBr pellets, using a Nicolet–510 FTIR and Mattson
000 FTIR Spectrometer.

.3. Synthesis of AA/PVI network and entrapment of invertase

First we determined the maximum degree of complexation and
he swelling behavior of the gels. To obtain the most suitable AA/PVI

atrix, 0.10 g of AA were mixed with different amounts of PVI. Since
A is a dibasic acid, the maximum protonation was expected with
= 2 (where x is the number of moles of 1-VIm per moles of –COOH
nits in AA). To check maximum protonation, four samples were
repared with x from 1 to 4. The elemental analysis and FT-IR results
howed that the maximum protonation was obtained with x = 1.

herefore, in this study the AA/PVI matrix was obtained with x = 1
Fig. 2).

Additionally, the maximum water absorbing capacity was
hecked. The maximum capacity of intake was 1.6 ml in 2.0 ml of
A (0.10 g/ml) and PVI (0.0556 g/ml).

m
i
i

Fig. 2. Complexation of AA and PVI.

The enzyme solution was prepared in pH 5.1 acetate buffer
ith an enzyme concentration of 4.0 mg/ml. Finally, AA/PVI
atrix–enzyme solutions were stirred to obtain enzyme entrapped

olymer network (EEPN). When 1 ml AA was mixed with 1 ml
VI/enzyme, the network absorbs 1.6 ml liquid (80% yield). As a
esult, 3.2 mg (170 U) enzyme were incorporated into the matrix.
EPN was used in activity determinations.

.4. Determination of invertase activity

Nelson’s method was used for activity determination [14]. Dif-
erent concentrations of sucrose solutions prepared in acetate
uffer (pH 5.1) were kept in a water bath at 25 ◦C for 5 min. Different

ncubation times (2, 4, and 6 min) were applied to allow enzyme to
eact with substrate in a total volume of 2.0 ml. After incubation
ime, 1 ml of this solution was drawn and added into 1 ml Nel-
on reagent. Then, test tubes were kept in boiling water for 20 min
o stop the reaction, and they were cooled to room temperature.
inally, 1.0 ml of an arsenomolybdate solution and 7.0 ml of distilled
ater were added. Absorbances were determined at 540 nm.

.5. Determination of kinetic parameters

For determination of the maximum reaction rate (Vmax) and the
ichaelis–Menten constant (Km), the activity assay was applied for

ifferent substrate (sucrose) concentrations. Sucrose solutions (5,
, 10, 20, 30 and 50 mM) were prepared in acetate buffer (pH 5.1)
nd kept in a water bath at 25 ◦C for 5 min, and then the EEPN was
dded to the test tubes and shaken for incubation times of 2, 4, and
min.

.6. Determination of optimum temperature and pH

Optimum temperature and pH were determined by chang-
ng incubation temperature between 10 and 80 ◦C while keeping
he substrate concentration constant (10Km). In addition to tem-
erature optimization, pH optimization is also important for a
ioreactor. pH optimizations were carried out by changing the pH
ange between 2 and 11 at constant temperature (25 ◦C) and con-
tant substrate concentration (10Km).

.7. Operational stabilities and shelf life
The operational stability of the enzyme bioreactor was deter-
ined at optimum activity conditions using the same electrodes

n 40 activity assays per day. The shelf life of the electrodes was
nvestigated by performing activity measurements within 25 days.
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Table 1
Results of elemental analysis

Sample (AA:PVI) % VIm in the feed (mol) % VIm in the complex (mol)

1:1 50 48
1:2 66 55
1:3 75 67
1:4 80 69

Table 2
Kinetic parameters for free and immobilized invertase
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The variation of invertase activity for a pH range from 2 to 11 was
investigated for the AA/PVI matrix. In pH optimization experiments,
the temperature of medium and concentration of the substrate
Fig. 3. FT-IR results of AA and AA/PVI networks at different x.

. Results and discussion

.1. FTIR results

A strong absorption appears at 1742 cm−1 that belongs to C O
tretching. 1247 cm−1 and 1419 cm−1 represent the C–O–H stretch-
ng of carboxylic acid groups of the AA (Fig. 3). After obtaining
olymer network by mixing AA and PVI in different ratios, a new
eak was observed at 1604 cm−1, and the intensity of the car-
onyl stretching at 1742 cm−1 decreased due to the protonation
f PVI with AA. These occur by the transfer of the acidic proton
f carboxylic acid to the ‘free’ nitrogen side of PVI to form imi-
azolium ion. A broad peak centered at 3433 cm−1 was observed
ue to stretching vibration of the isolated non-hydrogen bonded
H group and a broad peak approximately located between 3050
nd 3300 cm−1 was assigned to the stretching vibration of NH
roups involved in hydrogen bonding of the protonated heterocycle
15]. The percent protonation was evaluated for the peaks that are
ocated at around 1742 and 1604 cm−1.

Before immobilization of enzyme, the degree of protonation was
valuated. Presence of two acidic protons on AA rise the expecta-
ions of highest protonation with x = 2 (molar ratio of the monomer
epeat units). The percent protonation of the complex electrolyte
A: PVI was 96% for 1:1, 83% for 1:2, 89% for 1:3 and 87% for
:4. The values for 1:2, 1:3 and 1:4 ratios are close to each other
hereas the highest protonation was 1:1 ratio. The reason can be

ttributed to the structure of AA. AA is a linear copolymer with
omopolymeric blocks of (1,4)-linked �-d-mannuronate (M) and

ts C-5 epimer �-l-guluronate (G) residues, respectively, covalently
inked together in different sequences or blocks. The monomers
an appear in homopolymeric blocks of consecutive G-residues
G-blocks), consecutive M-residues (M-blocks), alternating M and
-residues (MG-blocks) or randomly organized blocks. For that rea-
on the highest protonation occurs with x = 1 instead of 2. Hence,
e can conclude that all carbonyl groups are not involved in the

omplexation reactions.

.2. Elemental analysis

Table 1 shows the feed and the final compositions of the complex
olymer electrolytes. Stable gels were collected form the solution
nd dried under vacuum for elemental analysis. While the PVI con-

ent in the feed was varied from 50 to 80%, the PVI composition of
he polymer electrolyte was changed from 48 to 69%. As the com-
osition of the complex materials are known, they are successfully
sed for invertase immobilization.
Km (mM) Vmax (�mol/min ml)

ree invertase 24.3 84.3
A/PVI/invertase 80 3.33

.3. Kinetic parameters

In this matrix, 170 U (3.2 mg) invertase were incorpo-
ated. Kinetic parameters Km and Vmax were found using
ineweaver–Burk plots at constant temperature and pH while vary-
ng the substrate concentration [16]. The maximum rate for an
nzymatic reaction is given by Vmax. The Michaelis–Menten con-
tant (Km) of an enzyme is a measure of the affinity of the enzyme
o its substrate. The value of apparent Km for a particular enzyme is
efined as the substrate concentration at which half of the enzyme
olecules are complexed with substrate. The results (Table 2) show

hat there is an increase in Km values compared to that of the free
nzyme [17]. The high Km value indicates lower enzyme–substrate
ffinity. In other words, the observed increase in Km value is due
o the tendency of enzyme to leave substrate within a short time
ithout giving a product. In this network, enzyme and substrate

nteraction and complex formation became more difficult, hence
m value increases as Vmax decreases.

.4. Temperature influence on enzyme-entrapped polymer

The temperature optimization is very important in enzyme
mmobilization and bioreactor construction. The effect of temper-
ture on the enzyme activity is shown in Fig. 4. At 50 ◦C, the free
nvertase completely lost its activity [13], however, the EEPN for
= 1 showed a maximum at 40 ◦C, and also EEPN did not lose its
nzymatic activity at 50 ◦C. Additionally, this matrix shows ade-
uate activity in a low temperature range (10–40 ◦C). EEPN provides
suitable immobilization medium for invertase and can be used as
bioreactor for a wide temperature range.

.5. pH influence on enzyme-entrapped polymer
Fig. 4. Temperature influence on enzyme bioreactor.
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Fig. 5. pH influence on enzyme bioreactor.
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Fig. 6. Operational stability of enzyme bioreactor.

10Km) were kept constant. The results are presented in Fig. 5. The
aximum activity of free invertase was observed at pH 5 [11]. The

mmobilized invertase in the AA/PVI matrix showed a maximum
ctivity at pH 10. There is a continuous increase in the enzyme
ctivity from pH 2 to 6. In AA/PVI matrix, there is a protonated
edium, for that matter the pH value in EEPN is different than that

f bulk.
At pH 7, there was a drastic decrease. Probably, the pH of

icroenvironment of enzyme is lower than 7 and close to the iso-
lectric point. The isoelectric point is the pH at which a molecule
r surface carries no net electrical charge. The solubility and hence
he activity of the enzyme are often at a minimum when the pH is
lose to the isoelectric point.

.6. Operational stability and shelf life of the enzyme bioreactor

The operational stability was obtained by running 40 measure-
ents in the same day at a constant temperature, pH and substrate

oncentration (Fig. 6). An activity loss of 20% was observed after
he third use. At the end of 40 measurements, total activity loss
f 30% was observed. As a consequence, immobilized enzyme pro-

ides multiple uses whereas the free enzyme can only be used once
nless it is recovered from the reaction mixture without any denat-
ration. The activity of EEPN was measured for every 5 days within
onsecutive 25 days to determine shelf life of immobilized enzyme.
his enzyme lost 50% of its activity in the first 3 days, and completely

[
[
[
[

[

Fig. 7. Shelf life of the bioreactor.

ost its activity within the next 25 days (Fig. 7). The enzymatic activ-
ty decreases during the storage period. The soluble free invertase
oses its activity completely within 8 days [18]. Thus, it can be con-
luded that a bioreactor constructed with this matrix on an enzyme
hows good stability for a short time.

. Conclusion

In this work, the immobilization of invertase was success-
ully achieved in an AA/PVI polymer matrix. The proton exchange
eactions between polymers PVI and AA was studied by FT-IR
pectroscopy and demonstrated that maximum protonation occur
hen x = 1. The composition of the materials was studied by ele-
ental analysis and found that PVI composition depends on the

eed composition and was changed from 48 to 69%. The AA/PVI
atrix has very high temperature resistance and the invertase-

ntrapped matrix possesses reasonable values for pH optimization,
perational stability, and shelf life. Entrapped invertase exhibits
igh stability over a broad pH range when compared the free inver-
ase enzyme. This is due to the protection of invertase by the
olymer electrolyte matrix.
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a b s t r a c t

The construction and performance characteristics of different phosphate ion-selective electrodes are
described. Three types of electrodes are demonstrated, namely screen-printed, carbon paste and the
conventional PVC membrane electrodes. The cited electrodes are based on bisthiourea ionophores and
show a considerable selectivity towards hydrogenphosphate with Nernstian slopes depending on the
eywords:
hosphate ion-selective electrodes
creen-printed electrodes
arbon paste electrodes
VC membrane electrodes
isthiourea ionophores

type of the electrode and the ionophore used. Matrix compositions of each electrode are optimised on
the basis of effects of type and concentration of the ionophore as well as influence of the selected plasti-
cizers. The screen-printed electrodes work satisfactorily in the concentration range 10−5 to 10−2 mol L−1

with anionic Nernstian compliance (32.8 mV/decade activity) and detection limit 4.0×10−6 mol L−1. The
screen-printed electrodes show fast response time of about 2.2 s and exhibit adequate shelf-life (4
months). The fabricated electrodes can be also successfully used in the potentiometric titration of HPO4
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with Ba2+.

. Introduction

Fast determination of low level of phosphate ion by a simple
ethod was of critical importance in water, food, feed and environ-
ental analyses. Among chemical sensors, ion-selective electrodes

ISEs) were mainly used for routine analysis because they had
umber of advantages, such as simplicity, low cost, short measure-
ent time, adequate precision and accuracy as well as ability to
easure the activity of various species in colored or turbid sam-

les and therefore, ISEs would be more suitable for monitoring
hosphate in different samples [1]. Construction of phosphate ion-
elective electrode was one of the most challenging targets, due
o the strongly hydrophilic character of the phosphate ion (posi-
ioned at the end of the well-known Hofmeister series). Recently, a
eries of new anion-selective electrodes had been described which
isplayed selectivity deviating from the Hofmeister sequence as a
esult of unique interactions between the carriers and the anions
2–4]. Organic tin compounds had traditionally been used as phos-

hate selective ionophores [5], together with cobalt phthalocyanine
6], uranyl salophenes [7], vanadyl salen [8], cyclic polyamine [9],
is(guanidinium) [10], immobilized macrocyclic ionophore [11],
errocene-bearing macrocyclic amide [12], macrocyclic dithioxam-
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E-mail address: elmorsykhaled@yahoo.com (E. Khaled).
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de [13] or modified calixarines [14,15]. For design and fabrication of
ew anion receptors applied in ISEs, the thiourea group had drawn
uch interest as a functional group for neutral receptors to rec-

gnize acetate, halide, sulfate as well as phosphate and had been
lready used as ionophores for construction of PVC electrodes of
uch anions [16–19].

Drawbacks in the use of PVC electrodes were arisen from the
ime consuming and inconsistent manual fabrication typically
mployed as well as short lifetime of these electrodes. The con-
tant developments of ISEs led to sensors which not only had
etter performance but also of simpler and more reliable con-
truction. Carbon paste electrodes (CPEs) had been employed as
seful materials for the fabrication of simple sensors since their
mergence in the mid-1970s [20]. In comparison to PVC electrodes,
he CPEs possessed advantages of much lower Ohmic resistance,
ery fast and stable response with easy renewal of the electrode
urface as well as long functional lifetime [21]. Although a con-
iderable attention had been given to the preparation of CPEs,
heir applications in analytical chemistry was mainly based on
elective preconcentration followed by the voltammetric determi-
ation of the target species [22] and just a few of these CPEs had

een used as ion-selective electrode by incorporation of differ-
nt ionophores for the potentiometric determination of selected
pecies [23,24]. However, designs and shapes of such electrodes
ere not suitable for every purpose as in the case of measurements

n flowing streams or field monitoring with portable analyzers
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Table 1
Optimal matrix compositions of the different hydrogenphosphate sensors
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here the respective detection units required electrodes of special
onstructions.

Over the past few years, an interest had been increased in
he application of simple, rapid, inexpensive and disposable sen-
ors in different fields such as clinical, environmental or industrial
nalyses [25–27]. Screen-printing seemed to be one of the most
romising technology allowing sensors to be placed large-scale
n the market in the near future. Screen-printed electrodes (SPEs)
ere ideally used for the potentiometric determination of various

pecies using different commercial printing inks [28–31]. The com-
ercial ink formulations were usually unknown in many respects,

ecause they were secret of the producers and some of the ink
omponents could interfere in the electrochemical measurements.

The present work aims to introduce the disposal SPEs as a poten-
iometric phosphate sensor using home made printing carbon ink
s well as compare the performance of such electrodes with those
f the CPEs and conventional PVC membrane electrodes. The work
s also devoted for the synthesis of new bisthiourea ionophores as
lectrode modifiers which show a remarkable selectivity towards
ydrogenphosphate ion.

. Experimental

.1. Reagents

All reagents were of the analytical grade and double dis-
illed water was used throughout the experiments. o-Nitrophenyl-
ctylether (o-NPOE, Sigma) was used for preparation of the sensors.
ther plasticizers, namely dibutylphthalate (DBP), dioctylphthalate

DOP), dioctylsebacate (DOS) and tricresylphosphate (TCP) were
urchased from BDH, Sigma, AVOCADO and Fluka, respectively.
ridodecylmethylammonium chloride (TDDMACl) was purchased
rom Fluka. Polyvinylchloride (PVC, relative high molecular weight,
ldrich) and graphite powder (synthetic 1–2 �m, Aldrich) were
sed for the fabrication of different electrodes.
.2. Apparatus

All the potential measurements were carried out using Metrohm
92-pH meter with silver–silver chloride double-junction refer-

g

2

a

Fig. 1. Synthesis scheme of bisurea
PE 6 mg 2d + 1.8 g o-NPOE + 5 g PVC 8% + 3 g carbon powder
PE 12.5 mg 2d + 500 mg carbon powder + 200 �L o-NPOE
VC 1.8 mg 2d + 240 mg o-NPOE + 120 mg PVC + 6 mL THF

nce electrode (Metrohm 6.0726.100) and combined pH glass
lectrode (Metrohm 6.0202.100). The electrode response times and
he electrical resistances of the SPEs were measured using 46-Range
igital Multimeter (Radioshack) with PC interface. Melting points
ere recorded on an Electrothermal 9100 melting point appara-

us. Elemental analysis was carried out using Elementar, Vario EL
nd IR spectra in KBr tablets were recorded on a JASCO FT/IR 300E
pectrophotometer. 1H NMR spectra were recorded on a Varian
ERCURY 300 MHz spectrometer.

.3. Synthesis of host compounds

The starting compound (2,2′-[1,2-ethanediylbis(thio)]bis-
enzenamine) 1 was prepared according to the previously reported
rocedure [32]. A mixture of 1 (5 mmol) and the corresponding

socyanate or isothiocyanate (10 mmol) in dry tetrahydrofuran
THF, 25 mL) was stirred at room temperature for the appropriate
ime. The separated solid was collected and crystallized from a
uitable solvent affording the corresponding 2 (Fig. 1). In case
f 2e, the reaction mixture was evaporated till dryness under
educed pressure and the remaining residue was triturated with
iethylether (5 mL). The separated solid was collected and treated
s above.

.4. Sensors construction

Matrixes compositions for the different phosphate sensors were
iven in Table 1.
.4.1. Screen-printed electrodes
An array of 12 electrodes was printed on a PVC film through

process involving several stages. A screen consisting of a heavy

and bisthiourea ionophores.
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uty polyester fabric (mesh count 36) was pre-tensioned to ca.
0 cm×40 cm wooden frame and the photographic emulsion (Seri-
ol S22) was spread on the fabric screen then the emulsion-coated
creen was dried at 50 ◦C for 15 min. The required final elec-
rode shape consisted of (3×4 electrodes each 5 mm×35 mm) was
rinted twice on a polyester sheet and this photographic positive
heet was used to produce the electrode template. The photo-
raphic positive containing the electrode shape was taped to the
mulsion-coated screen and exposed to UV light for 13–15 min
fterwards. The UV light fixed the emulsion to the screen and
aused permanent blockage of mesh pores outside the photo-
raphic positive while emulsion covered by the positive image
emained “soft” and washed out with water. This left the screen
ontaining the electrode image.

The home made printing ink was prepared as described
n details elsewhere [33] by thoroughly mixing 6 mg of the
isthiourea ionophore 2d with 1.8 g o-NPOE, 5 g PVC solution (8% in
yclohexanone–acetone mixture 1:1) and 3 g carbon powder. The
orking electrodes were printed on the PVC substrate and cured at
0 ◦C for 2 h to evaporate the residual solvent. A layer of an insulator
as then placed onto the printed electrodes, leaving a defined rect-

ngular shaped (5 mm×5 mm) working area and a similar area on
he other side for the electrical contact. Fabricated SPEs were used
irectly in measurements after two calibrations which served as a
reconditioning process.

.4.2. Carbon paste electrodes
The sensing electrode was prepared by mixing 12.5 mg

onophore 2d with 500 mg graphite powder and 200 �L o-NPOE
nd the resulting paste was used to fill the electrode body [22]. The
lectrode was soaked in 10−3 mol L−1 hydrogenphosphate solution
itrated to pH 7.2 for 24 h before measurement. A new electrode sur-
ace was obtained by screwing the piston to eject a part of the paste
ollowed by the polishing of the surface with a wet filter paper.

.4.3. PVC membrane electrode
The electrode matrix cocktail was prepared by dissolving 1.8 mg

f the bisthiourea ionophore 2d, 240 mg o-NPOE and 120 mg PVC
owder in 6 mL THF. After complete mixing, the cocktail was poured
nto a 5 cm Petri dish and a master membrane with 0.11 mm thick-
ess was obtained after evaporation of the solvent. A disk of the
VC membrane was mounted on the softened end of the PVC tub-
ng filled with 10−3 mol L−1 hydrogenphosphate solution titrated to
H 7.2 and soaked in the same solution for 24 h before use.

i
w
m
b
a

able 2
haracterization of the different bisurea and bisthiourea ionophores

onophore Reaction
time (h)

Yield
(%)

m.p. (◦C) Chemical formula Elemental analysis

a 10 86 238–240 C28H26N4O2S2
(514.64)

Calculated C, 65.3
10.89.
Found C, 65.21, H,

b 3 92 248–250 C28H22Cl4N4O2S2
(652.44)

Calculated C, 51.54
8.59.
Found C, 51.75, H,

c 5 87 236–238 C30H30N4O4S2
(574.69)

Calculated C, 62.6
9.75.
Found C, 62.88, H,

d 48 73 176–177 C28H26N4S4
(546.78)

Calculated C, 61.50
10.25.
Found C, 61.29, H,

e 168 85 148–150 C18H22N4S4
(422.65)

Calculated C, 51.15
13.26.
Found C, 51.06, H,
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.5. Potentiometric measurements

The fabricated sensors were calibrated by transferring 25 mL
liquots of 10−6 to 10−2 mol L−1 hydrogenphosphate solutions
itrated to pH 7.2 into the measuring cell followed by immersing
he phosphate sensors in conjugation with the reference electrode
n these solutions. Calibration graphs were obtained by plotting the
bserved potential versus the logarithm of the hydrogenphosphate
on activity which was derived from the Debye–Huckel limiting low
ccording to the method of Carey and Riggan [9] and the electrode
erformances were evaluated according to IUPAC recommendation
34].

.6. Response time

The electrode response time was evaluated by measuring the
verage time required for the electrode to reach a steady potential
eading when the concentration of the hydrogenphosphate ion was
uddenly increased from 10−6 to 10−5, 10−5 to 10−4, 10−4 to 10−3

nd 10−3 to 10−2 mol L−1 by fast injection of microliter amounts of
he concentrated hydrogenphosphate solutions.

. Results and discussions

.1. Bisthiourea and bisurea derivates as ionophores

Thiourea moiety had effective binding sites to recognize anions
uch as acetate, halide, sulfate and phosphate through hydrogen
onding interaction [16–19]. Ionophores based on these functional
roups were now commercially available within chemical cata-
ogs [18] with relative high prices making their application in
he present comparative study of the efficiency of different sen-
ors not economical; therefore the present work was also devoted
or finding a simple method for the synthesis of new bisthiourea
onophores which were expected to have a remarkable selectivity
owards anion of interest.

Reaction of 1 with a variety of arylisocyanates (namely, phenyl-,
,4-dichlorophenyl- and 4-methoxyphenylisocyanate) in dry THF
t room temperature afforded almost exclusively the correspond-

ng bisurea derivatives 2a–c in good yield. The structures of 2a–c

ere established through spectroscopic (IR, 1H NMR) and ele-
ental analyses data (Table 2). The IR spectra of 2a–c exhibit

ands at � = 3336–3284, 1662–1643 cm−1 assignable for the imino
nd carbonyl urea functional groups respectively. In addition, 1H

IR 1H NMR (DMSO-d6)

4, H, 5.09, N,

5.01, N, 10.77

� 3299 (NH), 1650 (C O),
1598, 1579 cm−1 (C C)

ı 2.96 (s, 4H, 2SCH2), 6.95–8.08
(m, 18H, arom. H), 8.28 (s, 2H,
2NH), 9.43 (s, 2H, 2NH)

, H, 3.40, N,

3.49, N, 8.55

� 3336, 3284 (NH), 1662
(C O), 1577, 1536 cm−1

(C C)

ı 2.98 (s, 4H, 2SCH2), 6.98–8.10 (m,
14H, arom. H), 8.37 (s, 2H, 2NH),
9.74 (s, 2H, 2NH)

9, H, 5.26, N,

5.37, N, 9.81

� 3293 (NH), 1643 (C O),
1581, 1552 cm−1 (C C)

ı 2.95 (s, 4H, 2SCH2), 3.73 (s, 6H,
2OCH3), 6.86–8.11 (m, 16H, arom.
H), 8.21 (s, 2H, 2NH), 9.27 (s, 2H,
2NH)

, H, 4.79, N,

4.60, N, 10.43

� 3237 (NH), 1533, 1498,
1473 cm−1 (C C, C S)

ı 3.14 (s, 4H, 2SCH2), 7.21–7.62 (m,
18H, arom. H), 9.32 (s, 2H, 2NH),
10.00 (s, 2H, 2NH)

, H, 5.25, N,

5.19, N, 13.23

� 3162 (NH), 1540, 1509,
1467 cm−1 (C C, C S)

ı 2.98 (s, 6H, 2NCH3), 3.11 (s, 4H,
2SCH2), 7.21–7.54 (m, 8H, arom.
H), 7.74 (br. s, 2H, 2NH), 9.01 (s, 2H,
2NH)
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Table 3
Electrochemical performance of phosphate sensors modified with different bisurea and bisthiourea ionophores

Sensor Ionophore Slope (mV/decade) DL (mol L−1) log Kpot

PO2−
4

,j
a

SO4
2− Cl− Br− I− F− NO3

− SCN− CH3COO− HCO3
−

PVC

Blank 8.7 ± 1.4 10−4

2a 18.3 ± 2.9 10−4 −1.7 −0.2 −1.3 −1.4 −1.7 −0.1 +1.8 +1.2 +0.3
2b 17.7 ± 1.0 10−5 −1.9 −0.2 −1.5 −1.7 −1.4 −0.1 +1.6 +1.0 −0.1
2c 19.7 ± 0.8 10−5 −1.6 −0.2 −1.6 −1.5 −1.2 −0.3 +1.4 +0.2 −0.6
2d 28.0 ± 1.0 10−5 −2.1 −0.3 −2.1 −3.5 −2.5 −0.5 +1.3 +0.7 +0.8
2e 25.6 ± 2.0 10−5 −1.5 −0.5 −2.0 −2.9 −2.3 −0.4 +1.3 +0.3 −0.5

CPE

Blank 9.0 ± 2.9 10−3

2a 31.5 ± 0.9 10−4 −1.5 −1.6 −1.6 −0.6 −0.9 −1.7 +0.7 +0.7 +0.1
2b 29.6 ± 3.8 10−4 −1.6 −1.4 −1.1 −0.2 −0.7 −0.9 +0.3 +0.5 +0.4
2c 22.5 ± 0.9 10−4 −2.1 −1.7 −0.7 −1.2 −0.5 −1.6 +0.6 +0.5 −0.1
2d 29.0 ± 1.1 10−5 −1.5 −1.9 −1.7 −1.8 −1.6 −0.4 +0.5 +0.5 +0.7
2e 26.4 ± 0.5 10−5 −1.0 −1.9 −1.9 −2.0 −1.8 −0.1 +0.6 −0.2 −0.5

SPE

Blank 7.5 ± 0.9 10−4

2a 34.0 ± 1.7 10−4 −1.1 −1.6 −0.3 −1.0 −1.3 −0.3 +2.6 +0.7 +2.2
2b 24.9 ± 1.3 10−4 −0.9 −1.5 −0.4 −2.0 −1.0 −0.4 +2.4 +1.2 +1.8
2c 22.8 ± 3.7 10−4 −0.7 −1.3 −0.1 −3.0 −0.8 −0.3 +2.0 +1.1 +1.4

−2.3
−2.2
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2
ionophores. Also, the replacement of the methyl group in 2e by
the phenyl substituent in 2d led to much stronger complex sta-
bilities with hydrogenphosphate which could be understood by
considering the electron withdrawing effect of the phenyl groups
2d 30.7 ± 0.5 10−5 −1.8
2e 24.9 ± 0.2 10−5 −1.6

a Selectivity coefficients were measured by the matched potential method at pH

MR spectra revealed two D2O-exchangeable singlet signals at
= 8.21–8.37, 9.27–9.74 regions, each integrated to 2NH residues,
onfirming the formation of bisurea derivatives.

Similarly, reaction of 1 with either aryl or alkylisothiocyanates
namely, phenyl- and methylisothiocyanate) under the previously
escribed reaction conditions gave the corresponding bisthiourea
erivatives 2d and 2e. Their structures were also determined from
pectroscopic (IR, 1H NMR) and elemental analyses data.

.2. Optimal electrode matrixes compositions

Parallel studies were carried out on all investigated electrodes
namely SPEs, CPEs and PVC membrane) using the five synthe-
ized ionophores (2a–e). Besides the critical role of the nature
f the ionophore in the electrode matrix, the amount of the
onophore, the nature of the plasticizer used and the additives sig-
ificantly influenced the sensitivity and selectivity of the fabricated
lectrodes.

.2.1. Effect of ionophore type
In preliminary experiments, the synthesized ionophores (2a–e)

ere incorporated in different electrodes matrixes (2, 10 and 8 mg
or PVC, CPEs and SPEs, respectively) and both the sensitivity
nd selectivity of the fabricated electrodes were tested towards
ifferent anions. For PVC membrane electrodes, the internal filling
olution was 10−3 mol L−1 of the corresponding anion and the
lectrode was conditioned in the same solution overnight. The
btained results (Table 3) showed that the fabricated sensors
ad a remarkable selectivity towards the hydrogenphosphate
nion, with Nernstian slopes, while those without ionophores
dummy electrodes) showed insignificant Nernstian responses
7.5–9 mV/decade activity). As it can be seen, the sensors exhibited
elective response toward HPO4

2− and followed selectivity pat-
ern in the order of HPO4

2− > SCN− > HCO3
− > CH3COO− > NO3

− >
r− > F− > SO4

2− > Cl− > I−. Although the prepared electrodes
howed a considerable selectivity towards acetate, thiocyanate

nd bicarbonate, calibration graphs of these ions (Fig. 2) were non-
inear with Nernstian slopes ranging from 30.5 to 42.0 mV/decade
ctivity. Generally, the selectivity of the anion-selective electrodes
ased on urea and thiourea moieties are determined by the shape
nd the distance between hydrogen bond forming sites [35,36]

F
t
a

−0.7 −3.6 −1.5 −0.7 +1.7 +0.5 +1.0
−0.6 −3.3 −1.4 −0.6 +1.9 +0.6 +1.2

wer and upper concentration of phosphate ion: 10−4 to 10−2 mol L−1, respectively.

nd the remarkable higher selectivity towards hydrogenphosphate
ver other expected anions may result from the different distance
etween the hydrogen bond donors with absence of the fixed
ylene ring [17,18]. Further study of such mechanism is still under
nvestigation.

Sensors containing the different synthesized ionophores
howed calibration graphs for hydrogenphosphate with anionic
lope values depended on the type of the ionophore within the elec-
rode matrixes which demonstrated the role of the ionophore in the
lectrode response. Generally, the bisthiourea ionophores had the
bility to form a stronger hydrogen bond than bisurea ionophores
17,18]; the potentiometric responses of the sensors prepared using
d and 2e as ionophores were better than those modified with 2a–c
ig. 2. Potentiometric responses for different anions using PVC membrane elec-
rode containing ionophore 2d plasticized with o-NPOE. The sample solutions were
djusted to pH 7.2 with NaOH.
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Table 4
Performance characteristics* of hydrogenphosphate sensors fabricated with differ-
ent techniques

Sensor PVC CPE SPE

Regression equationa

Intercept (mV) −2.7±2.9 27.7±4.6 199.4±1.5
Slope (mV/decade) −28.0±2.0 −29.0±1.1 −32.8±0.5
Correlation coefficient 0.9980 0.9979 0.9997

Detection limit (mol L−1) 1.0×10−5 4.4×10−6 4.0×10−6

Response time (s) 4 3 2.2
Shelftime (weeks) 2–3 4 16
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nd to stronger hydrogen binding capability [18]. Thus, the all-
ubsequent potentiometric measurements were performed with
he bisthiourea ionophore 2d.

.2.2. Effect of ionophore concentration
Constructing the ion-selective electrodes, the amount of the

onophore in the electrode matrix should be sufficient to obtain
easonable complexation at the electrode surface that is respon-
ible for the membrane potential. If such ionophore is present
n excess, the over-saturation occurs in the membrane network

ill hinder the complexation process and lead to unsatisfac-
ory measurements. Thus, the influence of the bisthiourea 2d
oncentration in the PVC, CPEs and SPEs matrixes was investi-
ated.

For PVC membrane electrodes, the 2d content was changed from
.72 to 7.2 mg in the membrane matrix and the potentiometric
erformances of the fabricated electrodes were evaluated. Incor-
oration of 1.8 mg of the aforementioned ionophore was found to
e the best as it gave a Nernstain slope (28.0±1.0 mV/decade activ-

ty) in the working concentration range of 10−5 to 10−2 mol L−1

ydrogenphosphate. With CPEs, 2d concentration was changed
rom 0.5 to 25 mg and 12.5 mg was selected (slope was
8.7±1.9 mV/decade activity). When preparing the screen-printed
lectrodes, addition of 6 mg of the ionophore 2d to the printing
nk was sufficient to obtain anionic slope of 30.6±1.4 mV/decade
ctivity.

.2.3. Effect of plasticizer
It is well known that the sensitivity and selectivity obtained for a

iven ionophore based ion-selective electrode is greatly influenced
y the polarity of the electrode matrix, which is defined by the
ielectrical constant of the electrode plasticizer [37,38]. It should be
oted that the nature of the plasticizer affects not only the polarity
f the electrode phase but also the mobility of ionophore molecules
nd the state of the formed complexes.

The influence of the plasticizer on the performance of differ-
nt phosphate sensors modified with bisthiourea ionophore 2d
as studied using five plasticizers having different dielectrical con-

tants, namely, o-NPOE, DOS, DOP, DBP and TCP (ε values were
4, 3.88, 5.2, 4.7 and 17.6, respectively). Generally, PVC mem-
rane electrodes plasticized with o-NPOE had significantly better
esponses for hydrogenphosphate (slope was 27.5±1.6 mV/decade
ctivity) while other plasticizers gave potentiometric responses
ith sub-Nernstian slopes (17.7±2.1, 17.0±1.5, 18.1±0.9 and

4.6±0.8 mV/decade activity for DOP, DBP, DOS and TCP, respec-
ively).

Similar results were also obtained using SPEs and CPEs as the
lectrodes plasticized with o-NPOE gave superior results than oth-
rs indicated by the highest slope values (32.8±0.5 and 29.0±1.1
or SPEs and CPEs, respectively). This may be attributed to the
igh affinity of ionophore and ability of o-NPOE to extract phos-
hate anion from aqueous phase to the organic electrode phase
nd agreed with the previously published phosphate sensors
10,12,13,15–18] in which o-NPOE was selected as the electrode
lasticizer.

.2.4. Effect of ionic sites
It is well established in literature that lipophilic ionic additives

romote the interfacial ion-exchange kinetics and decrease the
embrane resistance by providing mobile ionic sites in the mem-
rane matrix [39,40]. The response of ISE containing various kinds
f ionic sites distinguished whether the ionophores act as an elec-
rically charged or neutral carrier. ISEs modified with electrically
eutral carriers functional only if sites with a charge opposite to
hat of the analyte are present in the electrode matrix while those

I
b
r
t

* Average of five calibration graphs.
a A = a + bC, where A is the potential readings and C is the logarithm of phosphate

on activity.

ith charged carriers, on the other hand, do not need the addition
f such ionic sites.

TDDMACl as ionic site was added to PVC membrane electrodes in
he ratio 0–30% mol with respect to the ionophore 2d and the poten-
iometric performances of the prepared membranes were tested
owards hydrogenphosphate. It was found that the fabricated elec-
rodes responded to the phosphate target anion with and without
he TDDMACl. This phenomenon can be explained by the charged
arrier mechanism; due to the high basicity of bisthiourea, it is
xpected that, after conditioning, the 2d ionophore in the mem-
rane matrix becomes protonated so it acts as a charged carrier
nd therefore the ionic sites serve only to reduce the electrical
esistance of the membrane rather than acting as anion-exchanger.
his explanation agreed with the fact that many of the membrane
lectrodes based on different neutral ionophores can act without
ddition of ionic sites and showed good selectivity and sensitivity
owards the target anion [9,11,35].

.3. Performance of sensors

.3.1. Calibration graphs
The potentiometric response characteristics of the different

hosphate sensors containing 2d ionophore (5 electrodes each
t the optimal electrode matrixes compositions) were evaluated
y plotting the potential readings against the logarithmic hydro-
enphosphate activity. The prepared sensors displayed Nernstian
nionic responses depended on the type of the electrode. Results
resented in Table 4 showed that the SPEs gave the highest sen-
itivity and reproducibility compared with other tested electrodes
slope values 32.8±0.5, 29.0±1.1 and 28.0±2.0 mV/decade activ-
ty, for SPEs, CPEs and PVC, respectively) as well as the lowest
etection limit (4.0×10−6 mol L−1).

.3.2. Response time
For analytical applications, the response time of a new fabri-

ated sensor is of critical importance. The average response times
f the different phosphate sensors were illustrated in Fig. 3. SPEs
nd CPEs showed very fast responses (2.2 and 3 s for concentra-
ion≥10−3 mol L−1 comparing to 5 and 7 s for lower concentrations)
hich were shorter than the previously published phosphate sen-

ors [11,12,14,18]. PVC electrode showed slower response times (6
nd 10 s, respectively) which may be attributed to the presence of
he internal reference solution.

.3.3. Effect of pH

Whereas the selection of an appropriate buffer for usual

SE measurements is rarely a major problem, the choice of the
uffer when using ionophores with hydrogen bond donor groups
equires special attention. In view of the relatively high stabili-
ies of the ionophore complexes with acetate and other oxoanionic
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ig. 3. Dynamic response of different phosphate sensors: (a) 1×10−6, (b) 1×10−5,
c) 1×10−4, (d) 1×10−3 and (e) 1×10−2 mol L−1 HPO4

2− .

roups of many commonly used buffers, the interferences of
uch buffers had to be expected. The highly hydrophilic buffers
HEPES (2-[4-(2-hydroxyethyl)-1-piperazinyl]ethansulfonic acid),
CES (2-[(carbamoylmethyl)amino] ethanesulfonic acid) and MES
2-[N-morpholino]ethanesulfonic acid monohydrate) were tested
t pH 7.2. Considering that, all three buffers were present in
witterionic and anionic forms at this pH and could compete
ith phosphate ion, the potentiometric measurements were
erformed without addition of buffer and the pH of the solu-
ion was adjusted to the optimum pH value by titration with
aOH.

The influence of the pH on the response of different phosphate
ensors was investigated in the pH range 6–10. The fabricated elec-
rodes showed stable Nernstian responses in the working pH range
–8 with shifting the detection limit to higher values at lower pHs,
he pH of 7.2 was selected for potentiometric measurements which
greed with many previously reported hydrogenphosphate sensors
9–11,15,18].

.3.4. Durability of sensors
Day to day calibration was performed using the different phos-

hate sensors to evaluate their useful lifetime. During a period of
–3 weeks, the PVC electrodes showed Nernstian slopes which did
ot change significantly (within±2 mV/decade), while the detec-
ion limit was shifted from 10−5 to 10−4 mol L−1 at the end of this
eriod. This short lifetime may be related to the leaching of the
ensing material to both the internal and the sample solutions.
PEs showed a relatively longer working lifetime of 4 weeks after
reparation while storing the electrode in distilled water when
ot used [21,41,42]. This improvement of the electrode lifetime
ay be attributed to the diminishing of the ionophore leaching

rom the electrode matrix due to an insufficient lipophilicity of
he bisthiourea ionophores as well as the new technique applied
or the electrode fabrication without internal reference solution.

new electrode surface for measurement could be achieved daily
y squeezing out a small amount of the paste and polishing the
lectrode on a smooth filter paper till a shiny surface was obtained.

After fabrication of SPEs, they were kept in a storage box at
◦C and directly used for potentiometric measurements after two
alibrations which served as a preconditioning process. The SPEs

howed shelf-time of 4 months after printing without significant
hange in slopes of the calibration graphs and successive calibra-
ion measurements by the same strip could be done for at least 10
imes.

l
s
c
p

ig. 4. Potentiometric titration curve of 20 mL phosphate ion solution
1×10−3 mol L−1) with Ba (NO3)2 solution (1×10−2 mol L−1) using hydro-
enphosphate screen-printed electrode modified with ionophore 2d.

.3.5. Application
The proposed electrodes were successfully used as an indica-

or electrode in the potentiometric titration of hydrogenphosphate
ith the Ba2+ at pH 7.2 (Fig. 4). As seen, the titration

urve was of sigmoid shape showing 1:1 stoichiometry of
arium–hydrogenphosphate complex. The SPEs showed better
itration curves compared with the corresponding CPE and PVC
lectrodes with respect to the total potential change, potential jump
t the end point as well as the titration time.

. Conclusion

The present work has successfully demonstrated the fab-
ication of novel phosphate ion-selective electrodes based on
creen-printed, carbon paste and PVC membrane electrodes uti-
izing newly synthesized bisthiourea compounds as ionophores.
he chemically modified screen-printed electrodes are produced
ore easily and rapidly with saving large amounts of reagents

specially expensive ionophores; 6 mg ionophore is sufficient for
rinting more than 80 electrodes. Screen-printing technology
lso offers the highest reproducibility in the sensor fabrica-
ion. The different hydrogenphosphate sensors presented in this
tudy showed fast dynamic response times and longer lifetimes
hen compared with all previously published phosphate sensors

9–15,18].
A comprehensive study will focus on ways to increase more

ssociation strengths by using bisthioureas with various R, X groups
nd to improve the complexation selectivity by increasing the
umber of hydrogen bonding sites. Other ionophores with dif-

erent length of chain between the two sulfur atoms as well as
yclic structures were also synthesized and their performance
or the potentiometric measurements is still under investigation.
abrication of a two-electrode potentiometric strip containing
oth the working and the reference electrodes with the appli-
ation of such electrode in the field determination of phosphate
on in combination with the FIA system will be also involved.
hese results may be the base for further research (optimiza-
ion of qualitative and quantitative composition of printing ink)

eading to improvement of the analytical parameters of prepared
ensors and expanding of the spectrum of analyzed ions and
ommercialization of such electrodes for various potentiometric
urposes.
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a b s t r a c t

Novel approach to calibration by the complementary dilution method (CDM) is presented. The CDM inte-
grates in a single procedure the set of standards and the standard addition calibration methods. The
approach is implemented with the use of the fully automated monosegmented sequential injection sys-
tem coupled to FAAS as a detector. It relies on generation of a series of standard solutions consistent with
the CDM calibration method in subsequent monosegments using a single stock standard solution, sam-
eywords:
alibration
onosegmented flow analysis

equential injection analysis

ple and diluent in appropriate proportions. Two versions of the method, basic and extended have been
verified. They have been tested on the example of magnesium determination in a synthetic sample with
errors of repeatability (R.S.D.) and accuracy (R.E.) less than 3.2%. Subsequently, they have been applied to
magnesium and calcium determinations in water. The results obtained are comparable with the appro-
priate certified values as well as with the results received by traditional calibration methods performed
separately in batch system. Using the system, a complete sample analysis takes 8 or 21 min with sample
or standard consumption less than 1 or 2 mL in basic and extended versions, respectively.
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. Introduction

Calibration is an indispensable step of most analytical meth-
ds. Its correct performance is important especially on account of
esult accuracy. Several calibration methods have been developed
n analytical chemistry, but only two of them became common
mong analysts: the set of standards method (SSM) and the stan-
ard addition method (SAM). As they allow an analytical result to
e calculated differently, interpolatively (SSM) or extrapolatively
SAM), they are characterized by different abilities and limitations.

Flow analysis offers a variety of possibilities of rationalization
r automation of both the SSM and the SAM methods. Underneath,
ome of the approaches representing a basis of many others, have
een quoted: merging zones approach [1] in which segments of
tandard and sample can be superimposed and merged in a con-
rolled way in a flow injection (FI) system; zone sampling method
2] where a small portion of a dispersed standard zone can be
njected into another carrier stream; reversed FI system [3] where

tandard is injected into sample carrier; gradient techniques [4–7]
sing a concentration–time profile generated by a single standard

njection; peak width measurement method [8]; continuous dilu-
ion methods exploiting mixing chamber inserted into a FI system

∗ Corresponding author. Tel.: +48 126632232; fax: +48 126340515.
E-mail address: janiszew@chemia.uj.edu.pl (J. Kozak).

c
a
t
s
v
v
i
o

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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9], or peristaltic pumps to create linear flow gradients [10]; sequen-
ial injection method [11] where several discrete standard volumes
re introduced simultaneously into a carrier stream; network [12]
r variable tube dimensions [13] methods when dispersion of a
ingle standard solution is changed by directing it to loops of dif-
erent lengths; automatic dilution method [14] where additional
ilution loop is used for a standard dilution; SIA approaches exploit-

ng an additional loop to generate concentration gradient of the
ntroduced standard [15], or exploiting a sample as a carrier [16]
r systems using a concept of monosegmented continuous flow
nalysis (MSFA) [17,18].

The MSFA relies on forming in a reaction coil a zone consisted
f a sample and a reagent [19]. In order to reduce dispersion with
arrier solution, the zone is located between two air bubbles form-
ng a monosegment. The influence of an axial dispersion caused
y a thin film of solution linking a monosegment with its liquid
arrier on an analyte concentration in the monosegment is very
imited, hence it is usually omitted during results calculation. The
oncept has been exploited for rationalization of the SAM using
n automated manifold with a solenoid valve incorporated [17]. In
he developed procedure, different quantities of a single standard

olution were added to the sample by controlling the time inter-
al in which the solenoid valve was switched on. Since absorbance
ersus time analytical curves were obtained it was necessary to cal-
brate the system prior the use in order to determine the quantities
f standard solution added to the sample in each injection. Pinto
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ilva and Masini [18] exploited SIA and MSFA approaches to per-
orm in-line SAM method. In the system, standard solutions were
enerated from a single stock standard solution, in monosegments
f the same total volume by introducing into each monosegment
he same volume of sample, increasing volumes of standard and
ecreasing volumes of diluent. As a syringe pump was exploited
or solutions aspiration into the system, the concentration of stan-
ard added was calculated directly using the volume of standard

ntroduced into a monosegment and the total volume of monoseg-
ent.
In the approaches presented above analytical results are always

btained using exclusively one of the calibration methods. Recently,
n idea of integrated calibration method (ICM) arose [20]. The con-
ept of this approach relies on unification of the SSM and SAM
ethods in a single calibration procedure. As a consequence, an

nalytical result is able to be estimated at least twice in two
ays—interpolatively and extrapolatively. One of the versions of

he ICM method is the complementary dilution method (CDM) [21].
he specificity of the CDM is typified by special preparation pro-
edure of the calibration solutions. Namely, three solutions, each
ontaining two or three constituents (diluent, standard or sample
olutions) in appropriate volumes p or q (where p > q) are gener-
ted in two series. The prerequisite is that if in one of the series a
onstituent is diluted to degree P (where P = p/(p + q)) in the other
eries it is diluted to degree Q (where Q = q/(p + q)), which is comple-
entary to degree P, i.e. P + Q = 1. Flow injection systems have been

esigned to perform the CDM calibration [21,22] in such a way,
hat the calibration solutions are prepared by strictly controlled
artial superimposing and merging zones of standard and sample
olutions propelled in two streams of diluent with different flow
ates.

In the present work, the calibration procedure based on the
DM concept has been developed with the use of monosegmented
equential injection system. The method relies on the subsequent
eneration of solutions in monosegments of a defined, constant
otal volume, containing standard and/or sample and diluent in var-
ous volumetric proportions corresponding to the rules of the CDM

ethod. Two procedures, basic and extended, have been developed.
he system has been tested by applying it to the FAAS determination
f magnesium in a synthetic sample and subsequently exploited to
he determination of magnesium and calcium in water samples.

. Experimental

.1. Reagents and solutions
Standard stock solutions of magnesium and calcium of con-
entration 1 mg L−1 were prepared from titrisol standards (Merck,
ermany). Standard solutions of magnesium and calcium used
irectly for calibration purposes, were prepared by dilution of the

a
r
d
a
t

ig. 1. Instrumental system developed for realization of CDM procedure in monosegmen
V, selection valve.
(2008) 587–592

ppropriate standard stock solution with the use of nitric (Merck,
ermany) and hydrochloric (Merck, Germany) acids respectively,
f concentration 1% (v/v). Analytical-reagent grade chemicals and
ouble distilled water were used throughout.

SPS-SW2 Batch 105 Reference Material for Measurements of Ele-
ents in Surface Waters (SPS Spectrapure Standards AS, Norway)
as used for the method verification. Spring water used as a sample
as commercially available in the Polish market.

.2. Instrumentation

Atomic absorption spectrometer PerkinElmer 3100
PerkinElmer, USA) was used in the experiments. Air–acetylene
ame was applied and nebulizer free uptake rate was fixed to
.3 mL min−1. Magnesium and calcium hollow cathode lamps
ere operated at 12 and 17 mA, respectively. The wavelengths
ere set to 285.5 and 423.0 nm, respectively with a spectral slit
idth of 0.7 nm. PC AMD K5 computer with program written in

ur laboratory was connected to the spectrometer and served for
ata collection and handling.

The sequential injection system applied consisted of the fol-
owing units: 10-positional selection valve (Valco, Switzerland),
wo-positional injection valve (Alitea Instruments, USA), peristaltic
ump (Gilson, France), syringe pump (Alitea Instruments, USA),
peration of which was modified in our laboratory, electronic
dapter developed in our laboratory that enables remote control
f all the units of sequential injection system.

Tygon tubes for carrier transport with the use of the peristaltic
ump and PTFE tubing of i.d. 0.8 (tubes) or 1.6 mm (a mixing coil
nd a holding coil) were used. The length of the holding and the
ixing coil was 1000 and 300 mm, respectively.

. Results and discussion

.1. Operation of the sequential injection system

The sequential injection system developed for the research is
epicted in Fig. 1. The system is operated in three stages: aspi-
ation, homogenization and washing. In the first stage (shown in
ig. 1), strictly controlled volumes of air and diluent, standard
nd/or sample are aspirated through the selection valve (oper-
ted in anticlockwise direction) to the holding coil with the use
f the syringe pump. At the same time carrier is propelled by peri-
taltic pump through the two-positional valve to the spectrometer.
he total volume of a monosegment was established to 450 �L, to

chieve the possibility of generating several standard solutions of
equired concentrations by appropriate dilution of a single stan-
ard solution. Carrier flow rate was fixed to 4.6 mL min−1 and was
little higher than the nebulizer uptake rate. In the second stage

he position of selection valve is changed into diluent position and

ted sequential injection mode. St, standard; S, sample; TPV, two-positional valve;
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Fig. 2. Analytical curves constructed in the CDM method.

00 �L of diluent is introduced into a holding coil with the flow
ate 2.5 mL min−1, than the flow direction is reversed and 150 �L
f the solution is removed with the same flow rate. The procedure
s repeated twice. This way, solutions contained in the monoseg-

ent move quickly in reverse directions and are homogenized in
ecurrent way. In the last stage of system operation, after chang-
ng the position of the two-positional valve (clockwise, Fig. 1), the
arrier propelled by peristaltic pump is directed to the holding coil
dashed line in the scheme of the two-positional valve, Fig. 1) and
ashes the whole monosegment to the detector. Simultaneously,

he carrier is removed from the syringe pump. As the flame atomic
bsorption spectrometer was used as the detector there was no
ecessity of removing air segments before detection.
The performance of the system was checked in terms of its
pplicability for dilution. For the aim, the repeatability of signals
enerated in the system has been checked in the following way.
ine solutions of increasing standard concentration were subse-
uently generated in the system. Firstly, 50 �L of Mg standard

a
p
n
H
a

able 1
onditions of signals generation according to the CDM method in basic and extended ver

ilution degree Monosegment compositiona (�L)

tandard Sample Diluent Stan

– Continuous stream –
Q 300 –
Q – 300
– 150 300
– 300 150
P – 150
P 150 –
Q 100 200
Q 200 100
– 250 200
– 350 100
– 350 100
– 400 50
P 50 100
P 100 50

a Air volume at both sides of monosegment: 100 �L.
(2008) 587–592 589

olution of concentration 0.8 mg L−1 and 400 �L of diluent were
ubsequently aspirated into a holding coil between two air seg-
ents. The solution was homogenized, as described in the previous

ection, and directed to the detector. The absorbance corresponding
o the plateau of the signal registered was regarded as an ana-
ytical signal. Afterwards, the procedure was repeated for higher
olumes of standard (in sequence: 100, 150, 200, 250, 300, 350,
00 and 450 �L) and respectively lower volumes of diluent (in
equence: 350, 300, 250, 200, 150, 100, 50 and 0 �L) aspirated into
he holding coil. The whole procedure was repeated eight times and
verage values of the signals registered as well as relative standard
eviations were calculated. The values of R.S.D. always lower than
.5% and linear calibration curve were obtained (R = 0.9999). The
epeatability of a single measurement, when only a stock standard
olution was inserted between air segments lower than 0.8% was
und.

.2. Calibration procedure

Two versions of the procedure consistent with the rules of the
DM method have been proposed. They differ in the number of
tandard solutions containing two or three constituents – diluent,
tandard and sample – in the basic procedure a blank solution and
ix standard solutions are created, whereas in the extended pro-
edure the blank and 14 standard solutions are generated. In each
olution (in the form of a monosegment) a constituent is diluted in
he complementary mode.

The constant volumes of p = 300 �L and q = 150 �L were selected
o receive analytical curves of considerably different slopes (see
ig. 2) and to achieve the total volume of monosegment equal
50 �L. As the total volume of a monosegment was always con-
tant, the dilution degree for standard or sample could be calculated
nd was always equal P or Q, respectively. In case of the solutions
enerated in the extended version of the procedure, the dilution
egree was calculated including the diluent volume necessary to
eceive the complementary volume p or q. The detailed composi-
ion of monosegments containing subsequent standard solutions,
he appropriate dilution degrees and the corresponding analytical
ignals are shown in Table 1.

On the basis of the registered signals in both procedures, four

nalytical curves can be constructed as shown in Fig. 2. In the basic
rocedure each analytical curve is based on two analytical sig-
als, whereas in the extended procedure on four analytical signals.
ence, the latter procedure can be useful in such a case when the
nalytical curves are suspected to be nonlinear.

sions of the proposed procedure

Signal for procedure

dard Sample Basic Extended

– R0 R0
150 R1 R1
150 R2 R2

– R3 R3
– R4 R4

300 R5 R5
300 R6 R6
150 – R2′

150 – R2′′

– – R3′

– – R3′′

– – R4′

– – R4′′

300 – R5′

300 – R5′′
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Table 2
Determination of Mg in a synthetic sample; n = 6

Element Concentration expected (mg L−1) Procedure CDM calibration Concentration found (mg L−1) R.S.D. (%) R.E. (%)

Mg 0.200 Basic Interpolative cx1 0.201 1.80 0.51
cx2 0.198 2.15 −0.90

Extrapolative ICM cx3 0.201 2.29 0.54
cx4 0.201 3.13 0.55

Extrapolative cx5 0.203 1.19 1.33
cx6 0.194 1.64 −3.09
Mean 0.200 1.60 −0.17

0.200 Extended Interpolative cx1 0.203 1.72 1.27
cx2 0.197 2.08 −1.33

Extrapolative ICM cx3 0.197 1.94 −1.47
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In the basic procedure the analytical result is estimated in the
nterpolative mode from the following analytical equations:

x1 =
R6

R3
· cSt (1)

x2 =
R1

R4
· cSt (2)

nd in the extrapolative mode characteristic for the ICM method
ith no necessity to determine dilution degrees P and Q [21]:

x3 =
R6

R2 − R1
· cSt (3)

x4 =
R1

R5 − R6
· cSt (4)
nd finally in the traditional extrapolative mode using calculated
alues of dilution degrees:

x5 =
R6

R5 − R6
· Q

P
· cSt (5)

3

d

able 3
pplication of the developed method to the determination of Mg and Ca in surface water

lement Concentration certified (mg L−1) Procedure Calibration

g 2.00±0.01 Basic Interpolative

Extrapolative ICM

Extrapolative

Extended Interpolative

Extrapolative ICM

Extrapolative

a 10.00±0.05 Basic Interpolative

Extrapolative ICM

Extrapolative

Extended Interpolative

Extrapolative
ICM
Extrapolative
cx4 0.199 2.50 −0.28
cx5 0.198 1.29 −1.02
cx6 0.194 1.35 −3.15
Mean 0.198 1.50 −1.01

x6 =
R1

R2 − R1
· P

Q
· cSt (6)

here R1–R6 are signals registered for the generated standard solu-
ions (see Table 1) and cSt is the analyte concentration in the stock
tandard solution.

In the extended version of the proposed procedure, the param-
ters of analytical curves are determined and than the values of
ppropriate standard concentrations are related to the mathemati-
al model obtained. Next, the values of signals received in this mode
erve for the analyte concentration calculation with the use of the
bove analytical equations.

The calculated values of concentrations, cx1–cx6 can be com-
ared and verified mutually. If they do not differ statistically, their
verage value can be considered as the analytical result [22].
.3. Test examinations and procedure verification

The proposed procedures were tested on the example of Mg
etermination in a synthetic sample. Stock standard solution of

, CI: confidence interval (˛ = 0.05)

Developed method Traditional method

Concentration found±CI (mg L−1) Concentration found±CI (mg L−1)

cx1 2.13 ± 0.03 2.06±0.01
cx2 2.16 ± 0.01
cx3 2.11 ± 0.02 –

cx4 2.01 ± 0.01
cx5 2.09 ± 0.04 2.12±0.09
cx6 2.03 ± 0.05
Mean 2.09 ± 0.05
cx1 2.13 ± 0.04 2.06±0.02
cx2 2.14 ± 0.01
cx3 2.11 ± 0.03 –

cx4 2.01 ± 0.05
cx5 2.06 ± 0.04 2.10±0.05
cx6 1.99 ± 0.06
Mean 2.07 ± 0.05

cx1 10.27 ± 0.34 9.89±0.13
cx2 9.93 ± 0.12
cx3 10.90 ± 0.29 –

cx4 10.74 ± 0.32
cx5 11.08 ± 0.41 11.36±0.14
cx6 10.03 ± 0.15
Mean 10.49 ± 0.38
cx1 10.33 ± 0.37 9.75±0.14
cx2 9.90 ± 0.11
cx3 10.92 ± 0.27 –

cx4 10.80 ± 0.27
cx5 10.96 ± 0.38 11.85±0.25
cx6 9.91 ± 0.24
Mean 10.47 ± 0.39
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Table 4
Application of the developed method to the determination of Mg and Ca in spring water, CI: confidence interval (˛ = 0.05)

Element Concentration declared (mg L−1) Procedure Calibration Developed method Traditional method

Concentration found±CI (mg L−1) Concentration found±CI (mg L−1)

Mg 4.91 Basic Interpolative cx1 4.54 ± 0.05 4.65±0.05
cx2 4.60 ± 0.05

Extrapolative ICM cx3 4.48 ± 0.09 –

cx4 4.41 ± 0.14
Extrapolative cx5 4.66 ± 0.13 4.69±0.14

cx6 4.27 ± 0.09
Mean 4.49 ± 0.11

Extended Interpolative cx1 4.55 ± 0.07 4.67±0.06
cx2 4.56 ± 0.03

Extrapolative ICM cx3 4.48 ± 0.09 –

cx4 4.40 ± 0.13
Extrapolative cx5 4.49 ± 0.15 4.62±0.19

cx6 4.15 ± 0.05
Mean 4.44 ± 0.12

Ca 28.00 Basic Interpolative cx1 32.60 ± 0.77 31.76±0.52
cx2 32.35 ± 0.83

Extrapolative ICM cx3 32.52 ± 0.81 –

cx4 32.66 ± 1.19
Extrapolative cx5 34.81 ± 1.23 32.06±0.56

cx6 30.54 ± 1.15
Mean 32.58 ± 1.21

Extended Interpolative cx1 32.80 ± 0.83 31.50±0.51
cx2 32.20 ± 0.64

Extrapolative ICM cx3 32.57 ± 0.77 –
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oncentration of Mg 0.400 mg L−1 were used. The sample was ana-
yzed six times and the results are presented in Table 2. It is seen
hat both procedures provide results with precision (R.S.D.) and
ccuracy (R.E.) less than 3.2%. Comparable precision of the results
btained in interpolative and extrapolative ways were obtained.
t can be noticed, that in case of the results obtained with the
se of the traditional extrapolative method, that exploits values

f dilution degrees, in case when the widen range of extrapolation
as employed (cx6), the results of worsen accuracy (R.E. =−3.09

nd −3.15%) than accuracy of the results of the other methods
|R.E.| ≤1.47%) were obtained.

In order to verify the proposed procedures, Mg and Ca were
etermined in the reference sample of surface water and in com-
ercially available spring water. Stock standard solutions of Mg and

−1
a of concentration 0.400 and 4.00 mg L , respectively, were used.
ntire procedures were repeated six times. Samples were diluted
efore the determination. For comparison, the same samples were
xamined according to traditional interpolative (SSM) and extrap-
lative (SAM) calibration methods with using of an appropriate

b
t

p
t

able 5
omparison of chosen analytical parameters when performing calibration using batchwise
ersions

Calibration method

Batchwise approach

I + Ea I + Ea

Basicb Extendedb

umber of standard solutions 2 + 2 4 + 4
umber of analytical curves 1 + 1 1 + 1
umber of analytical results 1 + 1 1 + 1
ime of analysis, min 10 20
tandard consumption (mL) 0.4 3.2
ample consumption (mL) 4 8

a Interpolative and extrapolative methods performed separately.
b Procedures.
cx4 32.34 ± 1.06
cx5 34.06 ± 1.23 31.80±0.16
cx6 30.28 ± 1.50
Mean 32.38 ± 0.98

ingle analytical curve. In the traditional basic procedures ana-
ytical curves were based on two analytical signals whereas in
raditional extended procedures they were based on four signals.
esults of determinations in surface and spring water are presented

n Tables 3 and 4, respectively.
Regarding the analysis of surface water (Table 3), the results

btained with the use of the propose procedures agree with the
ertified values and with the values determined with the use of the
raditional calibration methods. No differences have been observed,
etween the results obtained using the basic or the extended pro-
edures. It can be noticed, that despite the fact that in the sample
f surface water potential interferents were contained (as Al, Fe,
, Na, Pb, Sr or V) no interference effect was detected. The results
btained for the spring water samples differ from those declared

y a producer but they are in agreement with results obtained by
raditional calibration methods.

In Table 5 the comparison between some parameters of inter-
olative and extrapolative calibration methods are presented when
hey are realized separately in traditional batch way as well as in

method or CDM method in flow injection and monosegmented sequential injection

FI approach [22] Developed approach

CDM CDM
Basic Extended Basic Extended

7 15 7 15
4 4 4 4
4 (or 6) 4 (or 6) 6 6
3.6 12 8 21
4 12 0.9 1.7
4 12 0.9 1.8
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ccordance with the complementary dilution calibration method
erformed in flow injection system and in the proposed monoseg-
ented sequential injection system. The presented values were

stablished for cases when appropriate complete calibration pro-
edures were performed for each of a sample analyzed. It is seen,
hat complementary dilution calibration method provides rich ana-
ytical information in the form of at least four analytical results.
s far as the performance of the CDM method in flow injection or

he proposed system is concerned, the latter system is competitive
n terms of low standard and sample consumption. Regarding the
ime of analysis, the proposed procedures last longer than FI CDM
rocedures and the time necessary to perform them is comparable
ith the time of realization of traditional batch interpolative and

xtrapolative methods separately. The reason is that in monoseg-
ented sequential injection procedures calibration solutions are

enerated separately one after another and each of them must be
omogenized before reaching the detector. However, during the
omparable time the CDM procedure performed in the proposed
ystem provides more analytical results than traditional calibration
ethods performed separately.
The advantage of the proposed CDM calibration procedures

ealized in the developed system in relation to CDM methods
erformed in flow injection systems is that they do not exploit
erging of two streams of diluent [21,22]. Hence, they are not

rone to random fluctuations of the streams flow rates. In the
I extended system [22] each subsequent calibration solution is
enerated from the previous one by its controlled dilution so
here is a risk of accumulation of errors arising during the suc-
essive dilutions. In the developed system calibration solutions
re generated independently from each other and a number of
olutions of required analyte concentration can be generated.
his can be exploited for both, an analytical curve nonlinearity
etection and subsequently CDM calibration performance in the
xtended version. Differently from FIA systems, for the system
eveloped it is easy to calculate directly dilution degrees P and Q
nd exploit them for results calculation in traditional extrapolative
ode.
In the system, unlike in the other systems known from liter-

ture [18], solutions are introduced into a monosegments in two
r three segments and homogenized afterwards, and there is no

ecessity of introducing them using ‘sandwich’ way. Although the
ystem has been applied for realization of the CDM calibration
ethod, it can be also used to perform interpolative or extrapola-

ive calibration methods separately or for the dilution purposes as
ell.

[
[
[

[

(2008) 587–592

. Conclusions

The proposed monosegmented sequential injection system was
uccessfully employed for rationalization of calibration stage of
nalysis using the complementary dilution calibration method. The
pproach provides reach analytical information with the use of a
ingle stock standard solution and minimum reagent consumption.
wo procedures of the realization of the CDM method in the pro-
osed system, basic and extended, were developed and verified.
he basic procedure can be exploited when linear calibration range
s confirmed whereas the extended procedure in each case when
here is necessary to establish linear calibration range or when cali-
ration curve is not linear. The proposed system is versatile and can
e adapted to various analyzes performed with atomic absorption
etection. It is also worth to emphasize, that complete automation
f the procedures constrains the risk of random errors during cali-
ration solutions generation and allows the analytical results to be
btained in less laborious way.
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a b s t r a c t

An on-line gradient reversed phase liquid chromatography–Fourier transform infrared spectrometry
(LC–FTIR) method was developed for the determination of fructose, glucose, sucrose and maltose in bev-
erages. Improved chromatographic resolution was obtained using a linear gradient from 75 to 55% (v/v)
acetonitrile in water in 15 min. Changes in the background spectra were corrected employing “univariate
vailable online 31 July 2008

eywords:
n-line liquid chromatography–Fourier

ransform infrared spectrometry

background correction based on the use of a reference spectra matrix” (UBC-RSM) and using the ratio
of absorbance (AR) at 2256 and 2253 cm−1 for the identification of the eluent spectra within the RSM.
The method provided limits of detection in the order of 0.75 mg ml−1. The precision (as relative standard
deviation) ranged between 3.3 and 4.1% for glucose and fructose, respectively at a concentration level of
3.0 mg ml−1. Quantitative recovery values on spiked samples confirmed the accuracy of the method. A set
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of samples from the Spani

. Introduction

The term sugar is frequently used to describe monosaccharides
s glucose and fructose and disaccharides as sucrose and maltose
hat are absorbed, digested and fully metabolized [1].

The current interest in the physiological role of carbohydrates,
he technological developments in food processing and manufac-
uring, and the different existing mandates of nutrition labeling
e.g. Food and Drug Administration [2]) have created a need for
arbohydrate analysis at different production stages in food indus-
ries like in alcoholic and non-alcoholic drinks, fruit juices, sweets
r dairy products.

Liquid chromatography (LC) has often been employed for sugar
nalysis in different food matrices where the most commonly used
etector is the refractive index detector (RID). However, it shows
oor sensitivity, high instability with regard to fluctuations in
obile phase composition and eluent temperature, low selectivity

nd incompatibility with mobile phase gradients [3,4].
Evaporative light scattering detection (ELSD) is compatible with
radient elution and provides a significant increase in sensitivity as
ompared with RID, but it is also a low-selective detector.

UV detection is not directly applicable for sugar analysis, with-
ut a pre- or post-column derivatization of the analytes, due to

∗ Corresponding author. Tel.: +34 96 3544838; fax: +34 96 3544838.
E-mail address: miguel.delaguardia@uv.es (M. de la Guardia).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.036
arket were analysed to test the suitability of the procedure.
© 2008 Elsevier B.V. All rights reserved.

he low UV-absorbance of these compounds. The short wavelength
equired for their detection in UV reduces the selectivity of the
btained chromatographic signal increasing the number of possi-
le interferences, thus requiring extensive sample clean-up prior
o the detection.

Mass spectrometry (MS) is an expensive detection technique
hich provides high selectivity and sensitivity levels, but its field

f application focuses on compounds at trace levels and not in the
ercentage range as it is the case of the main sugars present in
oods.

Alternatively, infrared (IR) spectrometry is a versatile analytical
ool which can be used for both, qualitative and quantitative deter-

inations regarded as a general detection tool for organic analytes.
n-line hyphenated with separation techniques as LC or capillary
lectrophoresis (CE) increases both, the applicability and the accu-
acy of IR-based methods by a significant reduction of potential
pectral interferences. On the other hand, with limits of detection
n the high mg l−1 range, it is clear that this technique cannot meet
he current demands of trace analysis. However, IR spectrometry
as proven to be a simple and rapid technique for quantitative and
ualitative determination of analytes in the percentage level.

On-line LC–IR methods carried out under isocratic conditions

se a constant eluent reference spectrum to correct the eluent spec-
ral contribution. The advantages of this approach are its simplicity
nd the good quality of the recovered spectra obtained.

Using a constant mobile phase composition, also known as iso-
ratic conditions, the capability of on-line LC–Fourier transform
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nfrared (FTIR) spectrometry for the determination of sucrose, glu-
ose and fructose in aqueous samples was demonstrated by Vonach
t al. [5,6]. Edelmann et al. [7] reported the use of a quantum cas-
ade laser as mid-IR source for the direct determination by on-line
C–IR of glucose and fructose in wine samples. Later, Edelmann et
l. [8] used on-line LC–attenuated total reflectance (ATR) measure-
ents for the analysis of organic acids, sugars and alcohols in red
ine using multivariate curve resolution–alternating least squares

MCR–ALS) for the quantitative analysis of overlapping compounds.
oreover, a FTIR spectrometer has been on-line coupled with CE for

he separation and quantification of sucrose, glucose and fructose
n fruit juices [9]. The use of micro-machined flow cells in on-line
E–FTIR enables non-destructive, real time detection of analytes.
owever from the instrumental point of view the complexity of

he required set-up for the CE–FTIR coupling is much higher than
hat for LC–FTIR.

On the other hand, the use of on-line gradient LC–FTIR is still
hallenging, because the use of a constant reference spectrum is not
uitable if the relative concentration of the different IR-absorbing
obile phase components (e.g. water, acetonitrile or methanol) is
odified during the chromatographic run [10]. Therefore, in recent

ears much attention has been paid to background correction in
rder to increase both, the applicability and the peak separation
apabilities of on-line LC–FTIR [11–13]. Recently, Quintás et al. pro-
osed a strategy named “univariate background correction method
ased on the use of a reference spectra matrix (UBC-RSM)” to per-
orm an automated background correction in continuous liquid
ow systems [14]. This approach is based on the assumption that
sing characteristic absorption bands of the mobile phase, it is
ossible to correct the background eluent spectral contribution to
he overall absorption, by using a previously measured reference
pectra matrix which covers a wide range of mobile phase com-
ositions. This background correction method has already been
uccessfully applied using acetonitrile:water (1% acetic acid) [14]
nd methanol:water [15] mobile phase gradients in reversed phase
C for the determination of atrazine and diuron pesticides in aque-
us solutions and for the determination of the critical conditions of
olyethyleneglycol, respectively.

In this study, FTIR is used as an on-line detector for the LC
eparation under gradient conditions of four model carbohydrates
fructose, glucose, sucrose and maltose) in beverages in order to:
i) test the suitability of the UBC-RSM approach in the presence
f increasing concentrations of sugars; (ii) enable a higher sam-
le throughput than that obtained under isocratic conditions in an
quivalent LC–FTIR system and (iii) evaluate the method for the
nalysis of commercially available beverage samples.

. Experimental

.1. Apparatus and reagents

A Dionex (Sunnyvale, CA, USA) P680 high performance liquid
hromatograph system, equipped with a Kromasil 100 NH2 column
250 mm×2 mm, 5 �m) fro, Spain) and a sample injection loop
f 20 �l, was employed for chromatographic separations. Linear
cetonitrile:water gradients were run from 75 to 55% acetonitrile
Merck, Darmstadt, Germany) in 15 min.

A flow cell with CaF2 and ZnSe windows and a pathlength
f 10 �m installed on a Bruker (Bremen, Germany) IFS 66/v
TIR spectrometer equipped with a liquid nitrogen refrigerated

ercury–cadmium–telluride (MCT) detector, a vacuum system and
dry air purged sample compartment was employed for the FTIR

pectra acquisition. The scanner for the interferometer was oper-
ted at a HeNe laser modulation frequency of 100 kHz. Spectra were
ecorded in the range between 4000 and 950 cm−1 using the spec-

s
e

K

77 (2008) 779–785

rum of the empty sample compartment as background, with a
esolution of 8 cm−1 and a zero filling factor of 2. Zero filling consists
n adding zeros on both ends of the interferogram before the Fourier
ransformation so that the spectral lines have a smoother shape.

During on-line LC–FTIR gradient experiments, 25 scans per spec-
rum were averaged, providing a spectra acquisition frequency of
5 spectra min−1.

For instrumental and measurement control and data acquisition,
he OPUS program (Version 4.1) from Bruker was employed.

Background correction and data treatment were run under Mat-
ab 7.0 from Mathworks (Natick, USA, 2004) using in-house written

atlab files available from the authors of this paper.
d(−)-Fructose, d(+)-glucose, sucrose and maltose-1-hydrate of

nalytical grade were purchased from Scharlab (Barcelona, Spain).
everage samples were directly obtained from the Spanish market.

.2. Sample preparation

A volume of homogenized sample between 50 and 500 �l was
ntroduced in a 5 ml volumetric flask. Then 3.5 ml of acetonitrile

ere added and the flask was filled up to volume with water. Before
he injection in the chromatographic system the solution obtained
as sonicated in an ultrasound water bath for 5 min and filtered

hrough a 0.22 �m PFTE membrane. Carbonated liquid samples
ere previously degassed in an ultrasound water bath for 15 min
rior to their dilution.

In order to increase the applicability of the method reducing
ossible interferences, acetonitrile was selected for sample dilution
nd chromatographic separation because according to a previously
ublished work [16] it precipitates proteins and starch present in
ample matrices.

.3. Univariate background correction based on the use of a
eference spectra matrix (UBC-RSM)

A detailed description of the UBC-RSM method can be found in
previous work [14]. In brief, the eluent correction method can be
ivided in five steps: in Step 1 a reference spectra matrix RSM (r, c)

s measured. The acquisition of the RSM is carried out in practice
y measuring a LC gradient in a defined composition range. This
tep also include the measurement of the sample matrix SM (z, c).
he eluent composition range of the SM should be within the RSM
omposition interval.

Step 2 involves the calculation of the absorbance ratio (AR) at
wo selected wavenumbers (r1 and r2) for each spectrum included
n the SM and the RSM. The obtained AR values are characteristic
or the mobile phase composition as defined in Eq. (1).

Rs =
ys

r1

ys
r2

(1)

here ys
r1

and ys
r2

are the absorbance values at the wavenumbers

1 and r2 (cm−1) measured in the spectra s = (1, . . ., z) for spectra
ncluded in the SM and s = (1, . . ., r) for the RSM.In Step 3, for each of
he z spectra included in the SM, the most appropriated background
pectrum (S� ,s, s = 1, . . ., z) included in the RSM is located.

Step 4 consists of the calculation of a correction factor (KF) which
s determined for each sample spectrum. The objective of the KF is to
orrect slight changes in the spectral intensity of the eluent during
he run. The KF is defined as the ratio of absorbance of the sample
s at wavenumber ϕ (ySs

ϕ ) and the previously selected background

pectrum S� ,s at a defined wavenumber ϕ (yS�,s

ϕ ) using the following
xpression:

Fs =
ySs

ϕ

yS�,s
ϕ

(2)
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Fig. 1. FTIR spectra of sugars in acetonitrile:water (70:30, v/v). Fructose
(6.1 mg ml−1); glucose (6.0 mg ml−1); sucrose (6.2 mg ml−1) and maltose
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Step 5 includes the subtraction to the eluent background spec-
rum from the sample spectrum using the following expression:

orrectedSs = Ss − KFs S�,s (3)

here CorrectedSs is the background corrected sample spectrum s;
s is the original sample spectrum; S� ,s is the background spectrum
ncluded in the RSM and KFs is the calculated correction factor for
he sample spectrum Ss. The use of the KF is optional and a prior
valuation of its usefulness is recommended.

. Results and discussion

.1. FTIR spectra of sugars

Fig. 1 shows the spectra of solutions of fructose, glucose, sucrose
nd maltose dissolved in 70:30 acetonitrile:water. All four studied
ompounds show the characteristic absorption bands of carbohy-
rates in the spectral region between 1500 and 950 cm−1. The bands
t 1035, 1015 and 1260 cm−1 were identified to, respectively, the
–O stretch, C–C stretch and C–OH deformation modes [9,17,18].
o, it can be concluded that any of the aforementioned bands are

uitable for the quantitation of sugars in beverages.

However, in order to do a correct quantification of sugars in
C–FTIR, the changes in the spectrum of the mobile phase dur-
ng the elution of analytes must be carefully checked to achieve
n appropriate chemometric background correction.

(

ig. 2. FTIR spectra of an acetonitrile:water (70:30, v/v) mixture (A) and variation of the a
indows.
6.0 mg ml−1). Spectra are shifted along the y-axis for a better clarity.

bsorbance at 1639 cm−1 (B). In this case the arrows indicate the sugar elution time
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One of the main features of the UBC-RSM method is its simplic-
ity, limiting the user interaction during the background correction
to the selection of the wavenumbers r1 and r2 used for the calcula-
tion of the AR. For an easy selection of these wavenumbers, all the
82 J. Kuligowski et al. / T

.2. Changes in the FTIR spectra of the mobile phase components
uring the elution of the analytes

For a proper use of the RSM-based background correction
ethod, the mobile phase spectra should present at least an absorp-

ion band which could be used to identify the exact composition of
he eluent during the chromatographic run. Special attention must
e paid on the selection of the wavenumbers r1 and r2 employed
or the calculation of AR because spectral overlapping between the

obile phase and the eluting analytes at the wavenumbers leads
o an inaccurate identification of the eluent spectra in the RSM,
hus causing severe errors in both, the spectra and elution profiles
14]. Additional difficulties can be created by modification in posi-
ion and bandwidth due to intermolecular interactions between
nalytes and the mobile phase components.

Fig. 2A shows the spectrum between 4000 and 950 cm−1 of an
cetonitrile:water (70:30, v/v) mixture. The spectrum showed four
ain water absorption bands at ∼3400 cm−1 (stretching band),

115 cm−1 (combination band), 1639 cm−1 (deformation band) and
latter one starting near 1000 cm−1 (water libration bands), in

ood agreement with reported data [9,17,18]. When using FTIR
etection in aqueous systems, the intense absorptivity of water at
3400 cm−1 leaves no detectable light, reducing the signal to noise

atio and obscuring the absorption of the analytes in this spectral
egion. Because of that, the region above 2400 cm−1 was not used
hroughout this work.

Two main acetonitrile bands were clearly distinguishable at
252 and 2291 cm−1, the first corresponding to the CN stretching
ode (�2) while the second one was assigned to a combination of

oth CH3 bending (�3) and C–C stretching (�4) modes [19].
It is well known that IR water bands can be modified by the pres-
nce of sugars, increasing considerably the difficulty of performing
n adequate IR background correction under gradient conditions.
ecent studies of the interaction of water and carbohydrates by Max
nd Chapados [17,18], have evidenced that the water deformation
and (ıHOH) at 1640 cm−1 increases its intensity and slightly shifts

able 1
bsorbance ratios (AR) that provided the lowest noise values in the extracted
hromatograms

oise as RMS 1st wavenumber (cm−1) 2nd wavenumber (cm−1)

hromatogram extracted using absorbance values at 2063 cm−1

9.082×10−5 2256.5 2252.6
0.00010885 2260.3 2252.6
0.00011515 2264.2 2248.7
0.00012287 2260.3 2248.7
0.00012594 2291.2 2268

hromatogram extracted using absorbance values at 1640 cm−1

0.0029791 2256.5 2252.6
0.0037747 2291.2 2268
0.0038919 2260.3 2252.6
0.003985 2264.2 2248.7
0.0040928 2268 2244.9

hromatogram extracted using absorbance values at 1442 cm−1

0.0004805 2256.5 2252.6
0.00053281 2260.3 2256.5
0.0005719 2248.7 2268
0.00058188 2264.2 2252.6
0.00061794 2298.9 2291.2

hromatogram extracted using absorbance values at 1065 cm−1

0.00041775 2295 2244.9
0.00042011 2291.2 2268
0.00042661 2256.6 2252.6
0.00044693 2298.9 2268
0.00044947 2260.3 2248.7

oise measured using the root mean square of the extracted chromatogram at 2063,
640, 1442 and 1065 cm−1 in the background corrected blank gradient injection.

F
d
R
b

77 (2008) 779–785

owards the blue region due to the formation of sugar hydrates,
eing displaced even several wavenumbers. Furthermore, the spec-
ra and abundances of the different hydrates of fructose, glucose or
ucrose in aqueous solutions depend on their concentration [17,18].

To evaluate the effects of gradually increasing carbohydrate con-
entrations on the spectra of an acetonitrile:water mixture, 20 �l
f 5 mg ml−1 fructose, glucose, sucrose and maltose solutions were
njected in an acetonitrile:water (70:30) flow system.

It was found that, at the studied concentrations, isocratic condi-
ions and using a spectral resolution of 8 cm−1, the position of the

aximum of the water deformation band at 1639 cm−1 is constant
uring the elution of the studied carbohydrates. On the contrary, a
light increase in its intensity can be observed (see Fig. 2B). There-
ore, in order to assure the accuracy of the background correction
rocess during the elution of the four analytes it is not recom-
ended to use the band at 1639 cm−1 for the characterization of

he mobile phase composition. In contrary no effect on the peak
hape of the CN bands in the 2300–2200 cm−1 spectral region was
bserved, therefore indicating that at this concentration level the
pectra of the eluent in this region is not affected by the presence
f the analytes.

.3. Selection of the UBC-RSM background parameters
ig. 3. On-line gradient LC–FTIR spectra obtained from the injection of a sugar stan-
ard solution containing 2.5 mg ml−1 of fructose, glucose, sucrose and maltose. (A)
aw spectra between 2200 and 1000 cm−1. (B) Spectra in the wavenumber range
etween 1500 and 1000 cm−1 corrected using the UBC-RSM method.
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ig. 4. LC–FTIR chromatograms extracted from the injection of a standard solutio
njection of sample 1 (blue). Chromatograms were obtained from the measureme
203 cm−1. (For interpretation of the references to color in this figure legend, the re

ossible ARs within a previously selected range were assayed for
n appropriate background selection from the spectra included in
he RSM. The employed output function was the noise (measured
s RMS) in the extracted chromatograms at four characteristic elu-
nt wavenumbers. So, low chromatographic noise values indicated
dequate background correction. In an earlier work [14], for ace-
onitrile:water (with 1% acetic acid) gradients in the range between
40:60, v/v) and (99:1, v/v), the selection of the AR was made in the
pectral region between 2310 and 2180 cm−1. As a result, the quo-
ient between absorbance values at 2256.3 and 2248.6 cm−1 was
elected.
In spite of the high similarity between the aforementioned
obile phase and that employed in this work, slight changes in the
obile phase composition might shift the position of eluent bands.

o ensure that the AR used throughout this work was appropriate,

2
v
r
c

ig. 5. Recovered spectra of fructose, glucose, sucrose and maltose at their respective peak
o reference spectra.
taining 5.5 mg ml−1 of fructose, glucose, sucrose and maltose (red) and from the
the area between 1108 and 1069 cm−1, corrected using a baseline established at
s referred to the web version of the article.)

he AR selection process described in the aforementioned work [14]
as carried out using the absorbance values at 2063, 1640, 1442 and

065 cm−1 for the evaluation of the chromatographic noise.
Table 1 summarizes the five pairs of wavenumbers which pro-

ided the lowest noise in the extracted chromatograms using a
SM composed by 986 spectra covering acetonitrile concentrations
etween 75 and 55% (v/v) acetonitrile and a blank gradient injec-
ion formed by 317 spectra of mobile phase solutions in the same
oncentration range.

The noise level in the extracted chromatograms at 2063, 1640,
442 cm−1 reached the minimum value using the absorbance at

256.5 and 2252.6 cm−1 for the calculation of the AR, obtaining RMS
alues between 9×10−5 and 2.9×10−3 for 2063 and 1640 cm−1,
espectively. On the other hand, the minimum noise in the extracted
hromatogram at 1065 cm−1 was achieved using the AR calculated

apex extracted from the sugar standard solution LC run shown in Fig. 4, compared
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rom absorbance values at 2295 and 2249.5 cm−1. The difference
etween the obtained noise using this pair of wavenumbers and
hat obtained using the absorbance ratio between 2256.5 and
252.6 cm−1 is only 2.1% and cannot be considered as statistically
ignificant. Based on the foregoing data, the quotient between the
bsorbance values at 2256.5 and 2252.6 cm−1 was selected for the
ackground correction of further measurements.

.4. On-line LC–FTIR separation of carbohydrates

Fig. 3 shows the original (A) and background corrected (B) spec-
ra acquired during the elution of a standard carbohydrate solution
f fructose, glucose, sucrose and maltose at a concentration of
mg ml−1 for each one. Visual inspection of the 3D graphs reveals

hat changes in the background signal due to the mobile phase
radient have been corrected in a great extent by the UBC-RSM
ubtraction procedure.

As an example, LC–FTIR chromatograms extracted from the
njection of a standard solution containing 5.5 mg ml−1 of fructose,
lucose, sucrose and maltose and from the injection of sample 1
re shown in Fig. 4. The depicted chromatograms were obtained
rom the measurement of the area values of the spectra between
108 and 1069 cm−1, corrected using a baseline established at
203 cm−1. It can be seen, that the resolution is very good and
he specific spectra of the analytes can clearly be distinguished
see Fig. 5). The retention times, established from four injec-
ions of standard mixtures of the considered compounds were
1.8±0.2, 12.7±0.2, 15.0±0.2 and 16.5±0.2 min for fructose, glu-
ose, sucrose and maltose, respectively.

As it can be seen in the chromatograms of Fig. 4, the lack of
loping baselines and the random distribution of the chromato-
raphic noise support the suitability of the selected background
orrection conditions for obtaining the chromatograms of sugars
uring gradient elution.

.5. Identification of the analytes

To quantify the accuracy of the background correction, a
umerical correlation was made through the determination of a
Correlation coefficient (QC)” defined for two spectra (S1 and S2)
s the ratio from the covariance (Cov(S1,S2)) and the product of
he two standard deviations �S1 and �S2 . Hence, a QC = 100% indi-
ates identical spectra. Using the spectral region between 1250 and
060 cm−1, the obtained QC for the spectra shown in Fig. 5 ranged
etween 96.25 and 98.73%. On the other hand, QCs were also cal-
ulated for the corrected spectra obtained from sample injections
btaining also an excellent agreement between extracted and ref-
rence spectra (data not shown), which confirmed the identity of
arbohydrates, thus increasing the reliability of the results.

.6. Analytical characteristics of the method

Calibration of analytes was made in the previously described
xperimental conditions. Fructose chromatograms were obtained
rom the measurement of the spectra area between 1108 and
069 cm−1, corrected using a baseline at 1203 cm−1. Glucose,
ucrose and maltose chromatograms were calculated from area
easurements between 1177 and 1025 cm−1, corrected using a

aseline at 1177 cm−1. Table 2 shows the obtained analytical param-
ters using peak height values from the extracted chromatograms.
The linear regression coefficients obtained indicate a good
djustment of data to each calibration curve. Limits of detection
n the 0.4–0.6 mg ml−1 range were estimated for each analyte as
he concentration at which the chromatographic signal to noise
atio was higher than 3. Precision of six-independent injections of Ta
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Table 3
On-line LC–FTIR determination of sugars in commercial samples

Sample Presentation Found concentration (g/100 ml) Label content (g/100 ml)

Fructose Glucose Sucrose Maltose Total

1 Soft drink 5.14 7.84 <LOD <LOD 13.0 12.9
2 Soft drink 6.39 4.75 <LOD <LOD 11.1 11.6
3 Soft drink (sugar free) <LOD <LOD <LOD <LOD 0.00 0.00
4 Soft drink 3.50 4.18 1.33 <LOD 9.0 8.9
5 Soft drink 0.16 0.87 6.26 <LOD 7.3 7.9
6 Energy drink 0.33 3.08 6.43 <LOD 9.8 10.7
7 Fruit juice 3.77 3.69 2.61 <LOD 10.1 12.4

Table 4
Recovery study of fructose, glucose, sucrose and maltose in spiked commercial samples

Sample Presentation g/100 ml added g/100 ml founda (% recovery)

Fructose Glucose Sucrose Maltose Fructose Glucose Sucrose Maltose

1 Soft drink 2.54 1.90 2.98 1.84 7.69 ± 0.08 (100.4) 9.84 ± 0.09 (105.1) 2.92 ± 0.014 (98.1) 1.84 ± 0.05 (100.2)
2 Soft drink 2.06 2.36 3.33 3.34 8.36 ± 0.04 (95.6) 7.19 ± 0.09 (103.5) 3.34 ± 0.02 (100.2) 3.39 ± 0.09 (101.3)
4 Soft drink 1.00 0.93 0.97 1.19 4.48 ± 0.06 (98.0) 5.11 ± 0.04 (99.8) 2.39 ± 0.02 (104.0) 1.28 ± 0.05 (99.1)
5 Soft drink 0.97 0.90 1.30 1.10 1.13 ± 0.08 (100.0) 1.76 ± 0.09 (98.9) 7.54 ± 0.06 (98.7) 1.02 ± 0.08 (92.5)
6 .09 (1
7 .02 (9
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Energy drink 1.43 0.97 1.07 1.17 1.78 ± 0
Fruit juice 2.20 2.18 1.74 1.57 5.92 ± 0

a Recoveries from two-independent replicates.

standard calibration solution containing 3.0 mg ml−1 of each ana-
yte provided relative standard deviations ranging between 3.3 and
.1% for glucose and fructose, respectively. This obtained sensitiv-

ty and precision results together with the good correlation factors
btained for the recovered analyte spectra suggested that they were
ppropriate for the quantitative determination and identification of
ugars in beverages.

.7. Determination of sugars in beverages

The applicability of the proposed method was evidenced by
he analysis of a set of 7 commercially available samples pur-
hased from the Spanish market. Sample treatment was reduced
o an adequate dilution and filtration of samples before their injec-
ion in the chromatographic system. Table 3 lists the different
btained sugar contents from duplicate analysis of diluted samples.
dditionally, a recovery study was carried out in six of the anal-
sed samples. The employed spiked concentration ranges were:
.97–2.54 (g/100 ml), 0.90–2.36 (g/100 ml), 0.97–3.133 (g/100 ml)
nd 1.10–3.34 (g/100 ml) for fructose, glucose, sucrose and maltose,
espectively. Mean recovery values ranged between 105.1 and 92.5%
see Table 4).

. Conclusions

A simple on-line gradient LC method in combination with
TIR detection and chemometrics has been developed for the
etermination of four characteristic carbohydrates in beverages.
ructose, glucose, sucrose and maltose could be separated, identi-
ed and quantified in commercial samples with limits of detection
etween 0.4 and 0.6 mg ml−1. The use of the univariate method for
he selection of the background from a reference spectra matrix
ermitted an accurate chemometric eluent correction yielding dis-

inguishable spectra of good quality for the studied analytes with
orrelation factors between 96.25 and 98.73%. The main advan-
ages provided by the proposed on-line LC–FTIR approach include
nstrumental simplicity and low cost (due to the possibility of using
ommercial flow cells).

[
[
[
[

01.4) 4.06 ± 0.04 (101.9) 7.45 ± 0.03 (95.8) 1.15 ± 0.07 (98.4)
7.7) 5.90 ± 0.08 (101.4) 4.32 ± 0.08 (98.1) 1.65 ± 0.07 (104.9)
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a b s t r a c t

From the study of molybdenum oxidation in aqueous solutions we developed a semi-autonomous method
to detect silicate in aqueous samples. Molybdenum oxidation was used to form molybdate in acidic media.
The silicomolybdic complex formed with silicate is detectable by amperometry or cyclic voltammetry.
The new electrochemical method is in good agreement with the method conventionally used for environ-
vailable online 23 July 2008

eywords:
olybdenum

ilicate
eagentless
mperometry

mental water silicate analysis. In the second stage, a completely reagentless method was developed using
molybdate and proton produced during molybdenum oxidation. Reproducibility tests show a precision of
2.6% for a concentration of 100 �mol L−1. This new method will be very suitable for the development of
new autonomous silicate sensors easy to handle and without reagents. In this paper we present the analyt-
ical and chemical aspects necessary for a complete documentation of the method before the development
of a new reagentless sensor.
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w

yclic voltammetry

. Introduction

The common analytical technique to measure silicate in nat-
ral waters is the spectrophotochemical method. It involves the
ddition to the sample of an acidic molybdate solution to convert
he silicate to a Keggin anion, SiMo12O40

4− and subsequent chem-
cal reduction to a mixed oxidation state, a molybdenum complex

hich is intensely blue with a maximum of absorption at 810 nm
1]. This method is now frequently carried out in automated contin-
ous flow systems [2], and in situ analyzers have been developed
o measure nutrients autonomously in the ocean [3–6]. Selectiv-
ty between silicate and phosphate remains a significant problem
ecause of their very similar chemical behaviour [7], and a system-
tic salt effect is present in automated nutrient determination in
eawater [8]. Simultaneous determination of phosphate and silicate
s possible by first-derivative spectrophotometry [9].

Silicate determination was also performed by ion exclusion

hromatography with UV detection in leaching process waters [10]
nd in fresh water using flow injection with luminol chemilumines-
ence detection [11]. Recently a sorption-chromatographic method
or determining phosphate and silicate ions in waters as molybdic

∗ Corresponding author. Tel.: +33 5 61 33 29 57; fax: +33 5 61 25 32 05.
E-mail address: Veronique.Garcon@legos.obs-mip.fr (V. Garçon).
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039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
oi:10.1016/j.talanta.2008.07.023
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eteropoly acids was developed [12]. Silicate was also measured
n seawater by inductively coupled plasma atomic emission spec-
rometry [13], by ion exclusion chromatography with conductivity
etection [14], by ion exclusion chromatography in combination
ith inductively coupled plasma-mass spectrometer [15].

Some electrochemical methods have been reported to measure
ilicate and phosphate using heteropolymolybdates [16–18]. The
rthophosphate amperometric detection was investigated by flow
njection analysis by Harden and Nonidez [19] and by batch injec-
ion analysis by Quintana et al. [20]. The amperometric detection
as also used for phosphate determination with a bienzyme elec-

rode [21]. Carpenter et al. [22] presented fundamental studies
ith ultra microelectrodes, for the determination of silicate and
hosphate in water. Hodgson and Pletcher extended this study
nd discussed the ways to enhance selectivity between silicate
nd phosphate [23]. The response of the silicomolybdic complex
as investigated by Lee and Gerwirth on silver and gold elec-

rodes [24]. Finally, a differential pulse polarographic method was
sed to detect the trace of phosphate in environmental samples
25].
Some in situ voltammetric probes have already been developed
or chemical monitoring and speciation [26,27]. Electrochemistry
llows to measure several species simultaneously with very good
patial and time resolutions, at low cost and very low concentra-
ions, without reagents and therefore is a very promising method
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or the development of a small, precise and autonomous in situ
ensor.

First steps towards the development of a reagentless method
or silicate determination in seawater samples were presented in a
revious paper [28]. This previous paper was the description of the
eawater application of the method during the Drake ANT XXIII/3
ceanographic cruise by oxidizing molybdenum in a measurement
ell and adding sulphuric acid. The comparison of the results of
his method with those of the classical spectrophotometric ones
howed a very good agreement between both methods. The aim
f the work here is to describe in detail the chemical and electro-
hemical bases of this new method and to discuss its advantages
nd potential as compared to other methods. These aspects are nec-
ssary for the development of a new sensor. Experiments described
ere present a new step towards an autonomous sensor. We first
resent the method used to measure silicate and to describe the
lectrochemical behaviour of the silicomolybdic complex, then the
tudy of the molybdenum oxidation and the development of the
emi-autonomous method. Finally a complete reagentless method
or silicate detection is presented and we conclude by the discussion
n this new method.

. Experimental

.1. Apparatus

Cyclic and linear sweep voltammetry and chrono-amperometry
ere carried out with a potentiostat �-Autolab III (Metrohm). The

otating disk electrode (RDE) was controlled by an RDE controller
Metrohm). Voltammograms at a stationary or rotating disk elec-
rode were recorded in a three electrode cell with a carbon counter
lectrode. Working electrodes were in gold, platinum, or glassy
arbon with an area of 0.07 cm2 (Metrohm). All potentials are
iven versus an Ag/AgCl (KCl 3 mol L−1) reference electrode. The
lassy carbon disk was polished with lapping film sheet (3 M alu-
inium oxide, 1 micron) before each measurement.Amperometry
as made with a glassy carbon disk working electrode held at a

onstant potential of 200 mV.
The reference colorimetric analysis of silicate was performed

ccording to Le Corre and Tréguer’s method [29]. Laboratory colori-
etric measurements were made with an Auto-Analyzer Technicon

I (AAII, Bran Luebbe). On board colorimetric measurements were
ade with an Auto-Analyzer (Skalar).
pH measurements were made with a 744 pH meter Metrohm

alibrated with Bioblock buffered solutions.

.2. Reagents and solutions

All solutions were prepared in Milli-Q water (Millipore Milli-Q
ater system) with reagent grade salts. Artificial seawater for stan-
ards calibration, silicate and phosphate samples was prepared at
salinity of 34.7 g L−1, with 32.13 g of sodium chloride (NaCl), 7.13 g
f magnesium-sulphate heptahydrate (MgSO4, 7H2O) and 0.17 g of
odium carbonate (NaCO3), per liter of water.

Silicate standard solutions were prepared with sodium sili-
ofluoride (Na2SiF6, Merck) and potassium dihydrogen phosphate
KH2PO4, Merck) [30].

Solutions used for silicate and phosphate voltammetric mea-
urements are sodium molybdate 10 mmol L−1 (Na2MoO4, 2H2O)

nd sulphuric acid (H2SO4, 2.5 mol.L−1) to adjust the pH at 1.5.

Reagents used for silicate spectrophotometric determinations
re: an acidified ammonium heptamolybdate solution (10 g of
mmonium heptamolybdate, 40 mL of sulphuric acid, H2SO4
,5 mol L−1 in 1000 mL of Milli-Q water); an oxalic acid solution

2

A

M

ig. 1. Electroactivity domains of molybdenum, tungsten, nickel, platinum, silver
old and glassy carbon electrodes in seawater (pH 8.1).

7 g of oxalic acid and 50 mL H2SO4 in 1000 mL of Milli-Q water and
mL of Aerosol 22(Sigma)); an ascorbic acid solution (17.8 g of l-
scorbic acid and 25 mL of acetone in 1000 mL of Milli-Q water and
mL of Aerosol 22).

Spectrophotometric baseline measurements were made with
rtificial seawater. Standard solutions used on board were
ested back in the laboratory with commercial standards (OSIL,
000 �mol L−1) and no difference was observed.

.3. Procedure

Electrochemical measurements with addition of reagents were
ade in 100 mL of artificial seawater with sodium molybdate at

0 mmol L−1 and the pH adjusted to 1.5. Measurements were made
fter at least 6 min at 25 ◦C. For amperometric measurements a
otating disk electrode (1000 rpm) was used.

For the semi-autonomous method, molybdate was produced by
olybdenum anodic oxidation. The molybdenum electrode (Good

ellow Metals, purity: 99.9%) has an area of 1.2 cm2. The oxidation
as performed at a constant electrolysis current (50 mA) during
20 s, in a 5 mL cell. pH was adjusted to 1.5 by addition of sulphuric
cid H2SO4 5 mol L−1 [28].

For the reagentless method, a 6 mL cell divided in two by a
orous polyethylene membrane was used. Molybdenum, reference
nd sensing electrodes were placed in the anodic compartment
hile the counter electrode was in the cathodic compartment.
olybdate was produced by molybdenum anodic oxidation per-

ormed at a constant electrolysis current (50 mA) during 360 s [28].

.4. Seawater collection

The collection of seawater samples was made during the ANT
XIII/3 cruise aboard the R/V Polarstern during the austral sum-
er 2006 from January 14th to February 8th between Punta Arenas

Chile) and the Antarctic Peninsula [28].

. Results and discussion

.1. Electrode material

As electronic exchanges are extremely dependent on the
ature of the electrode material, we first evaluated the elec-
roactivity domains of various materials in seawater. So we made
oltammograms in seawater (at 34.7 g L−1 and pH 8.2) on gold, sil-
er, platinum, glassy carbon, tungsten, and molybdenum. Theses
omains, represented on Fig. 1, are limited by the reduction of water
Eq. (1)), its oxidation (Eq. (2)) or the oxidation of the metal for sil-
er (Eq. (3)) and molybdenum (Eqs. (4)–(6)) for a current density
j) of 0.7×10−3 A cm−2.

H2O + 2e−→ H2+2OH− (1)
H2O → O2+4H+ +4e− (2)

g + Cl−→ AgCl + 1e− (3)

o + 2H2O → MoO2+4H+ +4e− (4)
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trode surface, doubling the number of electrons involved during
the reduction [31].

At ambient temperature the complex is totally formed in less
than 6 min. The very slow scan rate voltammogram (5 mV/s) with
glassy carbon rotating disk electrode (1000 rpm) in Fig. 4 presents
ig. 2. (a) Voltammograms with Si(OH)4 = 10 �mol L−1 (grey line) and 120 �mol L−1

arbon working electrode and Ag/AgCl reference electrode. (b) Calibrations for con
eaks.

o + 3H2O → MoO3+6H+ +6e− (5)

o + 4H2O → MoO4
2− +8H+ +6e− (6)

.2. Molybdosilicate complex

Silicate is non-electroactive species thus the voltammetric
etermination of this ion involves the treatment of the sample with
n acidic molybdate solution to form a Keggin anion, Si(Mo12O40)4−

Eq. (7)).

i(OH)4+12MoO4
2− +24H+→ H4Si(Mo12O40) + 12H2O (7)

This complex shows two reduction waves on glassy carbon
Fig. 2), platinum and gold. The voltammograms for the solution
ontaining the molybdosilicate complex show the two well formed
eduction peaks at about 350 mV and 240 mV and the two well
ormed oxidation peaks at 400 mV and 290 mV (versus Ag/AgCl). A
inear correlation of the four peak intensities versus silicate con-
entration is observed between 0.3 and 145 �mol L−1 [28]. Silver is
nusable because of its reaction with chloride in seawater. More-
ver it has been reported that the Keggion anion passivates the Ag
urface towards solution redox events [24]. For commodity reasons
ll our experiments were made on glassy carbon electrode but they
ould have been made on platinum or gold materials. We chose to
se a glassy carbon electrode to be able to compare results with
he previous studies [28]. Moreover measurements on other mate-

ials need more investigations on the protocols of preparation of the
urface electrodes in order to obtain reliable and repeatable results.

The response of molybdate on glassy carbon electrode is shown
n Fig. 3 by consecutive linear sweep voltammograms at 50 mV/s.
he first peak at about −200 mV appears to be due to the oxy-

F
p
m
1

line); sodium molybdate = 10 mmol L−1, pH 1.5, scan rate = 200 mV/s with vitreous
tions from 0.3 to 145 �mol L−1, obtained by the two oxidation and two reduction

en reduction. The molybdate reduction is characterized by the
econd peak at −410 mV. It increases with the number of scans if
he electrode is not polished, while after polishing the voltammo-
ram recovers its first appearance. This gradual increase of the peak
ntensity could be due to a molybdate polymerization at the elec-
ig. 3. Linear sweep voltammograms on glassy carbon electrode at 50 mV/s and
H 1.5: first, second and third consecutive voltammograms in seawater + sodium
olybdate at 10 mmol L−1 and voltammogram in seawater + sodium molybdate at

0 mmol L−1 after polishing of the electrode.
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Fig. 5. (a) Kinetics of molybdosilicate complexation at different temperatures
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ig. 4. Steady state voltammogram (5 mV/s) with glassy carbon rotating disk
lectrode (1000 rpm) in artificial seawater, 100 �mol L−1 of Si(OH)4, sodium molyb-
ate = 10 mmol L−1, pH 1.5.

wo reduction waves with half-wave potentials at 335 mV for the
rst reduction and 246 mV for the second reduction.

This stationary state voltammogram shows that the first reac-
ion involves two electrons and the second reaction involves three
lectrons, in agreement with previous studies [22]. Thus, the first
eduction is the reduction of molybdenum (VI) in molybdenum (IV)
nd the second reaction is the reduction of molybdenum (IV) in
olybdenum (I). Moreover the forward scan is similar to the back-
ard scan indicating the absence of absorption and of chemical

eaction of the complex during the time of the experiment.
Intensity potential curves obey the law described by Eq. (8) indi-

ating the irreversibility of the electron transfer [32]:

= RT

˛nF
ln

I0
Ilim
+ RT

˛nF
ln

Ilim − I

I
(8)

here R is the gas constant (8.314 J mol−1 K−1), T is the absolute
emperature (Kelvin), F is the Faraday constant, ˛ is the transfer
oefficient, I0 is the exchange current, and Ilim is the limiting cur-
ent.

We can deduce from Eq. (8) the two cathodic transfer coeffi-
ients (˛) to characterize the reaction rate. From the linearization of
he curves a ˛1c coefficient equal of 0.5 is determined for reduction
and ˛2c = 0.8 for reduction 2. Typical values of ˛ are between 0.3

nd 0.7 [32]. The high value of the transfer coefficient of ˛2c means
hat during the second reduction the electrons are transferred faster
han normally.

.3. Temperature effect on the complexation rate

As we developed this new method in order to build a new in
itu sensor it is extremely important to know the impacts of tem-
erature on the analytical response. In the different applications
f the future sensor and particularly in the environmental appli-
ations temperature can vary from 0 ◦C to more than 25 ◦C. In the
eld of oceanography temperature measurement is a key parame-
er. The complexation process is expected to be strongly dependent
n temperature. Its influence on the kinetics of molybdosilicate
omplexation (from 1.4 to 24.8 ◦C) was quantified by measuring the

ntensity current of the first reduction peak as a function of time
Fig. 5a). The rate constant is calculated by Eq. (9):

n
(

I∞
I∞ − I

)
= kt (9)

0
t
b

l

1.4, 4.2, 9.0, 14.6, 19.8 and 24.8 C) by measuring the intensity current of the
rst reduction peak as a function of time, Si(OH)4 = 170 �mol L−1, sodium molyb-
ate = 10 mmol L−1, pH 1.5; (b) Ln (k) = f(1/T (K)) corresponding plot to calculate the
ctivation energy EA.

here t is the time (s), I∞ is the current at t→∞ (A), I is the current
A) and k is the rate constant (s−1).

We thus determined the rate constant k as a function of temper-
ture (Fig. 5b). According to the Arrhenius equation, an activation
nergy of about 54 kJ mol−1 was defined for the complexation reac-
ion at pH 1.5 from the slope of the plot represented in Fig. 5b. This
alue will be useful to estimate the temperature sensitivity for a
uture silicate sensor.

.4. Amperometric response

The working electrode held at a potential of 200 mV to avoid its
eterioration presents a linear response with silicate concentration
molybdate concentration of 10 mmol L−1 at pH 1.5). This response
s presented in Fig. 6 with the working glassy carbon disk electrode
otating at 1000 rpm.

Previous studies have dealt with phosphate interferences and
ave suggested a method based on the differences of kinetics for the
omplexes formation [23,28]. The molybdophosphate has a very
ast response while molybdosilicate takes longer to be formed.

This method presents the advantage to be very fast and easy to
andle. A simple sensor could be adapted from this simple method.

.5. Molybdenum oxidation

As the aim of this study was to develop an autonomous method
e investigated the different ways to produce the silicomolybdic

omplex without reagent. We have first studied the molybdenum
xidation in different aqueous solutions (H2SO4 0.5 mol L−1, NaOH

.5 mol L , H2SO4 0.5 mol L + NaCl 30 g L and artificial seawa-
er). The intensity potential curves are shown in Fig. 7a. The anodic
ranches of the Tafel plots (Fig. 7b) can be described by Eq. (10) [32]:

n j = ln j0 + ˛nFR−1T−1� (10)
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Fig. 6. (a) Chrono-amperometric measurements at a glassy carbon rotating disk
electrode (at 200 mV) for different silicate concentrations (10, 30, 56, 90, 122 and
155 �mol L−1), sodium molybdate = 10 mmol L−1, pH 1.5 and (b) corresponding cal-
ibration plot.

Fig. 7. (a) Linear sweep voltammograms (1 mV/s) for molybdenum oxidation in
artificial seawater at pH 8.2, sulphuric acid 0.5 mol L−1, sodium chloride 30 g L−1

in sulphuric acid at pH 1.5 and sodium hydroxide 0.5 mol L−1; (b) corresponding
Tafel plots.
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here j is the current density (A cm−2), j0 is the exchange current
ensity (A cm−2), ˛ is the anodic transfer coefficient, � is the
verpotential (V), F is the Faraday constant (C mol−1), n is the
umber of electrons and R is the molar gas constant (J mol−1 K−1).

The electrochemical oxidation of the molybdenum wire has
een studied in alkaline and acidic media by Hull [33]. In both
edia the mechanism of the anodic dissolution proceeds through

he formation of Mo(III) at low overvoltages and Mo(V) at higher
alues.

Impedance measurements of the anodic behaviour of Mo in
lkaline media have been performed by Armstrong et al. [34] and
howed that each new type of film had a valence state between III
nd VI. Bojinov et al. [35,36] then investigated the transpassivity of
olybdenum in H2SO4 solution. The polarization curves of molyb-

enum in H2SO4 0.5 mol L−1 can be divided in three regions: the
rst Tafel region where the logarithm of the current varies linearly
ith potential E; the transition region where a pronounced curva-

ure is observed in the log i-E curves and the second Tafel region
above 0 V) where the current increases slowly with the potential
35]. The Tafel plot slope is 20.5 and the exchange current density is
0−9.3 A cm−2. It is assumed that, at open circuit, the Mo is almost
ompletely covered with Mo(III) species (either a chemisorbed
ayer or a thin oxide-hydroxide film) which is oxidized to Mo(IV).
t small positive overpotentials there is a continuous increase in

he formal coverage of Mo(IV). At potentials of −0.2 V and above,
urther oxidation of Mo(IV) to Mo(V) begins. At potentials close to
0.1 V, the coverage of Mo(V) reaches a maximum to form Mo (VI) in

olution [35–37]. Molybdate in aqueous acidic solution is in equilib-
ium with hepta-molybdate and octa-molybdate according to Eqs.
11) and (12). It was found that the dominant species was MoO4

2−

n the pH range 7–12 and the protonated species were Mo7O24
6−

nd Mo8O26
4− in the pH range 3–5 and below pH 2, respectively

31,38,39].

MoO4
2− +8H+↔ Mo7O24

6− +4H2O (11)

MoO4
2− +12H+↔ Mo8O26

6− +6H2O (12)

In alkaline media the anodic waves correspond to the forma-
ion of molybdenum (III), (IV) and (VI), oxide or hydroxide species.
he Tafel plot slope is 1.7 and the exchange current density is
0−2.3 A cm−2. In artificial seawater we determined the Tafel plot
lope at 8.1 and the exchange current density at 10−4.9 A cm−2.
t is of the same order of magnitude than those obtained for

olybdenum oxidation in several media [38,40]. Using Eq. (10)
e determine the factor ˛·n, equal to 0.63. Molybdenum oxida-

ion in acidic media and sodium chloride 30 g L−1 is very similar to
olybdenum oxidation in artificial seawater.

.6. Semi-autonomous silicate method

A semi-autonomous method for silicate detection has been
eveloped based on the electrochemical anodic oxidation of molyb-
enum, the complexation of the oxidation product with silicate and
he detection of the complex by cyclic voltammetry. Molybdate is
roduced in a small electrochemical cell with the addition of sul-
huric acid to pH 1.5. The quantity of molybdate formed is then
ontrolled by a constant current intensity of 50 mA imposed to the
olybdenum electrode. The theoretical charge necessary to form
olybdate in large excess is given by the Faraday law (Eq. (13)).
ifferent oxidation times were used measuring the kinetics of the
eaction and the molybdenum oxidation of 420 s corresponding
o a concentration of 7.3 mM presented a higher limiting current
2.5 �A).

= nFVC = It (13)
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ig. 8. Monitoring of pH and molybdenum oxidation versus time during the reagen
n glassy carbon electrode at several time intervals of Mo oxidation.

here Q is the electricity quantity (Coulombs), V is the volume
cm3), C is the molybdate concentration (mol cm−3), I is the inten-
ity (A) and t is the time (s).

This method was tested and compared with the classical colori-
etric one on real marine samples during the ANT XXIII/3 cruise

cross Drake Passage (January–February 2006). The detection limit
s 1 �mol L−1 and the deviation between both methods is less than
% for concentrations higher than 10 �mol L−1 [28]. Typical verti-
al profile (depth versus silicate concentration) obtained in Drake
assage, demonstrates that our electrochemical method is in good
greement with the spectrophotometric flux injection analysis con-
entionally used for seawater silicate analysis [28].

.7. Reagentless method

The semi-autonomous method was required to acidify the solu-
ion to a pH of about 1.5. The molybdenum oxidation liberates
rotons in the reaction cell (Eq. (6)) and provides an alternative
olution to the addition of acid [28]. To prevent the subsequent
eduction of the proton formed at the cathode, the anode was
eparated from the cathode by a polyethylene diaphragm. The pH
btained in the anode cell (1.5) after 360 s of oxidation was close to
he theoretical pH (1.1) calculated using Eqs. (6) and (13) while in
he cathode cell it was of about 10.6. The molybdosilicate complex-
tion after 360 s of molybdenum oxidation is completely formed
ithin 15 min at 19 ◦C. Reproducibility tests show a precision of

.6% for a concentration of 100 �mol L−1 [28]. Fig. 8 shows the evo-
ution of the molybdate peaks in the reaction cell as a function of
he molybdenum oxidation time and pH. In the negative currents,
he first peak is due to the oxygen reduction (at about −100 mV)
hile the second (−500 mV) is the molybdate reduction, consis-

ently with previous studies [31]. The increase of the peak intensity
s clearly only due to the increase of the molybdate concentration.

. Conclusions
The electrochemical study of molybdenum oxidation and com-
lexation by silicate ions in several aqueous solutions enabled us
o build a semi-autonomous method for silicate detection using
oltammetry. This new method that was only required to acidify the
ample to pH 1.5 was tested on seawater samples during the Drake

A

C

ethod: voltammograms obtained in the reaction cell (near the anode) at 200 mV/s

NTIII/3 cruise and compared with the classical spectrophotomet-
ic flux analysis. This electrochemical method is in good agreement
ith the method conventionally used for environmental water sil-

cate analysis. In this article, we have also presented an upgraded
ethod which is completely reagentless. This latter method using
olybdate and protons produced during molybdenum oxidation

hould be very useful for developing a new reagentless sensor suit-
ble for measurements in several environments where the use of
eagent such as sulphuric acid is dangerous or impossible. This
ew method needs about 12 min to be completed but the time
an be easily shortened to about 7 min by the reduction of the
olume of the measurement cell or the increase of the intensity
f the molybdenum. The limit of detection is less than 1 �mol L−1

ith the oxidation of molybdenum, thus this value is high com-
ared to the colorimetric method (about 0.04 �mol L−1) [41]. But
his detection limit is about 0.3 �mol L−1 without oxidation thus
his limit can be reduced with a better optimization of the oxida-
ion step [28]. As the detection is fast and easy we can consider
sensor with several measurement cells in parallel with various

etection electrodes to reduce the time of analysis in the labora-
ory or to increase the time resolution of the in situ measurement.
ne of the main advantages of this method compared to the classi-
al spectrophotometric measurements is of course the absence of
eagent reducing the weight, the size and increasing the autonomy
f the future sensor. The power required is also reduced by using
n electrochemical detection without reagent (and thus without
umps). Comparing with the in situ spectrophotometric analyzers
hat already exist [3–6] the size of the future sensor will be consid-
rably reduced (less than 3 kg). This sensor will be easily adaptable
n different platforms (particularly moorings, gliders or floats in
he oceanographic field) and the low cost of the analysis will allow
he multiplication of the sensors to increase the spatial resolution
f silicate data. Electrochemistry will provide a small sensor suit-
ble for long term in situ deployments (on oceanic biogeochemical
bservatories or in process imposing no human intervention, for
nstance).
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a b s t r a c t

In this study, an on-line nano-Au/TiO2 photocatalysis reduction device coupled with flow injection elec-
trothermal atomic absorption spectrometry was developed for chromium speciation in urine samples.
The nano-Au/TiO2 photocatalysis reduction device comprised a UV lamp and a Tygon tube coated with
nanocrystalline Au/TiO2 films. The process of chromium speciation in urine was based on the adsorption of
Cr(III) and Cr(VI) on this photocatalysis reduction device. The absorbed Cr(VI) was photoreduced to Cr(III),
and Cr(III) was eluted using 1 M formic acid. Suitable conditions for adsorption, photoreduction, elution,
r(III)
r(VI)
low injection
TAAS
ano-Au/TiO2

and subsequent ETAAS determination of the levels of Cr(III) and Cr(VI) were established. The detection lim-
its for Cr(III) and Cr(VI) using this analytical method were 0.08 and 0.13 ng mL−1, respectively. This intra-
and inter-assay precisions (relative standard deviation) for the analyses of 1 �g L−1 Cr(III) and 3.0 �g L−1

Cr(VI) were less than 10%. When urine samples were spiked at levels of 1 �g L−1 Cr(III) and 2 �g L−1 Cr(VI),
the analyzed recoveries were 98.3–96.0%, respectively (n = 3). We applied this method to the determina-
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hotocatalysis tion of Cr(III) and Cr(VI) in
with chromium picolinate

. Introduction

Trivalent chromium(III) is an essential trace element for main-
aining glucose, cholesterol, and fatty acid metabolism [1]; its
oxicity is relatively low. Hexavalent chromium(VI), however,
s a carcinogenic and mutagenic agent that can inflict many
ealth problems, including allergic contact dermatitis and other

mmunomodulatory diseases [1]. Therefore, living organisms usu-
lly reduce Cr(VI) in vivo to Cr(III) to decrease its toxicity [2]. In
ecent years, large quantities of chromium compounds have been
sed in industrial processes, leading to serious occupational prob-

ems and hazards to human health [3]. Owing to the different
oxicities of Cr(III) and Cr(VI), the distinction of chromium species is
n essential aspect of understanding their diverse biological effects.

herefore, for speciation analysis in biomedicinal studies, the deter-
ination of redox Cr(VI)/Cr(III) species is a very important process.
Chromium species are excreted mainly by the kidneys and can be

etected in the urine. Although much research has been undertaken

∗ Corresponding author. Tel.: +886 7 312 1101x2251; fax: +886 7 311 3449.
E-mail address: yelihu@kmu.edu.tw (Y.-L. Huang).
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e samples of human volunteers before and after supplementing their diet

© 2008 Elsevier B.V. All rights reserved.

n the speciation of chromium in environmental samples, only a
ew methods have been reported for the speciation of chromium in
rine samples [4–7]. A supported liquid membrane approach has
een described based on the adsorption of urinary Cr(VI) on a mem-
rane and subsequent determination of its concentration using
dsorptive stripping voltammetry [4]. Spectrophotometric meth-
ds have been reported [5,6] based on the reaction of Cr species
ith 1,5-diphenylcarbazide to determine the levels of Cr(VI) in
rine samples. In addition, Cr(III) can be separated and determined
sing gas chromatography [7]. These analytical methods can be
sed to determine concentration of only a single chromium species,
r(III) or Cr(VI), in urine.

To obtain the levels of both Cr(III) and Cr(VI) in a urine sam-
le in a single test, it is necessary to use powerful, sensitive,
nd highly selective techniques. The most widely used approaches
oward the separation of trace elements involve chromatography
8], liquid–liquid extraction [9], and solid phase extraction [10].

hromatography and spectrometry can usually be coupled on-

ine for various analytical purposes. For metal speciation using
lectrothermal atomic absorption spectroscopy (ETAAS), a highly
ensitive discrete atomization technique, might be limited to off-
ine coupling methods because the discontinuous nature of ETAAS
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akes it troublesome when used in combination with continuous
ow systems [11]; i.e., it is not easy for the continuous monitoring
f chromatographic eluents. Difficulties encountered in the direct
oupling of flow injection on-line to ETAAS are due to the discrete
on-flow-through nature of ETAAS and the limited sample volume
apacity of the graphite tube [12].

Titanium dioxide is an ideal model adsorbent for studies of
he relationship between the surface charge and the degree of
dsorption [13]. TiO2 is widely studied because of its high chemi-
al stability and insolubility in acidic and alkaline solutions; these
eatures, together with its point of zero charge being located in
he middle of the pH scale, make it possible to study adsorption
vents on both positively and negatively charged TiO2 surfaces
ver a broad range of pH and ionic strength [13]. In addition,
iO2 displays strong adsorption behavior toward heavy metal ions
ver a wide range of values of pH. In recent years, nanocrystalline
iO2 has become a promising material for adsorbing, preconcen-
rating, and separating heavy metal ions, such as arsenic [14,15],
hromium [16,17], and selenium [18], which are readily adsorbed
rom solution onto the particles’ surfaces at various values of
H.

Titanium dioxide receives most of its attention because of its
hotocatalytic activity, high stability under irradiation with light,
nd environmental friendly characteristics [19]. TiO2 photocatal-
sis is a technique that is employed for the photodegradation
f inorganic and organic compounds. TiO2 photocatalytic redox
rocesses for the oxidation or reduction of pollutants upon

rradiation with light is a particularly clean analytical method.
t proceeds without the need for additional reagents, and the
tructurally simple products of the process are usually non-
oxic. For the photoreduction of heavy metals, TiO2 is usually
tilized in one of two forms: particles suspended in aqueous
olution or as thin films immobilized on substrates [20]. The
se of TiO2 thin films immobilized on substrates can alleviate
he problems associated with slurry-based photocatalytic systems
20].

The aim of this study was to develop an analytical method for
he determination and speciation of Cr(III) and Cr(VI) ions in urine
amples. Our analytical method was based on the use of a UV/nano
u/TiO2 photocatalysis reaction device on-line coupled with an
TAAS system. We studied the effects of several conditions on the
dsorption and UV photocatalysis, including the pH, flow rate, and
oncentration of formic acid.

. Experimental

.1. Reagents

The ultrapure water (>18 M�) used throughout this study was
repared using a deionized water system (Milli-Q, Millipore). Stock

olutions (1000 mg L−1) of Cr(III) and Cr(VI) were purchased from
erck, as were formic acid (Suprapur grade), sodium hydroxide

Suprapur grade), and trisodium citrate (ACS grade). Hydrochloric
cid (Actual analysis grade) and ammonium hydroxide (Ultra-
ure grade) were purchased from J.T. Baker. Sodium borohydride

r
w
t
A
a

able 1
emperature program for the determination of Cr in 1 M formic acid

tep Temperature (◦C) Ramp time (s)

reheating 110 5
rying 130 10
yrolysis 700 10
tomization 2500 0
leaning 2600 1
7 (2008) 546–550 547

�95%) was purchased from Riedel–de Haën. Tetrachloroauric
cid trihydrate (ACS grade) was purchased from Sigma. P25 TiO2
anoparticles were purchased from Degussa.

.2. Preparation of immobilized nanocrystalline TiO2

Nano-Au/TiO2 films can be prepared by coating support sub-
trates with a TiO2 solution using sol–gel methods [21,22].
he Au nanoparticle colloid was prepared by placing deionized
2O (18.5 mL), 1.0×10−2 M aqueous HAuCl4 trihydrate solution

0.5 mL), and 0.01 M aqueous sodium citrate solution (0.5 mL) in
clean Erlenmeyer flask, stirring for 5 min, and then adding 0.1 M

queous NaBH4 solution (0.5 mL). The solution color changed from
ellow to orange [23]. This colloid was injected into Tygon tub-
ng for 1 h, at which point 15% P25 TiO2 colloid (pH 5.5) mixture
as injected into the tubing for 1 h. Finally, the Tygon tubing was

noculated for 48 h at 50 ◦C.

.3. Apparatus

Fig. 1 presents a schematic illustration of the on-line nano-
u/TiO2 photoreduction device/FI-ETAAS system for the separation
nd determination of Cr(III) and Cr(VI) in urine. The nano-Au/TiO2
hotocatalysis device comprised a UV lamp and a Tygon tube

nternally coated with a film of nanocrystalline Au and TiO2. The
hotocatalysis device was connected to seven-and six-port injec-
ion valves (Omnifit Smart Actuator, Cambridge, UK). A ten-port
alve was connected to the six-port valve through PTFE tubing. A
icrodialysis pump (CMA, CMA/100) was connected to the seven-

ort valve through PTFE tubing to control the pH of the samples. The
olume of formic acid was controlled using a sample loop (0.5 mm
.d., 10 cm length) on a ten-port valve (Omnifit Smart Actuator,
ambridge, UK). An atomic absorption spectrometer (PerkinElmer,
odel 5100 PC) was equipped with a transversally heated graphite

tomizer, a chromium hollow cathode lamp, and an AS-70 furnace
utosampler. The signals for chromium were corrected through
eeman-effect background correction. The graphite furnace tem-
erature/time program for the determination of Cr(III) and Cr(VI)

ons in the eluate is summarized in Table 1. A personal computer
unning Microsoft Excel 2003 software was used for statistical data
ollection. Statistical analyses of the results were performed using
air-T-tests with JMP Statistic Discovery software (v. 4, SAS Insti-
ute, USA). Statistical significance was assigned at p < 0.05.

.4. Procedure

Each urine sample (100 mL) was first adjusted to pH 3 using
oncentrated HCl solution. The urine sample was then diluted with
n aqueous solution having a pH of 3 (also prepared using con-
entration HCl). Finally, the pH of the diluted urine sample was

echecked using a pH meter. A portion (2 mL) of the diluted sample
as injected into the on-line system. The Cr(VI) ions in the solu-

ion were first adsorbed onto the surface of the nanocrystalline
u/TiO2 films and the outflow sample collected in store tubing. The
dsorbed Cr(VI) ions were transformed into Cr(III) species through

Hold time (s) Argon flow rate (mL min−1) Read

10 250
30 250
20 250

5 0 On
3 250
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of adsorption of Cr(III) at pH 3 was minimal. Thus, to separate
Cr(III) from Cr(VI), we selected a pH of 3.0 for our subsequent
studies.

We found that the properties of the tubing coated with the
nano-Au/TiO2 film also affected the adsorption of Cr(VI). A smaller
ig. 1. Schematic illustration of the UV/nano-Au/TiO2-FI-ETAAS on-line system. ET
alve; P2, microdialysis pump; T, micro-tee; PD, nano-Au/TiO2 photocatalysis reduc
aste. (a) Cr(VI) adsorption; (b) Cr(VI) photoreduction; (c) Cr(III) adsorption; (d) Cr

hotoreduction with 1 M formic acid (pH 1.75) under UV irradi-
tion. The Cr(III) ions obtained were introduced directly into the
raphite tube. The pH of the outflow was adjusted to greater than 9
hrough on-line mixing with a NaOH solution (0.03 mL min−1). The
lkaline sample was again injected into the tube containing the
anocrystalline Au/TiO2 film. The Cr(III) ions in the outflow were
dsorbed onto the surface of the TiO2 film. The HCOOH solution was
hen used to elute the adsorbed Cr(III) ions from the surface of a TiO2
lm. The eluate was once again introduced into the graphite tube
sing the same procedure as that employed for Cr(VI) detection.

.5. Urine sample collection

Five healthy, adult volunteers participated in this study. Two sets
f 24 h worth of urine samples were collected from each volunteer
n day 1 (non-supplemented diet) and on last day of study (after
upplementing their diet with 1000 mg of chromium picolinate for
week [24]). The pH of urine samples was adjusted to 3 using HCl

nd then the samples were stored at −40 ◦C prior to analysis.

. Results and discussion

.1. Adsorption of Cr(III) and Cr(VI)

Yang and Lee [25] reported the characteristic forms of chromium
n aqueous solution. The Cr(III) and Cr(VI) ions exist in different
orms at different values of pH. At values of pH less than 4.5, Cr(VI)
xists in the form of the HCrO4

− ion, which gradually transforms
o the CrO4

2− ion upon increasing the pH. Under strongly acidic

onditions (pH <3), Cr(III) exists mainly as free ions; upon increas-
ng the pH, Cr(III) is gradually transformed into Cr(OH)2+, Cr(OH)2

+,
r(OH)3, Cr2(OH)2

4+, and Cr3(OH)4
5+ ions [26].

Fig. 2 displays the effect of the pH on the adsorption of Cr(III)
nd Cr(VI) individually on the tubing-immobilized nanocrystalline

F
c

lectrothermal atomic absorption spectrometer; P1, peristaltic pump; V1, six-port
evice; V2, seven-port valve; S, sample; A, air; F, formic acid; V3, ten-port valve; W,
ution; (e) washing.

iO2. Sample solutions were adjusted to values of pH in the range
–12 using 1 M HCl or 1 M ammonia solutions. The percentage
dsorption was calculated based on the difference between the
mounts of Cr in the original sample and in the solution exit-
ng the photoreduction device. Fig. 2 indicates that the pH is an
mportant factor controlling the adsorption of Cr(III) and Cr(VI)
pecies. The adsorption efficiency of Cr(VI) decreased upon increas-
ng the pH; its maximum adsorption occurred at pH 3.0. The degree
ig. 2. Effect of pH on the adsorption of Cr(III) (�) and Cr(VI) (♦) on a TiO2 film. Initial
oncentration of chromium: 50 ng mL−1; flow rate of adsorption: 0.5 mL min−1.
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Table 2
Analytical performance of the nano-Au/TiO2 photocatalysis reduction device/FI-
ETAAS system

Cr(III) Cr(VI)

Calibration curve
Linear range (�g L−1) 0.25–2.00 0.50–6.00
Slope 0.1079 0.0341
Correlation coefficient (r2) 0.9974 0.9979
Detection limit (�g L−1) (n = 7) 0.08 0.13

Precision
Intra-assay (R.S.D., %) 4.0 6.2
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ig. 3. Effect of flow rate on the adsorption of Cr(III) (�) and Cr(VI) (♦) on a nano-
u/TiO2 photoreduction device. Initial concentration of chromium: 10 ng mL−1; for
r(III), pH 10; for Cr(VI), pH 3.

nner diameter improved the adsorption efficiency of Cr(VI) at
he same flow rate. We monitored a series of tubes (50–300 cm
ong) to investigate the effect of the tubing length on the adsorp-
ion of Cr(VI). The adsorption efficiency of Cr(VI) increased upon
ncreasing the length to 300 cm, at which point the Cr(VI) ions

ere almost completely adsorbed onto the nano-Au/TiO2 film. The
dsorption flow rate was also a factor affecting the efficiency of
r(III) and Cr(VI) adsorption. Fig. 3 indicates that near-quantitative
etention (>95%) occurred for Cr(VI) ions when this flow rate
as less than 0.5 mL min−1. Thus, we selected this flow rate

or our subsequent investigations. The retention efficiency of
8.5±2.5% for Cr(VI) on the inner surface of the tubing was
bserved.

.2. Photoreduction efficiency

Ku et al. [27] and Lee et al. [28] previously reported that the

H of Cr(VI) solutions plays a role in the photocatalytic reduction
f chromium in aqueous solution. The rate of reduction increases
pon decreasing the solution pH. Our experimental results indi-
ate that the rate of reduction at pH 3 increased upon increasing

ig. 4. Effect of formic acid flow rate on the elution of Cr(III) (�) and photoreduc-
ion of Cr(VI) (♦) on a nano-Au/TiO2 photoreduction device. Initial concentration of
hromium: 2 ng mL−1.
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Inter-assay (R.S.D., %) 4.0 5.2
Recovery (n = 3, %) 98.3 96.0
Enrichment factor 7.1 4.6

he concentration of formic acid up to 1 M. The pH of the formic
cid solution also plays an important role in the photoreduc-
ion of Cr(VI). When we decreased the pH from 3.0 to 1.75, the
ate of reduction of Cr(VI) in the presence of 1 M formic acid
ncreased. The flow rate of formic acid was also a factor affect-
ng the efficiency of Cr(III) elution and Cr(VI) photoreduction. The
hotoreduction efficiency of 99.3±2.0% for Cr(VI) retained on the

nner surface of the tubing was found. Fig. 4 indicates that the sig-
als of Cr(III) increased in intensity when we decreased the flow
ate of formic acid to 0.5 mL min−1. The effect of the flow rate of
ormic acid on Cr(VI) photoreduction was similar to that for Cr(III)
lution.

.3. Optimization of pyrolysis and atomization temperature

The influence of the pyrolysis temperature and matrix mod-
fier on the ETAAS signals of 10 �g L−1 Cr(III) in 1.0 M aqueous
ormic acid solution was studied to remove the matrix and retain
he Cr in the graphite tube of the atomiser. We varied the
tomization temperature from 1900 to 2500 ◦C. The signals for
hromium had good absorbance intensity when the atomization
emperature was 2500 ◦C without using any chemical modifier.
he signals for Cr had the maximum absorbance and minimum
ackground signals when the ashing temperature was 700 ◦C.
hen the pyrolysis time was greater than 15 s, the signal for Cr
as most intense, but it did not change much until the pyrol-

sis time reached 25 s. Table 1 lists the optimized temperature
rogram.

.4. Analytical performance

The responses of the on-line system were linear over the ranges
rom 0.25 to 2.00 �g L−1 Cr(III) and 0.50 to 6.00 �g L−1 Cr(VI), with
orrelation coefficients of the calibration curves for Cr(III) and
r(VI) both being greater than 0.995. According to the definition
rovided by IUPAC, the detection limits for the on-line separa-
ion of the Cr(III) and Cr(VI) species were 0.08 and 0.13 �g L−1,
espectively. The intra- (n = 7) and inter-assay (n = 5) precisions for
r(III) and Cr(VI) determination of 1 �g L−1 Cr(III) and 3 �g L−1

r(VI) standard solutions with this analytical method were both
ess than 10%. In urine samples analyzed at spiked levels of 1 �g L−1

r(III) and 2 �g L−1 Cr(VI), the recoveries were 98.3–96.0%, respec-
ively. The enrichment factor, calculated as the ratio of slopes
f the calibration curves obtained with and without preconcen-
ration, is 7.1 for Cr(III) and 4.6 for Cr(VI), respectively. Thus,

his on-line analytical method provides valid data with regard
o their accuracy and repeatability, suggesting that it should be
uitable for the determination of Cr(III) and Cr(VI) in samples
f human urine. Table 2 summarizes the results of analytical
erit.
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Table 3
Urinary Cr(III) and Cr(VI) levels at baseline and after 1 week of dietary supplementation with chromium picolinate

Urine sample Baseline Chromium picolinate supplementation

Cr(III) (�g L−1) Cr(VI) (�g L−1) Cr(III) (�g L−1) Cr(VI) (�g L−1)

M1 0.39 ± 0.06 0.94 ± 0.23 1.75 ± 0.13 2.51 ± 0.14
M2 0.57 ± 0.12 0.39 ± 0.19 1.76 ± 0.18 1.64 ± 0.14
M3 0.15 ± 0.03 0.52 ± 0.14 1.17 ± 0.13 1.35 ± 0.20
M 4
M 0
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[

4 0.53 ± 0.05 0.50 ± 0.1
5 0.37 ± 0.03 0.81 ± 0.1

ote: Significant difference (p < 0.05) in the levels of both Cr(III) and Cr(VI) was obser

.5. Determination of Cr(III) and Cr(VI) in urine samples

Chromium picolinate is a widely used nutritional supplement
or patients with diabetes mellitus and has demonstrated bene-
cial effects [24]. We used our analytical method to detect the
oncentrations of Cr(III) and Cr(VI) in urine samples collected from
olunteers before and after they had supplemented their diets with
hromium picolinate for 7 days. As indicated in Table 3, the levels
f urinary Cr(III) and Cr(VI) were significantly higher in the urine
amples obtained after the volunteers had consumed the chromium
icolinate supplement.

. Conclusions

In this study, we developed a nano-Au/TiO2 photocatalysis
eduction device on-line coupled with an ETAAS system using a
ow injection device. The determination of Cr(III) and Cr(VI) ions

n this system was based on nano-Au/TiO2 photocatalytic reduction.
e applied this developed method successfully to the determina-

ion of Cr(III) and Cr(VI) species in urine samples; the precision
nd accuracy of the method were both satisfactory. We then used
his method to quantify the levels of Cr(III) and Cr(VI) in the urine
amples of volunteers who had consumer supplemental chromium
icolinate for 7 days.
cknowledgment
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a b s t r a c t

Single-stranded deoxyribonucleic acid (ssDNA)-wrapped single-walled carbon nanotubes (SWNTs) were
modified on the surface of glassy carbon electrode (GCE) by covalent modification technique. Field
emission scanning electron microscope (FE-SEM), X-ray photoelectron spectrum (XPS), electrochemi-
ccepted 19 July 2008
vailable online 29 July 2008

eywords:
ingle-walled carbon nanotubes
ingle-stranded deoxyribonucleic acid
ovalent immobilization

cal impedance spectroscopy (EIS), and cyclic voltammetric (CV) were used to characterize the properties
of this modified electrode. The results showed that SWNTs–ssDNA composites were successfully immo-
bilized onto the surface of GCE. Moreover, this modified electrode exhibited high stability, largely active
areas, and efficiently electrocatalytic activities. It had been used for the analysis of various biomolecules,
such as dopamine (DA), uric acid (UA), and ascorbic acid (AA), and the results were satisfactory.

© 2008 Elsevier B.V. All rights reserved.

p
n
l
m
D
[
m
s
S
u
t
w
s
l
a

lassy carbon electrode

. Introduction

Carbon nanotubes (CNTs) represent an important group of
anomaterials with unique properties such as high electrochem-

cally accessible area, good electronic conductance and strong
echanical property, which make them extensively applicable in

lectrochemistry as biosensors [1–4]. Traditionally, some common
ethods, such as solution-casting [5,6], layer-by-layer technique

7,8], and sol–gel technique [9] were developed for the immobiliza-
ion of CNTs onto the surface of electrodes. But it must be pointed
ut that some problems, such as instability and irreproducibility,
ere often appeared when using above methods. Recently, cova-

ent modification [10] and screen-printed [11,12] techniques were
sed for immobilization of CNTs to improve the stability of modified
lectrode.
Deoxyribonucleic acid (DNA), which is a well-known natural
iocompatible macromolecule, has now gained more attention in
he various biotechnology fields, such as biosensor, bioimplant,
nd so forth [13,14]. DNA’s unique properties have inspired many
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eople to combine this macromolecule with single-wall carbon
anotubes (SWNTs) to explore its applications, such as cova-

ent conjugation of DNA to oxidized SWNTs for self-assembled
olecular-scale electronic systems [15], noncovalent binding of
NA to side walls of SWNTs for dispersion and separation of SWNTs

16], and DNA/SWNTs-templated for the programmed assembly of
aterials [17]. Zheng et al. have found that DNA single strands with

pecific base sequences have a very strong tendency to wrap around
WNTs, and thus can help to disperse SWNTs in aqueous solutions
nder sonication [16,18]. This finding has encouraged researchers
o further find new properties and applications for these DNA-
rapped carbon nanotubes [19,20]. Our previous studies [21,22]

howed that DNA also was a conductive molecule. It could be cova-
ently immobilized on the surface of carbon materials, and be used
s biosensors for real applications.

In this work, we fabricated the nanocomposites of ssDNA and
WNTs, and then immobilized this composite onto the surface of
lassy carbon electrode (GCE) by use of electrochemical deposi-
ion (Scheme 1). In comparision with previously modified methods
5,6,23], the obvious advantage of this proposed method was that

he modified electrode was very stable, and it could remain undam-
ged even after being dipped into an aqueous solution for more than
4 days. Meanwhile, the ssDNA/SWNTs nanocomposites greatly
nhanced the active areas of GCE, and strongly exhibited electro-
atalytic activities towards some biomolecules, such as dopamine
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cheme 1. The fabrication process of ssDNA–SWNTs modified GCE. First, ssDNA wa
ere covalently deposited onto a glassy carbon electrode to form a uniform film.

DA), uric acid (UA), and ascorbic acid (AA). So, this proposed
odified electrode could be used to detect these target analytes

ensitively.

. Experimental

.1. Chemicals

Single-stranded DNA with sequence d(GT)15 was purchased
rom Integrated DNA Technologies, Inc. (Coralville, IA). Single-
alled carbon nanotubes used in this work were purchased from
anoport Co. Ltd. (Shenzhen, China). Dopamine hydrochloride (DA)
as obtained from Sigma (USA). Ascorbic acid (AA) and uric acid

UA) were obtained from Shanghai Chemical Co. Ltd. (Shanghai,
hina). Potassium ferricyanide (A.R., K3Fe(CN)6) was obtained from
lfa Products. All other reagents used were of analytical grade.
hosphate-buffered saline (PBS; 0.1 mol L−1) solutions of different
H were prepared by mixing four stock solutions of 0.1 mol L−1

3PO4, KH2PO4, K2HPO4 and K3PO4.
All aqueous solutions were prepared in doubly distilled, deion-

zed water. High purity nitrogen was used for deaeration.

.2. Apparatus

Electrochemical experiments such as cyclic voltammetry (CV),
lectrochemical impedance spectroscopy (EIS), and differential
ulse voltammetry (DPV) were performed on CHI 660A workstation
ChenHua Instruments Co., Shanghai, China) with a conventional
hree-electrode system, which consisted of a saturated calomel
lectrode (SCE), a Pt foil auxiliary electrode, and a testing elec-
rode. All potentials were reported vs SCE unless stated otherwise.
olutions in the electrochemical cell were deaerated by N2 bub-
ling before experiments and kept under a N2 atmosphere during
xperiments.

Field emission scanning electron microscope (FE-SEM) images
ere obtained on a S-4800 field emission scanning electron micro-

nalyser (Hitachi, Japan)
X-ray photoelectron spectroscopy (XPS) was performed on

SCALAB MKII spectrometer (VG Co., UK).
.3. Preparation of ssDNA-wrapped SWNTs

Before use, samples of the SWNT undergo to various
hemical–physical purification procedures [24]. In brief, the sam-
les were purified by refluxing in HNO3–H2SO4 (v/v, 1:1) mixture

f
F
t
(
w

d with SWNTs to form ssDNA–SWNTs hybrid, and then, the ssDNA–SWNTs hybrids

or 2 h at 55 ◦C and then for 3 h at 80 ◦C, washed with redistilled
ater and dried under vacuum.

Dispersion of SWNTs by ssDNA was carried out by use of the
ethod described by Zheng et al. [16,18]. 1 mg of SWNTs was sus-

ended in 1 mL aqueous ssDNA solution (1.0 mg mL−1 in 0.1 mol L−1

aCl), and the mixture was sonicated at a power of about 4 W using
cup-horn sonicator (JinTan Instrument Co. Ltd., China). The sam-
le was kept in an ice-water bath for 60 min during sonication. The
ligonucleotide with a sequence of d(GT)15 has a very high ten-
ency to wrap around carbon nanotubes [16,18], and, therefore,
an help them dissociate from bundled ropes under the action of
onication.

.4. Electrochemical deposition of ssDNA-wrapped SWNTs

The deposition of ssDNA-wrapped SWNTs onto GCE was car-
ied out according to previous report [21,22]. A freshly cleaned GCE
as immersed in above obtained ssDNA/SWNTs solution, and per-

ormed by applying +1.8 V for 15 min, and the obtained electrode
as described as ssDNA/SWNTs/GCE.

For the sake of comparison, a ssDNA/GCE and a SWNTs-modified
CE (solution-casting method [5,6], and denoted as SWNTs/GCE)
ere also prepared under the same condition.

. Results and discussion

.1. Characterizations of ssDNA-wrapped SWNTs modified GCE

Fig. 1a and b shows the typical FE-SEM images of SWNTs and
sDNA/SWNTs modified on the surface of GCE. It can be seen that
oth SWNTs and SWNTs/DNA could be dispersed uniformly on the
urface of GCE. In comparison with SWNTs and SWNTs/DNA com-
osites, it can be found that the diameter of SWNTs in Fig. 1b is much

arger than that in Fig. 1a, which means that ssDNA is wrapped
n the surface of SWNTs, and the diameter becomes much larger.
eanwhile, the existence of SWNTs in Fig. 1b means that some of

he wrapped SWNTs may be covalently modified onto the surface of
CE, and form a kind of uniform nanocomposites. More evidences
ill be given in the following sections.

Impedance spectroscopy is an effective method for probing the

eatures of a surface-modified electrode using the redox probe
e(CN)6

4−/3− [25]. Fig. 2 illustrates the results of impedance spec-
roscopy on bare GCE (a), ssDNA/GCE (b) and ssDNA/SWNTs/GCE
c) in the presence of equivalent 10 mM Fe(CN)6

4−/3− + 0.1 M KCl,
hich are measured at the formal potential of Fe(CN)6

4−/3−. It
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Fig. 1. FE-SEM images of SWNTs (a) and SW

an be seen at the bare GCE, a semicircle of about 230 � diame-
er with an almost straight tail line is present, implying very low
lectron transfer resistance to the redox-probe dissolved in the
lectrolyte solution. The diameter of the high frequency semicir-
le was significantly enlarged by the surface deposition of the DNA
ayer (b), an Rct value of ∼7850 � can be estimated, which indi-
ates an increased resistance to the anion redox reaction at the
sDNA/GCE. However, the diameter of the high frequency semicircle
as obviously reduced by the modification of composite of SWNTs

nd ssDNA on the surface of GCE (c), a charge transfer resistance
alue of ∼2300 � can be estimated, which indicates a decreased
esistance to the anion redox reaction at the ssDNA/SWNTs/GCE.
his may be attributed to the well conductivity of SWNTs. The
mpedance change of the modification process indicated that the
omposite of SWNTs and ssDNA had been modified to the GCE
urface. Meanwhile, from the cyclic voltammetry (CV) curves of
3Fe(CN)6 shown in Fig. 3 at bare GCE (a), ssDNA/GCE (b), and
sDNA/SWNTs/GCE (c), it can be observed that the peak current
ncreased largely and the peak potential difference (�Ep) decreased
t ssDNA/SWNTs/GCE. This result also proved that ssDNA and
WNTs had been immobilized onto the surface of GCE. For com-
arison, we also prepared ssDNA-wrapped SWNTs modified GCE
sing solution-casting method [5], and got its impedance spec-
roscopy (Fig. 2, curve d) and CV of K3Fe(CN)6 (Fig. 3, curve d). It

ould be found that the Rct was smaller and peak current is larger
han that obtained from ssDNA/SWNTs/GCE prepared by covalent

odification method, which is agreed with the SEM image result
Fig. 1a).

ig. 2. Complex plane impedance plots in 10 mM K3[Fe(CN)6]:K4[Fe(CN)6] (1:1)
ixture containing 0.1 M KCl at bare GCE(a), ssDNA/GCE (b), ssDNA/SWNTs/GCE

sing covalent modification technique (c), and ssDNA/SWNTs/GCE using solution-
asting technique (d), respectively.

w
i
p
i

F
G
(
r

sDNA (b) modified onto the surface of GCE.

XPS is a powerful tool to examine the elemental distribution
n the electrode surfaces. To verify that ssDNA have been immobi-
ized on the surface of GCE, an XPS experiment was performed,
nd the result is shown in Fig. 4. In Fig. 4a, the C, N, O, and P
eaks were observed, showing the evidence that the DNA has been

mmobilized on the surface. Furthermore, Fig. 4b shows the decon-
olution spectra of the C 1s spectrum, which indicate the presence
f C–C (284.60 eV), C–O (286.00 eV), C O (287.05 eV), and COOH
288.60 eV) surface functional groups. These oxygen containing
roups are attributed to the anodic oxidation processes [26,27]. In
ddition, the high-resolution O 1s peak at 532.25 eV (Fig. 4c) indi-
ates that a large amount of the surface oxygen was present in the
orm of C–O bonds most likely of a phenolic or hydroquinone type
28]. Although the phenolic-like groups are also present in the bases
f the DNA, the strong O 1s peak suggests that the DNA molecules
ould be linked to the carbon surface by the C–O–C bonds.

On the other hand, it was possible that ssDNA could just be
bsorbed onto the surface of GCE at high positive potential, and
o covalent bond was formed. But it was found that, after immers-

ng the modified electrode into pH 14 NaOH solution for 10 min,
he CV curves of K3Fe(CN)6 at the ssDNA/SWNTs/GCE had almost
o change. This indicated that the DNA molecules deposited at
1.8 V were covalently bonded to the GCE surface, since any non-
pecifically adsorbed DNA molecules should be removed by NaOH,

hereas only covalently bonded molecules should still remain

mmobilized [29]. And it also excluded a possibility of forming
hosphate ester or carbonic ester which can be easily hydrolyzed

n alkaline solution. In addition, the specific potential of +1.8 V was

ig. 3. Cyclic voltammograms of 5 mmol L−1 K3[Fe(CN)6] + 0.1 mol L−1 KCl at bare
CE (a), ssDNA/GCE (b), ssDNA/SWNTs/GCE using covalent modification technique

c), and ssDNA/SWNTs/GCE using solution-casting technique (d), respectively. Scan
ate: 50 mV s−1.
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UA, as shown in Fig. 5B and C, keeping the concentration of another
compound constant. The catalytic peak current was linearly related
to DA and UA concentration in the range 2.0×10−6 to 4.0×10−5

and 6.0×10−6 to 7.0×10−5 mol L−1, with correlation coefficients of

Fig. 5. (A) Cyclic voltammograms of bare GCE (a) and ssDNA/SWNTs/GCE (b) in PBS
(pH 7.0) containing 0.05 mmol L−1 AA, 0.01 mmol L−1 DA, and 0.01 mmol L−1 UA. (B)
ig. 4. XPS spectra of ssDNA/SWNTs/GCE prepared at 1.8 V (a), the deconvolution s
.8 V (c).

haracteristic for the surface oxidation of carbon electrodes to gen-
rate aromatic free radicals [30]. It is most probable that joining of
he carbon electrode to the 3-OH of DNA through this linkage min-
mizes steric hindrances [31]. This covalent bonding ensured the
onductive and stable immobilization of the DNA molecules on the
urface.

.2. The electrochemical applications of ssDNA/SWNTs/GCE

.2.1. Electrochemical oxidation of DA, AA, and UA using
sDNA/SWNTs/GCE

To explore the potential applications of the ssDNA/SWNTs mod-
fied electrode in electrochemical detection, we chose dopamine
DA), ascorbic acid (AA), and uric acid (UA) to test its selectivity
nd sensitivity. Actually, these three molecules generally coexist in
he extra cellular fluid of the central nervous system and serum,
nd their oxidation potentials are similar at most solid electrodes,
hich lead to the overlapped signals appeared when people try to
etect these three compounds simultaneously.

Fig. 5 gives the results of voltammetric detection of DA, AA and
A by use of our proposed ssDNA/SWNTs/GCE in 0.1 mol L−1 PBS

pH 7.0). Peaks for AA, DA and UA can be clearly identified at 0.10,
.28, and 0.41 V, respectively, with peak separation of 0.13 and
.18 V (Fig. 5A, curve b), and these peak potential differences are

arge enough to detect these three compounds simultaneously. On
he other hand, for bare GCE, it can be seen that the peaks are com-
letely overlapped, and the peak current is much smaller (Fig. 5A,
urve a).

We also try to analyse the mixed compounds containing DA, AA
nd UA using differential pulse voltammetry (DPV). Results showed
hat, for the determination of AA, the sensitivity is low due to the
arge background current of modified electrode though its CV oxi-
ation peak can be separate completely from the oxidation peaks

f DA and UA (Fig. 5A). So we just selected DA and UA to analyse
he potential applications of this proposed method. The changes of
eak current vs the concentration of DA can be distinguished, while
he concentration of UA is kept constant, as shown in Fig. 5B. Simi-
arly and obviously, as shown in Fig. 5C, keeping the concentrations

D
7
i
o
c
I

of the C1s obtained at 1.8 V (b), and the high-resolution peak of O 1s obtained at

f DA constant, the oxidation peak current of UA was positively
roportional to its concentration. From above discussion, it can be
btained that the electrochemical response, for DA and UA oxida-
ion at ssDNA/SWNTs/GCE, alone exists when they coexist in pH 7.0
BS. Therefore, it is possible to simultaneously determine DA and
A in the same sample by use of the ssDNA–SWNTs modified GCE.

DPV curves obtained in PBS (pH 7.0) solution containing DA and
PVs of DA at ssDNA/SWNTs/GCE in the presence of 0.01 mmol L−1 UA in PBS (pH
.0). DA concentrations (from a to k): 2, 4, 6, 10, 15, 20, 30, 35, and 40 �mol L−1. Inset
s the linear relationship between peak current and the concentration of DA. (C) DPVs
f UA at ssDNA/SWNTs/GCE in the presence of 0.01 mmol L−1 DA in PBS (pH 7.0). UA
oncentrations (from a to k): 6, 10, 15, 20, 25, 30, 35, 40, 50, 60, and 70 �mol L−1.
nset is the linear relationship between peak current and the concentration of UA.
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Table 1
Determination results of DA in dopamine hydrochloride injections (n = 5)

Samples Labeled (mg mL−1) Found (mg mL−1) R.S.D. (%) Added (mg mL−1) Found (mg mL−1) Recovery (%)

1 10 10.08 2.2 2 12.04 98
2 10 9.81 3.1 2 11.75. 97
3 10 10.11 1.8 2 12.20 104

Table 2
Determination of UA in human urine samples (n = 5)

Urine samples Detected (�mol L−1) Added (�mol L−1) Found (�mol L−1) Recovery (%)

1
2
3
4
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4.52 5.0
3.98 5.0
4.33 5.0
4.27 5.0

.9985 and 0.9992, respectively. The corresponding detection limit
3ı) was 8.6×10−7 and 4.3×10−6 mol L−1, respectively.

Under the optimum conditions, using the DPV mode, the
elative standard deviation (R.S.D.) for nine successive deter-
inations of 10 �M DA and 10 �M UA were 2.23% and 2.87%,

espectively, indicating the excellent reproducibility of the present
ystem.

The potential interfering effects from coexisting species were
lso studied. As demonstrated in the text, such an intrinsic property
f the modified electrode could substantially differentiate AA, DA
nd UA. Therefore, the interference from AA can be neglected. Other
nfluences from common coexisting substances were also investi-
ated. It was found that no significant interference for the detection
f 10 �M UA or DA was observed for these compounds: NaCl (6 0 0),
aCl2 (3 0 0), citric acid (8 0 0), glucose (2 0 0), urea (1 0 0), trypto-
han (1 0 0), tyrosine (50) and cysteine (50), where the data in the
rackets were the concentration ratios.

.2.2. Effect of pH
In most case, the solution pH is an important influence fac-

or to the electrochemical reaction. For UA determination, the pH
ffect on DPV signals at the ssDNA/SWNTs/GCE was examined. As
hown in Fig. 6, it was observed that the peak potentials shifted
owards positive direction with the decrease of pH. The relation-
hip of Epa and pH could be described by the following equation:
pa (V) = 0.7324−0.0486 pH (r = 0.9952), which showed that the

ptake of electrons is accompanied by a 2e−/2H+ reaction. For the
hange of pH from 4.0 to 9.0, it can be seen that the peak current
hange slightly. So, pH 7.0 PBS was chosen as supporting electrolyte
ince it is close to the pH value of physiological condition.

ig. 6. DPVs of ssDNA/SWNTs/GCE in a 0.01 mmol L−1 UA in 0.1 mol L−1 PBS at dif-
erent pH (4.0–9.0). Inset: the dependence of formal potential on pH at a scan rate
f 0.05 V s−1.
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9.39 97.4
8.91 98.6
9.46 102.6
9.42 103.1

The effect of solution pH on the response of DA was also investi-
ated in the range 4.0–9.0 (data not shown). The DPV peak potential
f DA oxidation also shifted towards negative direction at a slope
f 53.9 mV per pH unit, which is close to the anticipated Nern-
tian theoretical value of 59 mV. The linear regression equation
as obtained as: Epa (V) = 0.4791−0.0539 pH with the correlation

oefficient 0.9978. Also, the peak current changes slightly with the
hange of pH. So, in order to mimic the physiological environment,
H 7.0 was still chosen in the following experiments.

.2.3. Samples analysis
In order to check the possibility of this proposed method, we

elected commercial dopamine hydrochloride injection solution
nd human urine samples for sample analysis, and the results are
isted in Tables 1 and 2. It can be seen that the results are reasonable,
nd this method can be used for the detection of real samples.

.3. Stability of ssDNA/SWNTs/GCE

The stability of the ssDNA/SWNTs/GCE was also examined by CV.
he modified electrode was stored in pH 7.0 PBS all the time and
Vs were performed after a period of storage time. The decrease of
he peak current for DA was less than 2.0% after 8 h, and only 10%
fter two weeks, which demonstrated that ssDNA–SWNTs modified
lectrode was stable in buffer solution. Compared with other cast
odification of CNTs [5,6,23], the stability is improve obviously by

se of this covalently modified method.

. Conclusions

In summary, the thoroughly dispersed SWNTs have been
btained by wrapping with ssDNA. For the first time, it is demon-
trated that SWNTs-ssDNA composites can be covalently modified
n the surface of GCE. The resulting nanocomposites show excel-
ent properties. For example, the huge surface areas of the carbon
anotubes greatly increased the density of the functional groups
ccessible for sensitive detection of the target analyte. The stability
f modified electrode was improved greatly. We believed this novel
ethod can be applied extensively in chemistry and biochemistry

n the future.
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a b s t r a c t

A simple and sensitive method for the determination of a specific IgG antibody against ovalbumin (anti-
OVA IgG antibody) for diagnosis of egg allergy by use of a surface plasmon resonance (SPR) immunosensor
in a flow system is described. An OVA conjugate was immobilized on a sensor chip via a self-assembled
monolayer of 11-mercaptoundecanoic acid through an amino coupling method. The determination of
the anti-OVA IgG antibody was based on a kind of sandwich immunoassay using an anti-IgG secondary
antibody in order to enhance the sensitivity of the SPR immunosensor. The sensitivity and detection
limit of the present method for the anti-OVA IgG antibody were 7 mdeg/ppm and 300 ppb, respectively.
llergy diagnosis
valbumin

The present method showed an enhanced sensitivity and detection limit for the determination of the
anti-OVA antibody, compared with a direct immunoassay, by which the sensitivity and detection limit
were 3 mdeg/ppm and 1 ppm, respectively. By assuming a Langmuir type of adsorption isotherm, the
affinity constants of an anti-OVA IgG antibody immunocomplex with the anti-IgG secondary antibody
and of the anti-OVA antibody to the OVA conjugate immobilized on the sensor chip were calculated to
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be 2.1×10 M and 2.0×
antibody by an SPR sensor

. Introduction

There have been reports that up to 2% of the adult popula-
ion and up to 8% of children are suffering from allergies [1]. In
ighly sensitized individuals, even the intake of minute amounts
f allergens can provoke digestive disorder (emesis, diarrhoea),
espiratory symptoms (rhinitis, asthma), circulatory symptoms
oedema, hypotension) and skin reactions (urticaria, atoptic der-

atitis/eczema). For some allergic individuals, contact with a
pecific food can provoke life-threatening reaction (anaphylactic
hock) [2]. Egg allergy is one of the most frequent causes of an
dverse reaction of foods for children. The prevalence of egg allergy
s about 35% in food allergic children and child with atopic dermati-
is. Several allergens have been identified in egg, and the major
llergens in egg white are ovonucoid Gal D 1 (28 kDa), ovalbumin

al d 2 (44 kDa) and lysozyme Gal d 4 (14 kDa) [3–6].

According to the classification scheme of allergy symptom by
ell et al., an allergic reaction to food in body is either type I reaction
r type III reaction. Type I reaction is often referred to an immedi-

∗ Corresponding author. Tel.: +81 92 802 2889; fax: +81 92 802 2889.
E-mail address: imato@cstf.kyushu-u.ac.jp (T. Imato).
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M , respectively. The present flow immunoassay for the anti-OVA IgG
potential applications in both research and diagnosis of egg allergy.

© 2008 Elsevier B.V. All rights reserved.

te hypersensitivity reaction. Thus, allergic symptoms are mediated
y an allergen-specific immunoglobulin (IgE). When allergens in
uman body crosslink with a mast cell, the mast cell will release
istamine, which is one kind of chemical mediator. The released
istamine will affect normal movement of organs so that allergic
ymptoms come out [7–11]. While, in type III reaction, it is a specific
mmunoglobulin (IgG) antibody that leads to allergic symptoms.
he IgG antibody has several subclasses. In human body, the spe-
ific IgG antibodies related to foods circulating in the bloodstream
s 60–70% of whole IgG antibodies. In a previous research of food
llergy in type III reaction by Aalberse et al., it was concluded that
n atopic symptom for foods was associated with high levels of the
pecific IgG antibody, which is in a range from sub-ppm to several
pm [12–14].

Surface plasmon resonance (SPR) is an optical phenomenon, in
hich surface plasmon waves are excited at the interface between
metal and a dielectric medium under specific conditions of total

nternal reflection of p-polarized light. SPR is extremely sensi-

ive to small changes in mass on the surface of the metal due
o a binding reaction with a receptor on the metal with a tar-
et molecule. Therefore, the surface of the metal is appropriately
mmobilized with a receptor molecule such as an antibody, a sen-
or based on SPR so called an SPR sensor would be sensitive and
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elective. Compared with other analytical techniques, an SPR sensor
as advantages with respect to labeling free and real-time analysis
ith easier operation [15–19]. In our previous papers, we proposed
flow immunoassay method for histamine and an IgE antibody

s a rapid and simple diagnosis of allergy by using an SPR sen-
or [20,21]. In this paper, we wish to report on a methodology
or the determination of the specific IgG antibody for ovalbumin
y a surface plasmon resonance immunosensor, which provides
n accurate and reliable allergy diagnosis by conjunction with our
reviously proposed flow immunoassay for histamine and the IgE
ntibody.

. Experimental

.1. Chemicals and equipments

Ovalbumin and 11-mercaptoundecanoic acid (11-MUA) were
urchased from Sigma Co. 1-Ethyl-3-(3-dimethylaminopropyl)-
arbodiimide (EDC) and N-hydroxy succinimide (NHS) were
urchased from Dojindo Laboratories Co. (Japan). A mouse anti-
VA IgG antibody (abbreviated as anti-OVA antibody hereafter) and
goat anti-mouse IgG antibody (abbreviated as anti-IgG antibody
ereafter) were purchased from Funakoshi Co. (Japan). All other

eagents were of analytical grade and were used without further
urification. Deionized water (resistance higher than 18 M� cm)
as used for preparing all solutions. Phosphate buffered saline

PBS, pH 7.2) containing 1 wt.% Tween 20 was used as a carrier
olution. An SPR sensor system used in this work was constructed

i
s
E
a
S

Fig. 1. Schematic diagram of immobilization of OVA on a sensor chip and dete
(2008) 473–478

rom an SPR sensor with a flow cell (SPR 20, Denki Kagaku Keiki
o., Japan), a sample injector (Rheodyne, 7125) and a syringe pump
Carvo 3000X). The SPR sensor was controlled by a personal com-
uter (Macintosh G4, USA) and SPR signals were stored on the hard
rive. The sensor chip was purchased from Eliotech Co. (Japan).
he sensor chip is composed of a gold thin film (thickness 45 nm)
eposited on a cover glass (18 mm×18 mm×0.15 mm t) with the
ssistance of a thin chromium film (thickness 3 nm) between them
or improving the adhesion of the gold thin film to the cover glass.
he sensor chip was attached to the flow cell using a 0.5-mm thick
ilicon sheet with a groove of 3 mm×14 mm. The resulting flow
ell was set on a prism of the SPR sensor by coating matching oil
refractive index of 1.516, from Margil, USA) on the prism.

.2. Immobilization of an OVA conjugate on a sensor chip

The surface of the sensor chip was cleaned by soaking in a
iranha solution (mixture of H2SO4 and H2O2 at a volume ratio
:1) for 15 min. After washing with pure water, the sensor chip
as washed with ethanol at three times. As shown in step (a) in

ig. 1, the sensor chip was then immersed in a 50 mM 11-MUA
olution for 24 h to form a self-assembled monolayer of 11-MUA
s an anchor membrane on the Au film [22]. As shown in step (b)

n Fig. 1, the carboxylic groups of the 11-MUA layer on the sen-
or chip were activated by immersing the sensor chip in a mixed
DC/NHS solution (0.2 M/0.1 M) for 50 min. The sensor chip with
ctivated carboxylic groups was set up with the flow cell on the
PR sensor system. As shown in step (c) in Fig. 1, a 100-�L aliquot

rmination of anti-OVA antibody by direct and sandwich immunoassays.
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3.1. Direct immunoassay for anti-OVA antibody

A typical sensorgram obtained by a direct immunoassay for the
anti-OVA antibody at the concentration of 7 ppm is shown in Fig. 2.
Y. Li et al. / Talan

f a 1000 ppm OVA solution was introduced into the activated sen-
or chip for immobilization of OVA on the sensor chip. Non-reacted
arboxylic groups on the sensor chip were deactivated by introduc-
ng a 1 M 2-aminoethanol solution on the sensor chip by the step
d) in Fig. 1, which reduces nonspecific adsorption of primary and
econdary antibodies introduced in the following procedure. As a
esult, a sensor chip, on a surface of which was immobilized with
he OVA conjugate, was obtained.

.3. Direct immunoassay for anti-OVA IgG antibody

As shown in step (e) and step (f) in Fig. 1, a sensor chip immo-
ilized with the OVA conjugate was used for the determination
f anti-OVA antibody in two assay modes. One is a direct assay
ode, where an anti-OVA antibody was directly reacted to the OVA

onjugate immobilized on the sensor chip. A 100-�L aliquot of an
nti-OVA antibody solution of different concentrations from 7 ppm
o 35 ppm in the increment was 7 ppm was introduced into the
ensor chip. The PBS buffer solution was flowed at a flow rate of
.02 mL/min throughout the experiments. Each sample of the anti-
VA antibody solution was analyzed with a different new sensor
hip freshly immobilized with the OVA conjugate without regener-
tion.

.4. Sandwich immunoassay of anti-OVA antibody by use of
nti-IgG antibody

To enhance the sensitivity for the determination of the anti-OVA
ntibody, a sandwich immunoassay was utilized for increasing a
ass change on the sensor surface, where an anti-OVA antibody

olution was mixed and incubated with an excess amount of an
nti-IgG antibody to form an immunocomplex with large molecular
eight. In this work, an anti-OVA antibody solution at the concen-

ration from 1 ppm to 10 ppm containing 10 ppm anti-IgG antibody
as used. A sample solution incubated was introduced into the

ensor chip immobilized with the OVA conjugate prepared under
he same conditions described above. The flow rate of the carrier
olution was the same as 0.02 mL/min for the direct immunoassay.
ach sample of the anti-OVA antibody was analyzed by using a new
ensor chip freshly immobilized with the OVA conjugate without
egeneration.

.5. Evaluation of the affinity constants of the anti-OVA antibody
nd an immunocomplex of anti-IgG antibody–anti-OVA antibody
o the OVA conjugate immobilized on the sensor chip

The affinity constant of the anti-OVA antibody to the OVA conju-
ate immobilized on the sensor chip can be evaluated by assuming
Langmuir-type adsorption, as follows. When a solution of the anti-
VA antibody is introduced on the sensor chip, where the OVA
onjugate was immobilized, an immunoreaction of the anti-OVA
ntibody and the OVA conjugate that occurs on the sensor chip and
ts equation is expressed as follows (step (e) in Fig. 1):

VA+ anti-OVA Ab→ OVA–anti-OVA Ab, (1)

here OVA and OVA–anti-OVA Ab denote the molecules of OVA
mmobilized on the sensor chip and of an immunocomplex of the
nti-OVA antibody bound to the OVA conjugate on the surface of
he sensor chip, respectively. Anti-OVA Ab without an underline
enotes the anti-OVA antibody in the sample solution.
The affinity constant, K1, of the immunoreaction Eq. (1) can be
xpressed by

1 =
[OVA–anti-OVA Ab]

([OVA][anti-OVA Ab])
, (2)

F
7
t
s

2008) 473–478 475

here the parentheses without any underline denotes the con-
entration of the chemical species in the solution, expressed in
ol/dm3, and that with an underline denotes the surface concen-

ration of the chemical species immobilized on the sensor chip,
xpressed in nmol/mm2. If a Langmuir-type adsorption is assumed
o hold for binding of the anti-OVA antibody to the OVA conjugate
n the sensor chip, and the total surface concentration of the OVA
onjugate on the sensor chip is assumed to be constant as [OVA]T,
he following equation can be derived taking into account of a mass
alance of OVA species on the sensor chip:

[OVA–anti-OVA Ab]

[OVA]T
= [anti-OVA Ab]

(1+ K1[anti-OVA Ab])
. (3)

n this case, since the change in the SPR sensor signal (angle shift),
�1, is proportional to the surface concentration of the anti-OVA

ntibody bound to the OVA conjugate on the sensor chip, ��1 can
e rewritten in following form:

��1

��1,max
= [anti-OVA Ab]

(1+ K1[anti-OVA Ab])
, (4)

here ��1,max denotes the maximum of the angle shift of the SPR
ensor, where all of the OVA conjugates immobilized on the sensor
hip are completely bound with the anti-OVA antibody.

The following equation can be derived from Eq. (4):

1
��1

= 1
��1,max

+ 1
([anti-OVA Ab]K1��1,max)

. (5)

hen 1/��1 is plotted against 1/[anti-OVA Ab], a linear relation-
hip can be obtained and ��1,max and K1 can be evaluated from the
alues of a slope and an intercept of the straight line. In the case
f the immunocomplex of the anti-OVA antibody with the anti-IgG
ntibody in a solution, the affinity constant of the immunocomplex
o the OVA conjugate immobilized on the sensor chip (step (f) in
ig. 1) can be evaluated with the same manner as for the case of the
ffinity constant of the anti-OVA antibody [23–28].

. Results and discussion
ig. 2. A typical SPR sensorgram obtained by direct immunoassay for analysis of
ppm anti-OVA antibody. (1) Introduction of 1000 ppm OVA solution; (2) introduc-

ion of 1 M aminoethanol solution; (3) sample of 7 ppm anti-OVA antibody. Carrier
olution: PBS, flow rate: 0.020 ml/min, sample volume: 100 �L.
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Fig. 3. A typical SPR sensorgram obtained by sandwich immunoassay for analysis
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centrations from 1 ppm to 10 ppm and the anti-IgG antibody at the
same concentration as 10 ppm. The angle shift for each incubation
solution was plotted against the concentration of the anti-OVA anti-
body, as shown in Fig. 4 (1). The sensitivity to the anti-OVA antibody
76 Y. Li et al. / Talan

or preparation of the sensor chip immobilized with the OVA con-
ugate, a 100-�L aliquot of a 1000 ppm OVA solution was injected
nto the carrier stream at a time indicated by arrow 1 in Fig. 2. A
esonant angle increased abruptly due to immobilization of OVA on
he sensor chip, which induces the refractive index in the vicinity
f sensor chip higher by reaction of OVA as well as passing the OVA
olution through the sensor chip. After a zone of the OVA solution
assed through the sensor chip, the resonant angle decreased after
eak-shaped signal, which was due to a decrease in bulk refrac-
ive index in the vicinity of the sensor chip by replacing the OVA
olution with the carrier solution. The resonant angle reached at a
onstant value of 65.38◦ finally, and an angle shift from the initial
esonant angle was about 0.1◦, which induces that OVA molecules
ere successfully immobilized on the surface of the sensor chip.
ccording to a specification of the BIACORE’s SPR sensor, an angle
hift of 0.1◦ corresponds to the increase in the surface concentra-
ion by 1 ng/mm2, the surface concentration of OVA molecules on
he sensor chip was estimated to be 2.2×10−5 nmol/mm2 [29,30].
n order to deactivate the residues of imidazol groups, which were
sed for immobilization of OVA molecules on the sensor chip, a
00-�L aliquot of 1 M aminoethanol solution was introduced onto
he sensor chip at a time indicated by arrow 2. The second peak in
ig. 2 means the bulk response of the SPR sensor for an introduction
f the aminoethanol solution, whose refractive index is larger than
hat of the carrier solution. After the aminoethanol solution passed
hrough the sensor chip, the resonance angle returned to nearly
he same initial value, which means no significant change in the
efractive index at surface of the sensor chip after deactivation of
he imidazol groups. Finally, a 100-�L aliquot of a 7 ppm anti-OVA
ntibody solution was introduced onto the sensor chip at a time
ndicated by arrow 3 in Fig. 2. The resonance angle increased grad-
ally with time and reached a constant resonance angle of 65.395◦.
his increment in the resonance angle is due to binding of the anti-
VA antibody to OVA molecules immobilized on the sensor chip.
bout 0.015◦ of angle shift was obtained from difference in the reso-
ance angles before and after the injection of the anti-OVA antibody
olution. The surface concentration of the anti-OVA antibody on
he sensor chip was estimated to be about 0.15 ng/mm2 from the
ncrease in the angle shift. By taking into consideration of the sur-
ace concentrations of OVA immobilized on the sensor chip and
he anti-OVA antibody bound to the OVA conjugate on the sensor
hip, the mole ratio for the anti-OVA antibody to the OVA conjugate
n the sensor chip was calculated to be 1:30. Namely, 1 mole of the
nti-OVA antibody binds to 1 mole of 30 moles of the OVA conjugate
mmobilized on the sensor chip. The sensorgrams for the anti-OVA
ntibody at different concentrations up to 34 ppm were obtained
y the same procedure. A calibration curve based on the angle shift
or the direct immunoassay of the anti-OVA antibody in the concen-
ration range from 7 ppm to 34 ppm is shown in Fig. 4 (2). As shown
n Fig. 4 (2), a good linear relationship was obtained between the
ngle shift and concentration of anti-OVA antibody. The sensitiv-
ty for the direct immunoassay of the anti-OVA antibody calculated
rom the slope of the straight line was 0.0033 ◦/ppm. The detection
imit of the direct immunoassay defined as three times of the noise
evel (about 0.002◦) was about 1 ppm.

.2. Sandwich immunoassay for anti-OVA antibody

A typical sensorgram obtained by a sandwich immunoassay for
he anti-OVA antibody is shown in Fig. 3. In this case, the sam-

le was a 5 ppm anti-OVA antibody solution containing 10 ppm
nti-IgG antibody. As shown in Fig. 3, a resonance angle of the
aseline was about 65.28◦. The preparation of the sensor chip

mmobilized with the OVA conjugate was same as that for the
irect immunoassay. After an introduction of a 100-�L aliquot of

F
C
a
a

f 5 ppm anti-OVA antibody incubated with 10 ppm anti-mouse IgG antibody. (1)
ntroduction of 1000 ppm OVA solution; (2) introduction of 1 M aminoethanol; (3)
ample of 5 ppm anti-OVA + 10 ppm anti-mouse IgG antibodies. Carrier solution:
BS, flow rate: 0.020 ml/min, sample volume: 100 �L.

1000 ppm OVA solution, the angle shift for immobilization of
VA was about 0.12◦, which was almost the same as for the direct

mmunoassay. Sensor chips with the almost same surface condi-
ions were used for both experiment modes. The deactivation step
f the residues of imidazol groups on the sensor chip was same as
or the direct immunoassay by injecting the 1 M aminoethanaol
t a time indicated by arrow 2 in Fig. 3. After introduction of
n incubation solution containing 5 ppm anti-OVA antibody and
0 ppm anti-IgG antibody, an angle shift of 0.038◦ due to binding an
mmunocomplex of anti-OVA antibody–anti-IgG antibody formed
n the incubation solution to the OVA conjugate on the sensor chip
as obtained. Similar sensorgrams were obtained for incubation

olutions containing the anti-OVA antibody at the different con-
ig. 4. Comparison of two calibration curves obtained in two experimental modes.
alibration curve obtained by introduction of mixture of 10 ppm anti-mouse IgG
ntibody and anti-OVA antibody. Calibration curve obtained by direct analysis of
nti-OVA antibody.
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y the sandwich immunoassay was calculated to be 0.007 ◦/ppm
rom the straight line in Fig. 4 (1). By comparing the two calibration
ines in Fig. 4, the sensitivity for the sandwich immunoassay was
mproved to be two times, compared with the direct immunoas-
ay. Since the noise level of the present SPR sensor was about
.002◦, the detection limit for the sandwich immunoassay for the
nti-OVA antibody was about 300 ppb. This enhanced sensitivity
s well as detection limit can be explained by the fact that the
arge change in dielectric constant in the vicinity of the sensor chip
as generated by binding of the immunocomplex of the anti-OVA

ntibody–anti-IgG antibody to the OVA conjugate immobilized on
he sensor chip. Since the level of a specific IgG antibody in serum
or human showing allergy symptom was reported in a range from
ub-ppm to several ppm [12–14], the present sandwich immunoas-
ay enhanced by the secondary antibody may be satisfied with the
emand for the detection limit for a specific IgG level for allergens.

.3. Comparison of affinity constants for anti-OVA antibody and
mmunocomplex of anti-IgG antibody–anti-OVA antibody to the
VA conjugate immobilized on the sensor chip

As described in Section 2.5, the affinity constant of the anti-
VA antibody to OVA immobilized on the sensor chip and that of

he immunocomplex of the anti-OVA antibody–anti-IgG antibody
o the OVA conjugate immobilized on the sensor chip were evalu-
ted from the calibration data shown in Fig. 4 by using Eq. (5). As
hown in Fig. 5, a linear relationship between the inverse of the
ngle shift and inverse of the concentration of the anti-OVA anti-
ody for both immunoassays was obtained, which indicates that a
angmuir-type adsorption isotherm held. By use of Eq. (5), the affin-
ty constant for the anti-OVA antibody with OVA immobilized on
he sensor chip was calculated to be 2.1×106 M−1, and the ��1,max
as calculated to be 0.16◦ from the straight line 1 in Fig. 5. In sand-
ich immunoassay, the sensitivity was enhanced by the secondary

nti-IgG antibody where the immunocomplex of the anti-IgG–anti-
VA binds to the OVA conjugate immobilized on the sensor chip.
he affinity constant of the immunocomplex to the OVA conjugate

6 −1
mmobilized on the sensor chip was calculated to be 2.0×10 M ,
nd the ��1,max was calculated to be 0.51◦ from the straight line
in Fig. 5. The use of the secondary antibody in the operation has

wo effects, one is the enhancement of the dielectric constant in
he vicinity of the sensor chip due to the large molecular weight

ig. 5. Relationship between degree/angle shift and M/[anti-OVA] or
/[immunocomplex of anti-IgG-anti-OVA].
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f the immunocomplex, the other is that steric hindrance may
ffect the affinity for the immunocomplex with the OVA conjugate
mmobilized on the sensor chip. Judging from the minor difference
f affinity constants obtained by the direct immunoassay and the
andwich immunoassay, the anti-OVA antibody and the immuno-
omplex of anti-IgG antibody–anti-OVA antibody showed almost
he same affinity to the OVA conjugate immobilized on the sensor
hip, and thus a steric hindrance of the immunocomplex can be
mitted.

. Conclusion

A flow sandwich immunoassay based on the SPR sensor for the
nti-OVA antibody was proposed for a rapid and simple diagnosis
or allergy as well as allergy researches. In the present immunoas-
ay, the anti-OVA antibody was bound to the second antibody,
nti-IgG antibody in an incubation solution, and the resulted
mmunocomplex was bound to the OVA conjugate immobilized
n the sensor chip. The sensitivity was improved to twice as that
n a direct immunoassay, where the anti-OVA antibody is directly
ound to the OVA conjugate immobilized on the sensor chip. The
etection limit for the sandwich immunoassay was enhanced to be
00 ppb, corresponded to that of the direct immunoassay of 1 ppm.
he detection limit obtained in present immunoassay was satisfied
ith demand for diagnosis for specific IgG antibody level for an OVA

llergy. The affinity constant of the anti-OVA IgG antibody to the
VA conjugate immobilized on the sensor chip and ��1,max were
alculated to be 2.1×106 M−1 and 0.158◦, respectively. The affinity
onstant of the immunocomplex of the anti-IgG antibody–anti-OVA
ntibody to the OVA conjugate immobilized on the sensor chip
as calculated to be 2.0×106 M−1, which is nearly same as the

ffinity constant of the anti-OVA antibody to the OVA conjugate
mmobilized on the sensor chip. While the value of ��1,max was
alculated to be 0.51◦, which is about three times larger than that
btained in the direct immunoassay. The sensitivity for the sand-
ich immunoassay was found to be two times higher than that

btained by the direct immunoassay, which is due to the fact that
ass of the immunocomplex of the anti-IgG antibody–anti-OVA

ntibody is much larger than that of the anti-OVA antibody. The
resent immunosensor method for the specific anti-OVA IgG anti-
ody provides for more accurate and reliable diagnosis of allergy
hen the immunoassay for histamine and an IgE antibody, which
eveloped by our previous work [20,21], is conjugated with on one
ensor chip simultaneously. Simultaneous determination of his-
amine, an IgE antibody and a specific IgG antibody for allergens
s now underway along with our development of an SPR sensor

ith multidetection points.
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a b s t r a c t

A novel plant tissue-based bioelectrode obtained by incorporating sunflower (Helianthus annuus L.) leaves
tissue as a source of glycolate oxidase and peroxidase into a ferrocene-mediated carbon paste electrode
for the determination of glycolic acid was developed. It was coupled with the flow-injection (FI) sys-
tem and used as the basis to develop a novel FI amperometric procedure for glycolic acid determination.
The flow-injection amperometric measurements were performed by injecting aliquot of glycolic acid
solution into the flowing stream of 0.05 mol L−1 of phosphate buffer solution having pH 8.0 with a flow
rate of 0.3 mL min−1. The bioelectrode consisted of 20% (w/w) of sunflower leaves tissue and 5% (w/w)
of ferrocene at 0.00 V (vs Ag/AgCl). The bioelectrode exhibited a linear response from 1.0×10−6 up to
2.0×10−3 mol L−1 glycolic acid with a detection limit (S/N = 3) and a quantitation limit (S/N = 10) of 1×10−6
lycolic acid
low injection
mperometry

and 3.3×10−6 mol L−1, respectively. The sampling rate of 12 h−1 and a relative standard deviation of 1.67%
(n = 15) were achieved. The bioelectrode response decreased to 70% of the original value within 90 con-
tinuous injections. The proposed bioelectrode was satisfactorily applied to glycolic acid determination in
human urine samples after appropriate sample pretreatment. Results obtained by the FI method were
compared favorably with those obtained by HPLC. It offers advantages, which included rapidity, high
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activity, limited stability, e

. Introduction

Glycolic acid (hydroxyacetic acid) is most commonly used
n numerous areas of technology for example in adhesives,

etal cleaning, dairy cleaning, water-well cleaning, electroplating,
iodegradable polymers, dyeing, masonry, textiles, detergents and
osmetic products [1–4]. Moreover, the concentration of glycolic
cid in biological fluids has been used as an index for differ-
ntial diagnosis of hyperoxaluria syndromes [5]. Recently, the
eterminations of glycolic acid concentration for such applica-
ions have received considerable attention. All these have prompted
ttempts to develop a reliable, rapid and economical method for its
ssay.
Numerous methodologies for the determination of glycolic acid
ave been developed such as colorimetric [6,7], isotope dilution [8],
hromatographic [9–24], capillary electrophoresis [25] enzymatic
26,27] and gas chromatographic–mass spectrometric (GC–MS)
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E-mail address: scislwrn@chiangmai.ac.th (S. Liawrungrath).
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f preparation and low cost.
© 2008 Elsevier B.V. All rights reserved.

ethods [28]. These methods have inherent problems. The spec-
rophotometric methods are non-specific. The isotope dilution

ethods are used in combination with colorimetric method, which
re unreliable. Gas chromatographic (GC), GC–MS and liquid chro-
atographic (LC) methods require isolation and derivatization

teps as well as involve the use of expensive apparatus. Enzymatic
ethods appear to be the most widely used but suffer from insta-

ility and high cost of the commercially purified enzyme glycolate
xidase.

Plant tissues have received considerable interest in recent years
s alternative biocatalysts for replacing isolated enzymes to con-
truct biosensors [29]. Various plant tissue-based bioelectrodes
ave been reported for analyzing a wide range of organic and inor-
anic species in several sample matrices for example: In a previous
aper, Oungpipat and Alexander [30] describe an amperometric
lant tissue-based electrode for monitoring glycolic acid by using

pinach leaves (Spinacia oleracea) as a source of glycolate oxidase
nd peroxidase.

An asparagus-based bioelectrode was fabricated by incorpo-
ating asparagus (Asparagus officinalis) tissue into a ferrocene-
ediated carbon paste electrode for determining fluoride. It is
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ased on the amperometric determination of the inhibitory effect of
uoride on the asparagus peroxidase activity. Measurements were
ade in non-de-aerated 0.05 M NaH2PO4–NaOH buffer (pH 5.0)

ontaining 0.1 mM H2O2 at −0.05 V (vs Ag/AgCl). The bioelectrode
onsisted of 7.0% (m/m) of asparagus tissue and 6.0% (m/m) of fer-
ocene. The bioelectrode shows a linear response up to 14.0 mg L−1

uoride with a detection limit (S/N = 3) of 0.5 mg L−1. A response
ime (t90) of 60 s and a coefficient of variation of 2.1% (n = 15) were
btained [31].

Flow-injection (FI) amperometric procedure was developed for
opamine determination in pharmaceuticals based on polyphe-
ol oxidase biosensor obtained from soursop pulp. [32]. An
nzymatically modified carbon paste electrode was fabricated.
t was made from 25% (m/m) of polyphenol oxidase obtained
rom soursop (Annona muricata L.) tissue, 30% (m/m) of
,7,8,8-tetracyanoquinodimehane (TC NQ) which was used as flow-
hrough detector. The biosensor exhibited good stability and
eproducibility.

An amperometric biosensor for hydrogen peroxide determi-
ation was reported. The plant tissue-based bioelectrode was
eveloped using homogenized artichoke (Cynara scolymus L.) tis-
ue incorporating with a dissolved oxygen probe and applied to
etermination of hydrogen peroxide in milk samples. The bioelec-
rode was developed, in which Artichoke tissue was immobilized
ith gelatin by means of glutaraldehyde and fixed on a pretreated

eflon membrane [33].
Recently, a biosensor for direct sulfite determination in food

amples was developed. Malva vulgaris tissue containing sulfite oxi-
ase enzyme was used as biomaterial. The plant tissue homogenate
as crosslinked with gelatin by means of glutaraldehyde and
xed on a pretreated Teflon membrane. In the presence of dis-
olved oxygen, sulfite was enzymatrically converted to sulfite
hich was monitored amperometrically. A linear calibration graph

ver the range 0.2–1.8 mM at 35 ◦C and pH 7.5 was established
34].

A plant tissue-based biosensor coupled with flow-injection
ystem was described for epinephrine determination in pharma-
euticals. Fibers of palm tree fruits (Livistona chenesis) contain
olyphenol oxidase enzymes which catalyse the oxidation of
pinephrine to epinephrinequinone as a primary product which
as then electrochemically reduced (at −0.01 V vs Ag/AgCl) on

he biosensor surface. The resulting current was used for deter-
ining epinephrine. Linear calibration curve over the range of

.0×10−5 mol L−1 and the correlation coefficient was 0.998. The
SD was 3.1% [35].

More recently, a novel unmediated hydrogen peroxide biosen-
or based on the incorporation of fibrous tissue of coconut fruit in
arbon paste matrix has been reported [36]. Cyclic voltammetry
nd amperometry were employed to characterize the main elec-
rochemical parameters and the performance of the new biosensor
nder different preparation and operation conditions. The devel-
ped biosensors have been satisfactorily applied to determination
f hydrogen peroxide in four pharmaceutical products namely:
ntiseptic solution, contact lenses cleaning solution, hair coloring
ream and antiseptic dental rinse solution. However, no previ-
usly published articles have mentioned on the development of
unflower leaves tissue-based bioelectrode for glycolic acid deter-
ination by flow-injection amperometry.
This paper describe a flow-injection determination of glycolic

cid with a new amperometric plant tissue-based electrode by

sing sunflower leaves (Helianthus annuus L.) as a source of gly-
olate oxidase and peroxidase [37]. It offers interesting advantages,
ncluding rapidity, high activity, limited stability, ease of prepara-
ion and low cost. The methods for bioelectrode fabrication and
haracterization are also reported.
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. Experimental

.1. Apparatus

Amperometric measurement were performed with an
UTOLAB® model PGSTAT 20 voltammetric analyzer (Eco Chemie,
trecht, Netherlands), equipped with CC-5 flow-through thin-

ayer electrochemical cell (Bioanalytical Systems Inc.; BAS, Indiana,
SA) and a monitor. All experiments were carried out in a

aboratory-made flow-injection system coupled with the easily
vailable equipment in the laboratory. PTFE tubings were used
s flow lines. The detection system comprises of a Ag/AgCl refer-
nce electrode, a stainless steel auxiliary electrode, a sunflower
eaves tissue-based and ferrocene-mediated working electrode
n serial configuration. The design of the amperometric cell is

thin-layer cell. The cell gaskets/spacer is made from Perspex
lastic with the same design as the commercial one (cell gas-
ets/spacer, MF-1048). The size of the electrode body is said to
e 27 mm×27 mm×10 mm. The dimensions of the flow channel
re the same design as those of dual-series cross flow. A dual
arbon paste working electrode used was build in-house from
erspex plastic (PEEK) but is similar in design to those com-
ercially available from BAS. A single-channel EYELA peristaltic

ump (EYELA, Model MP-3A, Tokyo, Rikakikai, Co.,Ltd. Japan)
upplied with Tygon pump tubing was used for the propulsion
f reagent and/or carrier solution into the FI system. A single-
hannel FI manifold with amperometric detection, using sunflower
eaves tissues-based bioelectrode was fabricated. The manifold
as assembled with PTFE tubing (0.8 mm id). The six-port

njection valve was purchased from PYE UNICAM (Cambridge,
ngland).

.2. Materials, chemical and reagent solutions

.2.1. Materials
Sunflower (Helianthus annuus L.) was grown in chamber envi-

onment for the experiment. Sunflower seeds were purchased from
local supermarket. Sunflower leaves were used immediately after
arvesting, washing with water and removal of the residual water
n the leaves by leaving them on the tissues paper for a few minutes.

.2.2. Chemicals
All chemicals were of analytical grade and were used as received

ithout further purification. De-ionized distilled water prepared
y passing distilled water through a Mili-Q system (Millipore) was
sed throughout. Glycolic acid, mineral oil and graphite powder
ere obtained from Fluka. Ferrocene and chloroform were pur-

hased from Aldrich and Merck, respectively. Sodium dihydrogen
hosphate dihydrate was purchased from Carlo Erba. Chemicals for

nterference studied were purchased from Fluka, Ajax and Merck.

.2.3. Standard and reagent solutions
Stock standard glycolic acid solution (0.10 mol L−1) was prepared

y dissolving about 0.76 g glycolic acid (accurately weighed) in
ater in a 100 mL volumetric flask diluting to the mark, mixing
ell, and storing in a polyethylene bottle. Stock solutions in con-

entration lower than 0.10 mol L−1 were obtained by appropriate
ilution of this stock solution.

Stock standard H2O2 solution (0.10 mol L−1) was prepared by
issolving 1.066 g of 31.9% (w/w) H2O2 (previously standardized

ith standard KMnO4 solution) [38] in water and diluting to 100 mL
ith water in a 100 mL volumetric flask. The solution was trans-

erred into a reagent bottle and stored at 4 ◦C until use.
A 0.05 mol L−1 sodium dihydrogen phosphate solution (pH

.0) was prepared by dissolving about 7.8 g NaH2PO4 (accurately
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eighed) in 900 mL water. The solution pH was adjusted to pH 8.0
ith 0.05 mol L−1 NaOH (previously standardized) and diluted to

000 mL with water.
A 0.05 mol L−1 sodium dihydrogen phosphate solution (pH

.0) was prepared by dissolving about 7.8 g NaH2PO4 (accurately
eighed) in 900 mL water. The solution pH was adjusted to pH
.6 with 0.05 mol L−1 NaOH and diluted to 1000 mL with water
39].

Total ionic strength adjustment buffer (TISAB) solution was pre-
ared by mixing 57.7 mL of glacial acetic, 58.4 g of NaCl, 5.0 g of
yclohexanediamine tetraacetic acid (CDTA) and 500 mL water in a
000 mL beaker. The mixture was cooled to room temperature and
djusted to pH 5.4 with 6.0 mol L−1 NaOH, diluted to 1000 mL with
ater and stored in a polyethylene bottle.

.2.4. Urine samples
Urine samples were collected from six volunteers and kept at
◦C until use. A 10 mL of 10-fold-diluted human urine sample was
ixed with 300 mg of activated charcoal. After removal of the char-

oal by centrifugation, the supernatant was then used for glycolic
cid assay.

.3. Electrode construction

The plant tissue-modified carbon paste was prepared as fol-
ows. A 10.5% (w/w) ferrocene-modified graphite powder was first
repared by mixing 0.895 g of graphite powder with 0.105 g of

errocene dissolved in 10 mL of chloroform. After evaporation of
he solution, about 0.600 g (accurately weighed) of this ferrocene-

odified graphite powder was mixed with 0.400 g of mineral oil
paraffin oil purchased from Sigma) to yield ferrocene-modified
arbon paste. This paste (0.800 g) was then thoroughly mixed with
.200 g of ground tissue of fresh and green sunflower leaves. Sun-
ower leaves were collected from the sunflower plants growing

n the chamber environment for this purpose and used immedi-
tely after washing and air-drying. The fresh sunflower leaves were
rinding by mean of a small mortar made of glass for about 1 min
o obtain a paste looking like tooth-paste. The approximate par-
icle size of the sunflower leaves powders after grinding was not

easured. The resulting mixture containing 5% ferrocene and 20%
f ground plant tissue was ultimately packed into the dual-series
lectrode body (27 mm×27 mm×10 mm size) made from Perspex
lastic with two circular cavities, each 2 mm in diameter and 2 mm
eep. The working electrode designed was similar to the commer-
ial one known as a dual-series cross flow type consisting of two
lectrodes. Each electrode provided a surface area of 3.14 mm2 to
btain the total surface area of the two electrodes of 2 x 3.14 mm2.
he surface of each carbon paste electrode was smoothed by sweep-
ng motion or slice on the polishing pad made of a piece of paper.
he electrode connection to the carbon paste was established via
copper wire. When not in use, the bioelectrode was stored in a

efrigerator at 4 ◦C.
In some experiments, plant tissue-modified plain carbon paste

as utilized. This was prepared by the same procedure as men-
ioned above except that a plain carbon paste (60% graphite powder
nd 40% mineral oil) was substituted for ferrocene-modified car-
on paste to investigate the cyclic voltammogram of glycolic acid

or comparison with that obtained by using the ferrocene-modified
arbon paste electrode. It was found that no cyclic voltammogram
f glycolic acid was observed with the plain carbon paste electrode.
hus, the present work was based on utilization of the ferrocene-
odified carbon paste electrode.

(
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o
c

ta 77 (2008) 500–506

.4. Procedure

.4.1. Recommended procedure
Amperometric flow-injection measurements were performed

y successive injections of aliquots of stock glycolic acid solu-
ion into flow system. The electrode was conditioned in a solution
f sodium dihydrogen phosphate (pH 8.0) pumped through the
ow system with a constant flow rate of 0.3 mL min−1 (except as
therwise state) at 0.0 V (vs Ag/AgCl) until a stable baseline was
stablished. The sample was then injected into the flow analysis
ystem via an injection valve equipped with a fixed sample loop
f 150 �L (optimal injection volume obtained by using univariate
ethod). The resulting peak was recorded. The peak height (�I)
as used for subsequent interpretation of the data. All experiments
ere performed at room temperature.

.4.2. Procedure for investigation of suitable experimental
onditions

The optimal experimental conditions were investigated using
nivariate method. The effect of applied potential on the bioelec-
rode consisting 20.0% (w/w) of sunflower leaves tissue and 5.0%
w/w) ferrocene mediator was examined in the potential from
0.15 to +0.15 V (vs Ag/AgCl). This was carried out by injecting 50 �L
f the standard glycolic acid (5×10−3 M) into the carrier 0.05 M
aH2PO4–NaOH buffer (pH 7.5) flowing at a constant flow rate of
.4 mL min−1. These fixed values were selected by trial and error
xcept the variable to be studied (i.e., operating potential as the
rst variable to be studied).

The pH dependence of the bioelectrode response was monitored
y injecting 50 �L of the standard glycolic acid (5×10−3 mol L−1)
nto the carrier stream of 0.05 mol L−1 NaH2PO4–NaOH buffer of
arying pH ranging between 5.0 and 10.0 flowing at a constant flow
ate of 0.4 mL min−1. The potential was set at 0.00 V (vs Ag/AgCl).

Similarly, the effect of working buffer on the bioelectrode
esponse was investigated using injection of 50 �L standard glycolic
cid (5×10−3 mol L−1) in 0.05 mol L−1 concentration of five differ-
nt buffer systems with the same pH and flow rate (pH, 8.0; flow
ate, 0.4 mL min−1), namely NaH2PO4–NaOH, Na2HPO4–NaH2PO4,
oric acid–Na2HPO4, tartaric acid–NaOH and Tris–HCl. The poten-
ial was set at 0.00 V (vs Ag/AgCl). The composition of the
ioelectrode used in the study was the same as above.

The effect of sunflower leaves tissue composition was studied
t 0.0%, 10.0%, 15.0%, 17.5%, 20.0%, 22.5%, 25.0% and 30.0% (w/w)
f sunflower leaves tissue with ferrocene loading held constant
t 5.0% (w/w). Likewise, the effect of ferrocene loading on bio-
lectrode response was also studied at eight different loadings of
.0%, 2.0%, 4.0%, 5.0%, 6.0%, 7.0%, 9.0% and 11.0% (w/w) at 20.0%
f tissue composition. These studies were carried out by inject-
ng 50 �L of the standard glycolic acid (5×10−3 mol L−1) into the
arrier 0.05 mol L−1 NaH2PO4–NaOH buffer (pH 8.0) flowing at a
onstant flow rate of 0.4 mL min−1 at 0.00 V (vs Ag/AgCl).

The effect of flow rate of 0.05 mol L−1 NaH2PO4–NaOH buffer
pH 8.0) was studied by varying it from 0.2 to 1.8 mL min−1. A
0 �L of the standard glycolic acid (5×10−3 mol L−1) was injected

nto the carrier buffer at 0.00 V (vs Ag/AgCl). The fabricated bio-
lectrode consisted of 20.0% (w/w) of sunflower leaves tissue and
.0% (w/w) ferrocene mediator was used in this study. Similarly,
he effect of sample volume on bioelectrode response was studied
t 50, 100, 150, 200, 250 and 300 �L of the standard glycolic acid

5×10−3 mol L−1) at carrier buffer flow rate of 0.3 mL min−1.

Calibration graphs for the bioelectrode response were mea-
ured over the concentration range 1×10−4 to 4×10−3 mol L−1

f standard glycolic acid (150 �L) under optimized experimental
onditions.
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ig. 1. Effect of operating potential (50 �L of 5×10−3 M glycolic acid; 20.0% (w/w)
unflower leaves tissue and 5.0% (w/w) ferrocene; 0.05 M NaH2PO4–NaOH buffer
pH 7.5); flow rate, 0.4 mL min−1).

. Results and discussion

The effect of applied potential on bioelectrode response to
×10−3 mol L−1 glycolic acid is shown in Fig. 1. It was found that

he reduction current decrease slightly from −0.281 to 0.043 �A
n changing the potential from −0.15 to +0.15 V (vs Ag/AgCl). At
0.15 V the cathodic current kept increasing even without inject-

ng glycolic acid and the noise increased dramatically. This behavior
as ascribed to the reduction of dissolved oxygen at this potential.

he potential of 0.0 V was selected for the remainder of the experi-
ents as the best compromise between the resulting signal and the

oise level. Moreover, this low potential is expected to minimize
ossible interference.

The pH dependence of the bioelectrode was studied at
×10−3 mol L−1 glycolic acid over the pH range from 4.0 to 10.0. The

esulting peak-shaped pH profile illustrated in Fig. 2 reveals that the

ioelectrode showed a maximum sensitivity of response at pH 8.0.
n optimum pH value of 8.3 has been reported for the spinach gly-
olate oxidase [40] and pH 7.5 has been reported in previous work
30]. This indicated that the pH profile of the bioelectrode is gov-
rned by the enzymatic activity. Regarding to the results obtained,

ig. 2. Influence of pH on the bioelectrode response (20.0% (w/w) sunflower
eaves tissue and 5% (w/w) ferrocene; 50 �L of 5×10−3 M glycolic acid; 0.05 M
aH2PO4–NaOH buffer; flow rate, 0.4 mL min−1; applied potential, 0.0 V (vs
g/AgCl)).

s
i
e
e
t
t
s
o
g
d
m
d
s
s
O
s
r
0
3
o
a
r
T
t
f
s
l
t

ta 77 (2008) 500–506 503

he phosphate buffer solution pH 8.0 was selected for subsequent
tudies.

The effect of five buffer types (NaH2PO4–NaOH, Na2HPO4–
aH2PO4, boric acid–Na2HPO4, tartaric acid–NaOH and Tris–HCl)
n the response of bioelectrode was investigated. It can be seen that
he NaH2PO4–NaOH buffer was the most efficient working buffer
iving the highest response (0.240±0.007 �A) among the five
ypes of buffers studied 0.222±0.016, 0.14±0.013, 0.140±0.012
nd 0.053±0.005 �A for tartaric acid–NaOH, boric acid–Na2HPO4,
a2HPO4–NaH2PO4 and Tris–HCl, respectively. Hence, it was
mployed for the further study.

Tissue loading showed a profound effect upon the response
f bioelectrode to glycolic acid. As would be expected, increas-
ng the tissue composition of the bioelectrode from 10% to 20%
esulted in an increase in the bioelectrode response, reflecting
he increase in the biocatalytic activity. On the other hand, the
oise level also gradually increased with the increase in tis-
ue composition. Increasing the tissue composition beyond 20.0%
aused lower response. This behavior could be attributed to the
ncreased resistance of the carbon paste [41] and likewise as previ-
us work [30]. The tissue loading of 20% was selected for the next
xperiments.

The influences of mediator loading on bioelectrode response
ere investigated. It can be seen that signals increase substantially
ith increase in mediator loading from 2.0% to 5.0%. Further

ncrease in mediator loading above 5.0% resulted in a decrease
n the bioelectrode response. Such a decrease in response of the
ioelectrode when a larger amount of mediator is used is typical
ehavior of a mediator-based sensor [42]. Again this behavior is
scribed to the lowering of the electrical conductivity due to the
eduction in graphite loading [29,43]. Based on these results, the
ioelectrode with a composition of 20.0% tissue and 5.0% ferrocene
as employed.

The flow rate dependence of the bioelectrode was pursued by
arying the flow rate from 0.2 to 1.8 mL min−1. It was found that
he maximum response is obtained at the lowest flow rate tested,
.2 mL min−1, then slightly decreased when the flow rate of buffer
olution was 0.3 mL min−1 and an exponential decay in response
s observed when increasing the flow rate up to 1.8 mL min−1. The
xplanation for this is that at lower flow rate there is more time for
nzymatic reaction and a larger response would be expected. On
he other hand, diffusion layer thickness increases so that analyte
ransport to the surface can become the limiting factor. In order to
tudy effect of flow rate on sensitivity (�A/mM) of the peak current
btained from glycolic acid by FIA, the same solution containing
lycolic acid was analyzed by batch method with amperometric
etection. With the batch method, it is essential to stir the reaction
ixture to avoid local concentration. Therefore, the stirring rate

ependence of the bioelectrode was pursued by varying the
tirring rate from 50 to 300 rpm. It was evident that the maximum
ensitivity was obtained at the lowest stirring rate tested (50 rpm).
n further increment of the stirring rate, the sensitivity decreased

uccessively and reached the minimum value at the stirring
ate of 300 rpm as follows: 0.345, 0.321, 0.264, 0.233, 0.164 and
.153 �A/mM glycolic acid at stirring rate 50, 75, 100, 150, 200 and
00 rpm, respectively. However, the maximum response time was
btained at the stirring rate of 50 rpm for the batch method. In
ddition, the maximum response time (t90, it is the time taken to
each 90% of the response) is obtained at flow rate of 0.2 mL min−1.
he rapid decrease in bioelectrode response with flow rate is due

o a reduced response time at the bioelectrode giving more time
or the bi-enzyme system reaction [29]. Diffusion within electrode
urface also plays an important role in the mass transfer because
ess substrate reaches the electrode surface at shorter response
ime [44]. The flow rate of buffer stream was therefore set at



5 Talan

0
s

v
i
t
a
r
t
w
d
v
e

4

4

t
a
I
t
T
a
n
w
s
Y
b

4

f
[
a
a
l
(
r
t
a
b
fl
f
c
m
b

t
f
w
b
I
c
g
k
s
e
t
a

4

r
r
s
t
w
d
s

4

t
s
n

4

e
t
g
F
r
i
i
d
o
f

F
1

04 S. Liawrungrath et al. /

.3 mL min−1 for compromise between bioelectrode response and
ample throughput.

The dependence of the bioelectrode response on the sample
olume was examined. It was found that the electrode response
ncreased rapidly when the sample volume was increased from 50
o 150 �L and reached the maximum electrode response at 150 �L
bove which the electrodes response began slightly decreasing and
eached the minimum value when the sample volume increased up
o 300 �L. The explanation for decreases in the electrode response
ith a sample volume of greater than 150 �L is probably owing to
ilution effect. In addition, the peak width increase with injected
olume. Based on the result, the sample volume of 150 �L was
mployed as the highest electrode response.

. Bioelectrode characterization

.1. Calibration curve

Fig. 3 displays typical current recording for FIA response under
he optimized experimental conditions for determining glycolic
cid over the concentration range 1×10−4 to 4×10−3 mol L−1.
t was found that the bioelectrode exhibits linearity of calibra-
ion up to 2×10−3 mol L−1 with curvature at higher concentration.
he slope of the initial linear range is 1.92×102 �A mol−1 with
correlation coefficient of 0.9901. The value 0.9901 suggests a

on-linear relationship. Therefore, it would be interesting to cheek
hether a higher polynomial makes considerably better fit. It was

hown that with the higher polynomial the regression equation was
= 180.62X + 0.017 with a correlation coefficient of 0.9956 which is
etter fit.

.2. Detection limit

A detection limit (S/N = 3) of 1×10−6 mol L−1 was obtained
or the proposed bioelectrode compared with 1×10−6 mol L−1

30] and 1×10−3 mol L−1 [45] reported previously for a glycolic
cid biosensors by Oungpipat and Alexander [30] and Dick et
l. [45], respectively. Hence, the present method exhibited the
ower detection limit than that previously obtained by Dick et al.
1.0×10−3 mol L−1) and the same detection limit as that previously
eported by Ouangpipat and Alexander (1.0×10−6 mol L−1). Beside
he different tissue, comparison between the previous paper [30]
nd the present one are as follows. The previous paper describes a
atch-wise or static method whereas the present paper describes a

ow-based method so that the amperometric cell designs are dif-

erent. The former method employs a conventional amperometric
ell whereas the latter method utilized a flow-through cell. Both
ethods are based on plant tissue biosensor as plant tissue-based

ioelectrodes with amperometric detection. However, the elec-

T
i
o
i
t

ig. 3. Typical response and calibration graph of glycolic acid; (a) 0.1×10−3 M (b) 0.3
.3×10−3 M, (h) 1.5×10−3 M, (i) 1.7×10−3 M, (j) 1.9×10−3 M and (k) 2.1×10−3 M.
ta 77 (2008) 500–506

rode body designs are different; the former electrode body is made
rom glass tube with a geometric area of 3.14 mm2 and the surface
as smoothed with a piece of weighing paper; the latter electrode
ody was a dual-series one with the size of 27 cm×27 cm×10 cm.
t is made from Perspect plastic with two circular cavities. Each
avity is 2 mm in diameter and 2 mm deep. The design of cell
askets/spacer is similar to that of the commercial one (cell gas-
et/spacer, MF-1048). The dimensions of the flow channels are dual
eries with crossflow. The carbon paste mixture used to pack in the
lectrode body was consisting of 32% ferrocene and 12% tissue for
he former carbon paste electrode and that containing 5% ferrocene
nd 20% ground plant tissue was the latter carbon paste electrode.

.3. Reproducibility

This is one of the important parameters to evaluate during fab-
ication of a sensor. For the present bioelectrode, it was found that
eplicate measurements of 1×10−3 mol L−1 glycolic acid for the
ame bioelectrode yielded 1.67% (n = 15) relative standard devia-
ion from the mean. Five independently made bioelectrodes that
ere prepared from the same batch of carbon paste on the same
ay showed acceptable bioelectrode reproducibility with a relative
tandard deviation of 4.52%.

.4. Sample throughput

The half peak-widths were found to be 90 s. These allow injec-
ion rates of 12 samples h−1 (tbase = 5 min) to be achieved. The high
ample throughput reflects the inherent advantage of the FIA tech-
ique over the batch measurements.

.5. Stability (life time)

An important parameter when considering the merit of the bio-
lectrode in the flow system is the electrode stability. To investigate
he present electrode stability, aliquots of a standard solution of
lycolic acid (1×10−3 mol L−1) were injected continuously into the
IA system under the optimized condition. It can be seen that the
esponse of bioelectrode remains almost constant initially, up to 70
njections (of standard and/or urine samples), because the enzyme
s in excess. After 90 and 110 injections, the bioelectrode response
ecreased to 70% and 50% of the original value, respectively. The loss
f bioelectrode response is, therefore, ascribed to the leaching of
errocene from the electrode and loss of the enzyme activity [46,47].

he proposed bioelectrode was stable over 24 h during successive
nflections and having breaks between measurements (e.g., 1–12 h
r up to overnight) the electrode response remained constant. This
ndicated that during the breaks the leaching of the ferrocene from
he electrode did not occur.

×10−3 M, (c) 0.5×10−3 M, (d) 0.7×10−3 M, (e) 0.9×10−3 M, (f) 1.1×10−3 M, (g)
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Table 1
Possible interference tested with the glycolic acid bioelectrode

Substance (X) Concentration (10−3 M) Current ratiosa

Ascorbic acid 0.005 0.99
0.1 0.29

Uric acid 2.0 1.04
5.0 1.52

Lactic acid 2.0 1.05
5.0 1.67

Oxalic acid 5.0 0.84
Tartaric acid 5.0 0.84
Salicylic acid 5.0 0.88
Glucose 5.0 0.90
Fructose 5.0 0.93
Succinic acid 5.0 0.95
Malonic acid 5.0 0.99
Maleic acid 5.0 1.05
Formic acid 5.0 1.09
Citric acid 5.0 1.14
Acetic acid 5.0 1.16
Glutamic acid 5.0 1.27
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Table 2
Determination of glycolic acid in 10-fold dilution of pretreated urine sample by the
present method and HPLC method [20]

Samples no. Glycolic acid concentration
(×10−3 mol L−1)

%Relative difference (C)a

Present method
(a)

HPLC method
(b)

1 0.49 0.49 0.0
2 0.72 0.71 1.4
3
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lycolic acid compared with 5×10−4 mol L−1 glycolic acid alone. Note that a current
atio of 1 has the meaning of no interference.

a Current ratios for mixture of concentration of substance (X) and 5×10−4 mol L−1.

.6. Selectivity

Fifteen possible interfering compounds (ascorbic acid, urine
cid, lactic acid, oxalic acid, tartaric acid, salicyclic acid, glucose,
ructose, succinic acid, maleic acid, formic acid, citric acid, acetic
cid and glutamic acid) were used to evaluate the selectivity of
he proposed bioelectrode. The current obtained for each interfer-
nce substance at 5×10−3 mol L−1 (unless otherwise stated) in the
resence of glycolic acid at a concentration of 5×10−4 mol L−1 was
sed as an indicator for bioelectrode selectivity in comparison with
he glycolic acid reading alone. It was shown that ascorbic acid at
igher concentration (1.0×10−4 mol L−1) has a strong inhibition
ffect on glycolic acid determination whereas uric and lactic acids
how a slight increase of the electrode response to glycolic acid.
hese results are listed in Table 1, showing that the bioelectrode
s quite selective for glycolic acid. Of these interferences studied,
nly ascorbic acid (1×10−4 mol L−1), uric acid 5×10−3 mol L−1 and
actic acid 5×10−3 mol L−1 interfered to a significant extent judg-
ng from the current ratio by comparison with a current ratio of

that has the meaning that no interference greater or smaller
han 1 should be regarded as suffering from interference. As for

ost amperometry sensors, electroactive species such as ascor-
ic acid can easily oxidize directly on the electrode surface at low
otential, thus changing the enzyme-mediated current, resulting in

nhibition effect on glycolic acid determination. This effect became
trong as well as increases in ascorbic acid concentration. These
ffects clearly occur in the present work. However, in the pres-
nce of lower concentrations of ascorbic acid (5×10−6 mol L−1),
actic acid (2×10−4 mol L−1) and uric acid (2×10−4 mol L−1), it
as found that no interference effects on the glycolic acid deter-
ination were observed. The small bioelectrode response to uric

cid and lactic acid implies some cross-reactivity of enzyme gly-
olate oxidase towards uric acid and lactic acid. These results are
onsistent with those reported in previous work [48–51] regard-
ng the ability of glycolate oxidase to oxidize uric acid and lactic
cid.
.7. Recovery study

The recovery of the method was determined by using method of
tandard addition, in which various known concentrations of stan-
ard glycolic acid were added into the urine samples. In order to

d
d
o
p
a

0.72 0.71 1.4

= (a−b)\a×100.
a Mean of triplicate determinations.

valuate the performance and the reliability of the bioelectrode
he recoveries of glycolic acid in the spiked urine samples were
etermined after 0.0005 and 0.001 mol L−1 were added to a 10-fold
ilution of charcoal pretreated urine samples. Other compounds
ay interfere by reacting with hydrogen peroxide, ferrocene or

y direct electrochemical activity at the operating voltage. The
retreatment step of urine sample with charcoal is essential and
ecommended in order to eliminate any ascorbic acid and other
lectroactive compounds contained in the sample. The samples
ere mixed with 300 mg of activated charcoal and the charcoal was

emoved by centrifugation. A 10-fold dilution of the supernatant
as then used for the glycolic acid assay [26]. Typical recoveries
f glycolic acid spiked in the range 0.5×10−3 to 1.0×10−3 mol L−1

o urine samples were 94.0–100.2%. The bioelectrode shows sat-
sfactory results with an average recovery of 98.33%. It is well
ossible that the charcoal treatment has more or less influence
n glycolic acid concentration, because any adsorption losses are
eflected in a decreased glycolic acid concentration. Therefore,
omparative recovery determination of glycolic acid has been car-
ied out by spiking the 10-fold dilution of the untreated urine
amples with 0.0005 and 0.001 mol L−1 of standard glycolic acid
efore treatment with charcoal. It was found that the relative aver-
ge recoveries of the spiked glycolic acid were over the range of
4.3–98.8% indicating that the charcoal treatment of the spiked
rine samples exhibited slight effect on glycolic acid concentra-
ion.

.8. Analysis of glycolic acid in urine samples and validation of
he method

A 10-fold dilution of pretreated urine samples was analyzed by
he present method under optimal experimental conditions. Com-
arative determinations of glycolic acid in the same pretreated
rine samples by HPLC method [20] have been also carried out
o investigate the accuracy of the proposed method (validation).
esults obtained by both methods (Table 2) were compared favor-
bly and verified by the Student’s t-test at the 95% confidence level.
satisfactory agreement between the results was found with mean

elative differences in the range 0.0–1.0%. This indicated that the
roposed FI method was very accurate.

. Conclusion

This work has presented the feasibility of utilizing the avail-
ble bi-enzyme system in sunflower leaves for fabrication of a
ovel plant tissues-based biosensor coupled with the sample flow-

njection system for the determination of glycolic acid. The simple

esign and low cost of the bioelectrode construction are further
istinctive features of the proposed electrode. It is typical of amper-
metric sensors based on mixed tissue carbon paste electrode to
rovide high sensitivity and rapid response. Moreover, the use of
low operating potential together with the specific enzymatic
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eaction resulted in minimal interference effects. Pretreatment of
ample containing ascorbic acid with activated charcoal is required
o achieve bioelectrode accuracy.
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a b s t r a c t

A method for determination of seven polyphenols (chlorogenic acid, esculetin, caffeic acid, scopoletin,
rutin, quercetin hydrate, kaempferol) by reversed-phase high performance liquid chromatography (RP-
HPLC) combined with preconcentration was developed. The preconcentration was accomplished by
adsorption–desorption method with a styrene-divinylbenzene resin (XAD-4), and the analytes were des-
orbed by methanol. The parameters of adsorption and desorption, such as the amounts of resin, adsorption
time, pH of the adsorption solution, and the volume of methanol for desorption were optimized. RP-
HPLC with photodiode array detector (PAD) was employed for the qualitative and quantitative analysis.
Methanol and acetic–water (1:99, v/v) solution were used as the mobile phase, and a gradient program
esorption
AD-4 resin
igh performance liquid chromatography

was established for separation. Calibration curves of the seven analytes were obtained in the range of
0.8–3 mg L−1, with correlation coefficients (R) higher than 0.9990. With standard samples, the recoveries
for the preconcentration step under optimal conditions were 93–99%, and the relative standard deviations
were 0.2–2.0% (n = 5). Polyphenols in simulated tobacco-polluted water were analyzed with the optimized
conditions. Chlorogenic acid and rutin were found and determined, whose concentrations were 32.8 and
19.2 �g L−1, respectively. The spiked recoveries of the polyphenols were 83–95% except quercetin hydrate
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(63%), the relative standar

. Introduction

Polyphenols are widely distributed in plants, such as fruits, veg-
tables, tea, olive oil, tobacco and so on. As a large group of bioactive
hemicals, they have diverse biological functions. Polyphenols are
ssential to plant life, which can provide defense against microbial
ttacks and make food unpalatable to predators. As antioxidants,
hey can be used in the treatment of disease and cancer as
ell. Moreover, polyphenols have many industrial applications, for

xample, they are used as natural colorants and preservatives for
oods, and applied in the production of paints, paper, and cosmetics
1–3].

Cigarettes are the most littered item in the world and it is
stimated that several trillion cigarette butts are littered world-
ide every year. The vast amounts of cigarette butts are flicked

n our sidewalks, beaches, nature trails, gardens, and other public

laces every day [4]. Polyphenols (chlorogenic acid, rutin, scopo-

etin, esculetin, caffeic acid, quercetin and kaempferol) and other
rganic residues in the cigarette butts which are difficult to decom-
ose are released into the environment. Thus, the monitoring of

∗ Corresponding author. Tel.: +86 22 23503430; fax: +86 22 23502458.
E-mail address: xshao@nankai.edu.cn (X. Shao).
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oi:10.1016/j.talanta.2008.07.011
iations were less than 3.5% (n = 5).
© 2008 Elsevier B.V. All rights reserved.

nvironmental water and recovery of the valuable compounds have
oth environmental and economic benefits.

There is an increasing demand for highly sensitive and selec-
ive analytical method for the determination of polyphenols. In

ost of previous studies, polyphenols have been analyzed by
hin-layer chromatography (TLC) [5,6], gas chromatography (GC)
7–9], high performance liquid chromatography (HPLC) [10–14],
apillary electrophoretic, capillary electrochromatographic tech-
iques [15–19] and other methods [20]. GC has great separation
apacity, and offers high sensitivity and selectivity when com-
ined with mass spectrometry. However, preparation of samples
or GC is very troublesome, including the removal of lipids from
he extract, liberation of phenolics from ester and glycosidic bonds,
nd derivatisation for low volatile polyphenols [21]. Electrophoretic
eparation techniques have the characteristic features of high sepa-
ation efficiency as well as short analysis time and low consumption
f solvents and samples. At the same time, their drawbacks are
enerally lower sensitivity and worse reproducibility compared to
PLC [21,22]. Reverse phase (RP) HPLC has become a dominating

nalytical tool for the separation and determination of polyphe-
ols with different detection systems such as diode array detector
DAD), mass or tandem mass spectrometry [23–25]. Sakakibara et
l. [26] determined all polyphenols in foodstuffs simultaneously
ith HPLC-DAD and constructed a library comprising respective
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80 Q. Liu et al. / Talan

alibration curves for 100 standard chemicals. Abad-Garcia et al.
27] analyzed polyphenolic compounds in fruit juices by RP-HPLC
ith DAD. Nevertheless, due to the disadvantages in detection limit

nd sensitivity, HPLC methods are helpless for low content sam-
les, especially in complex matrix, such as crude plant extracts and
nvironmental samples.

Thus, the purification and preconcentration of the polyphenols
rom complex matrix are crucial prior to the instrumental analy-
is. Polyphenols can usually be purified by adsorption–desorption
rocesses by using high efficient sorbents, of which C18 and highly
rosslinked styrene-divinylbenzene (S-DVB) copolymers are very
opular [28–33]. Scordino et al. [28–30] recovered hesperidin,
nthocyanins and hydroxycinnamates from aqueous solutions
mploying commercial S-DVB and acrylic resins. The results indi-
ated that S-DVB copolymers with large specific surface area
ere most effective, and the loaded anthocyanins could be totally

emoved by methanol or ethanol. Agalias et al. [31] recovered
he polyphenols from olive oil mill waste water, and the results
emonstrated that both XAD-4 and XAD-16 were capable of suc-
essfully adsorbing hydroxytyrosol. However, in most of the works
or determining polyphenols, solid phase extraction (SPE) was
sed for purification, but concentration was not achieved or the
oncentration was accomplished by a following treatment like
otary evaporation and nitrogen blowing, which may lead to loss
f polyphenols [34–39]. A few researches were reported on the
oncentration of the tobacco-polyphenols by SPE.

In the present work, a method for determination of the seven low
ontent polyphenols by HPLC combined with a preconcentration
tep was developed. The adsorption of low content polyphenols was
nvestigated to increase the sensitivity of HPLC analysis. Since envi-
onmental water analysis is the aim for the method, the commonly
sed resin (XAD-4) was selected in view of industrial application
nd practicability. The central works were searching the optimal
onditions for the adsorption–desorption processes and assessing
he feasibility for determination of the low content polyphenols
n environmental water. Results show that the enrichment is very
ffective and the recoveries are considerable for both standard solu-
ion and environmental water sample.

. Experimental

.1. Materials and reagents

Methanol (Concord Technology Co., Ltd. Tianjin, China) was of
PLC grade. Acetic acid and hydrochloric acid, provided by Beifang
hemicals (Tianjin, China), were of analytical reagent grade. Puri-
ed water, provided by Wahaha Company (Hangzhou, China), was
sed throughout.

Chlorogenic acid, esculetin, caffeic acid, scopoletin, quercetin
ydrate were purchased from ACROS Company (America), rutin
ydrate and kaempferol were purchased from DR.E Company
Augsburg, Germany) and Tokyo Kasei Kogyo Co., Ltd (Japan),
espectively. Each stock solution of polyphenol standards was made
p at l.0×103 mg L−1 in methanol. All stock standard solutions were
tored at 4 ◦C in darkness. The working solutions were prepared
eekly by mixing each stock solution and diluting with methanol,

nd the aqueous solutions for adsorption were prepared by mixing
ach diluted stock solution and diluting with purified water.

The Amberlite XAD-4 resin was a macroporous S-DVB copoly-
er, which was purchased from Rohm & Haas (Chauny, France).
he characteristics of the resin are as follows: average particle
ize, 640 �m; average pore size, 100 Å; surface area, 750 m2 g−1;
orosity, 0.5 mL mL−1; specific gravity, 1.01–1.03; moisture content,
4–60%; maximum temperature, 150 ◦C; pH range, 0–14.

a

w
a

(2008) 679–683

.2. Samples

To evaluate the feasibility of the developed method, local river
ater was collected. The pH of the river water was around 7 and

here were some laurel-green suspended solids which were filtered
efore use. The water was analyzed by HPLC, no polyphenol was
ound and only a small quanlity of organic compound was detected.

blank run for the preconcentration of the river water was also
one by using the adsorption–desorption method, polyphenol was
till not found. Thus, a little of cigarette was added to the river water
rtificially to simulate the tobacco-polluted water as the test sam-
le in this work. 0.0500 g cigarette was put to 200 mL river water for
tatic extraction for 15 min at room temperature. The extract was
ltered, 5.00 mL filtrate was diluted to 50 times (250 mL) with river
ater and adjusted to pH 2.5 with dilute hydrochloric acid prior to

he adsorption.

.3. HPLC analyses

The chromatographic system consists of a Waters 1525 binary
ump and a waters 2996 photodiode array detector (Milford, MA,
SA). C18 column (SunFireTM 5 �m, 4.6 mm×150 mm, waters, USA)
as used for separation. Data acquisition and analyse were carried
ut using the Empower software (Waters Technologies, America).
he photodiode array detector was operated between 210 and
00 nm. The solvent system was composed of methanol (eluent
) and the mixture of acetic acid–water solution (1:99, v/v) (elu-
nt B). The gradient elution program was used, i.e., initial condition
as A:B = 3:7 for 6.5 min, followed by linear gradient to A:B = 8:2

t 14 min, and maintained this proportion until the end of run.
he flow rate was 1 mL min−1 and the injection volume was 10 �L.
ach of the polyphenols is monitored and quantified at the wave-
ength of its maximal absorbance, i.e., chlorogenic acid, 327.5 nm;
sculetin, 345.4 nm; caffeic acid, 323.9 nm; scopoletin, 345.4 nm;
utin, 356.2 nm; quercetin hydrate, 370.3 nm; and kaempferol,
65.5 nm. Both the retention time and the UV spectra were
sed to identify the polyphenols in the simulated environmental
amples.

.4. Adsorption and desorption method

Activation of the resin was performed by overnight soaking in
6% ethanol with two bed volumes (BV) of 96% ethanol, followed by
insing with five BV of purified water. Batch adsorption experiments
ere carried out in 500 mL glass-stoppered flask. 250 ml aqueous

olution of low content polyphenols was introduced into the flask.
he solution pH was adjusted to the desired level (between 2.5
nd 5.0) with dilute hydrochloric acid. Then, the predetermined
mounts of XAD-4 resin were introduced into the flask. Each sus-
ension was stirred using magnetic stirring bar at 400 rpm for
ertain hours at room temperature (20±1 ◦C) in darkness. The main
arameters, such as the amounts of resin, contact time and pH, were
ptimized as discussed in the following section.

When the adsorption was complete, the adsorbed XAD-4 resin
as separated and dried by fast filtration. Then, it was filled into a

lass column (7 cm×4 cm i.d.). The analytes were desorbed with
ertain amounts of methanol (≤5 mL) at a flow rate of approxi-
ately 1 mL min−1, and the column was dried by air pressure to

ollect the analytes to the greatest extent. The effluents were col-
ected, diluted to 5 mL with methanol. The obtained solution was
nalyzed by HPLC system immediately.
Because the initial concentrations of the polyphenol standards

ere below the lowermost point of the calibration curve, the
dsorption and desorption efficiency were evaluated by the total
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ig. 1. Effect of resin dosage on the adsorption of polyphenols (V, 250 mL; C0,
.024 mg L−1; T, 293 K; contact time, 2 h; pH, 2.5; volume of methanol, 5 mL).

ecovery. The recoveries were defined as the ratios between the
easured and initial quantity of the polyphenols.

. Results and discussion

.1. Optimization of the adsorption and desorption conditions

With the purpose to increase the recovery of the analytical
ethod, the amounts of resin, the pH and contact time for adsorp-

ion, and the volume of methanol for desorption, were optimized
y using 250 mL mixed solution containing 0.024 mg L−1 of each
olyphenol.

At first, different amounts of XAD-4 resin (0.50, 0.75, 1.00, 1.25,
.50 g) were used for adsorption of the polyphenol standard solu-
ions to study the effect of the sorbent dosage. 2 h contact time
nd pH 2.5 were employed. The recoveries are shown in Fig. 1. The
oints are connected just for expressing the trends clearly, instead
f representing a mathematical function. It is clear that 1.0 g resin
s sufficient for the adsorption.
Secondly, the variation of the recoveries with contact time was
nvestigated varying from 0.5 to 4 h by using 1.0 g sorbent dosage
nd pH 2.5. Fig. 2 shows the result, from which it can be found
hat the recoveries increase with the contact time at the beginning
tage, but after 2 h they reach a platform. This result indicates that

ig. 2. Effect of contact time on the adsorption of polyphenols (V, 250 mL; C0,
.024 mg L−1; T, 293 K; amounts of resin, 1 g; pH, 2.5; volume of methanol, 5 mL).

a
g
2
n
s

F
C

ig. 3. Effect of pH on the adsorption of polyphenols (V, 250 mL; C0, 0.024 mg L−1;
, 293 K; amounts of resin, 1 g; contact time, 2 h; volume of methanol, 5 mL).

he adsorption equilibrium can be established within 2 h. Therefore,
h was used for the adsorption contact time.

The pH of the adsorption solution is also a key parameter that
ffects the adsorption behavior of the sorbent. Considering the sta-
ility of the polyphenols [40,41], the pH range from 2.5 to 5 was

nvestigated. 5 is the pH value without any adjustment. Fig. 3 shows
he effect of pH on the recoveries, which clearly indicates that the
ncrease of the acidity of the solution improves the efficiency of the
dsorption. This result is consistent with that reported by Kam-
erer et al. [42], saying that protonation of phenolic compounds

n highly acidic conditions significantly enhances their affinity to
onpolar resins. So, pH 2.5 is chosen for the adsorption.

On the other hand, for the desorption step, methanol was used as
uggested in literatures [42,43], and effect of the methanol volume
sed in the desorption was investigated. Fig. 4 shows the variation
f the recoveries with the methanol volume. It is clear that 5 mL is
n adequate quantity to elute the adsorbed polyphenols.

With the optimized conditions above, the recoveries for the
tandard samples are 93–99%, and the relative standard deviations
re 0.2–2.0% (n = 5). Moreover, the parameters were used to investi-

ate the effect of the sample volumes on the recoveries. 25, 50, 100,
50 mL sample solutions containing the same mass of the polyphe-
ols were used. Results show that the recoveries are influenced
lightly by the sample volume when it is below 250 mL.

ig. 4. Effect of the volume of methanol on the desorption of polyphenols (V, 250 mL;
0, 0.024 mg L−1; T, 293 K; amounts of resin, 1 g; contact time, 2 h; pH, 2.5).
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Table 2
Calibration curves of the polyphenols and the related parameters

Polyphenols Regression equationa R LOD
(mg L−1)

R.S.D. (%,
n = 5)

Chlorogenic acid y =−1.04×105 + 2.44×105 x 0.9997 0.2 6.0
Esculetin y =−8.89×104 + 3.97×105 x 0.9998 0.3 1.2
Caffeic acid y =−1.51×105 + 4.81×105 x 0.9996 0.3 5.6
Scopoletin y =−4.74×104 + 4.37×105 x 0.9999 0.1 0.8
Rutin y =−1.54×104 + 1.66×105 x 0.9999 0.2 3.3
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Furthermore, polyphenol standard solutions were added to the
simulated sample prior to the preconcentration for estimation of
the recoveries of this method, and the precision of the method
was also evaluated through a five-replicated determination. Table 3
ig. 5. Typical chromatogram at 327.5 nm obtained for polyphenol standards.
dentified compounds of peaks 1–7 are chlorogenic acid, esculetin, caffeic acid,
copoletin, rutin, quercetin hydrate, kaempferol, respectively.

.2. Separation and qualitative analysis

Because the acidic condition is required to get a satisfactory sep-
ration and peak shapes due to the nature of the polyphenols, acetic
cid was chosen to regulate the pH of the mobile phase. But consid-
ring the stability of the C18 column, the pH of acetic acid–water was
xed at 2.5, in which the percentage of acetic acid is 1%. Methanol
as used as an organic elution agent and the influence of its content
n the retention of the analytes was investigated. It was found that
he retention time of the polyphenols decreases with the increase
f the methanol content, and gradient elution must be used for a
etter resolution. With the influence of the methanol content on
he retention and trials, the gradient elution described in Section
.3 was used, with which the seven polyphenols can be separated
uccessfully and the run time was 16 min. Fig. 5 shows a typical
hromatogram at 327.5 nm.

To identify the polyphenols, both the retention time and the
V spectra were used. Retention time with the standard deviation

n = 5) and maximal absorption wavelength for the identification of
he polyphenols are listed in Table 1.

.3. Quantitative analysis

Quantitative determination was performed by external cali-
ration. For establishing the calibration curves, different working
olutions were prepared by dilution of the mixed stock solutions
ith methanol. With the aim for determination of low content
olyphenols, a relatively low concentration and a narrow con-

entration range from 0.8 to 3 mg L−1 were investigated. Each
olyphenol was monitored at its maximal absorption wavelength,
nd the calibration curve of each compound was established with
ve samples with different concentration. The limits of detection

able 1
etention time and maximal absorption wavelength for the identification of the
olyphenols

eak no. Polyphenol tR ± S.D. (min) �max (nm)

Chlorogenic acid 5.43 ± 0.13 327.5
Esculetin 5.60 ± 0.30 345.4
Caffeic acid 7.24 ± 0.22 323.9
Scopoletin 10.10 ± 0.11 345.4
Rutin 12.30 ± 0.07 356.2
Quercetin hydrate 14.20 ± 0.04 370.3
Kaempferol 15.20 ± 0.04 365.5

F
c
r

uercetin hydrate y =−7.60×104 + 2.30×105 x 0.9997 0.3 1.0
aempferol y =−8.66×104 + 3.48×105 x 0.9995 0.3 3.5

a y is the peak area and x the concentration in mg L−1.

ere estimated by decreasing the concentration of the analytes
own to the smallest detectable peaks (S/N = 3). The regression
quation, correlation coefficient and limit of detection are listed
n Table 2. In order to investigate the reproducibility of the method,
ve measurements of the sample with the highest concentration
ere repeated. The relative standard deviations (R.S.D.s) of the peak

rea are found between 0.8% and 6.0% (n = 5), which are also listed
n Table 2.

.4. Analysis of polyphenols in the simulated environmental
amples

To investigate the applicability of the method, environmental
ater sample was analyzed. At first, local river water was collected

nd analyzed, but no polyphenol was found. Therefore, the sim-
lated tobacco-polluted environmental sample was prepared by
utting a little of cigarette power into a large volume of the river
ater. The contents of the simulated sample stated in Section 2.2
ere under the limits of detection, so 250 mL of the sample was

oncentrated by using the same conditions, i.e., resin dosage, 1 g;
ontact time, 2 h; pH, 2.5; volume of methanol for desorption, 5 mL.
he chromatogram of the simulated environmental sample after
reconcentration using XAD-4 was given in Fig. 6. Identified com-
ounds of peaks 1 and 2 are chlorogenic acid and rutin, respectively.
ith the calibration curves listed in Table 2, the concentrations of

he two compounds were found to be 32.8 and 19.2 �g L−1, respec-
ively.
ig. 6. Chromatogram of the simulated tobacco-polluted water sample after precon-
entration using XAD-4. Peak 1 and 2 are identified as chlorogenic acid and rutin,
espectively.
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Table 3
Analytical results for the polyphenols in the simulated samples

Component Determineda (�g) Spiked (�g) Found (�g) Recoveryb (%) R.S.D. (%, n = 5)

Chlorogenic acid 8.2 4 11.8 90 2.8
Esculetin 0 6 5.0 83 3.5
Caffeic acid 0 6 5.6 93 2.3
Scopoletin 0 6 5.7 95 0.8
Rutin 4.8 2 6.7 95 3.2
Quercetin hydrate 0 6 3.8 63 3.2
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[41] M. Friedman, H.S. Jurgens, J. Agric. Food Chem. 48 (2000) 2101–2110.
aempferol 0 6

a Because 250 mL simulated tobacco-polluted water was used, the corresponding
b The recovery is calculated by the quantities (Q) determined, spiked and found, i

ummarized the results. It can be found that the recoveries of
he polyphenols were between 83% and 95% except for quercetin
ydrate (63%), and the R.S.D.s were from 0.8% to 3.5%. With the sim-

lar conditions, low recoveries for quercetin were also obtained in
he works of de Villiers et al. [39] and Michalkiewicz et al. [44] The
elatively low recovery for quercetin may be caused by the poor sol-
bility, or the strong interaction with the complex matrix because

t has more phenol hydroxyl than the others, especially compared
ith kaempferol and rutin.

. Conclusions

A method for determination of seven polyphenols by RP-
PLC combined with a preconcentration step was developed. The
dsorption–desorption method for low content polyphenols by
AD-4 was investigated. The appropriate pH for adsorption was
.5, it needs 2 h to reach the adsorption equilibrium, and methanol
an be used for desorption. Methanol and acetic–water (1:99, v/v)
olution were used as the mobile phase, and a gradient program was
stablished for separation. With the optimal experimental condi-
ions, environmental water was analyzed, and the results show that
he method has a good reproducibility and acceptable recoveries for
he studied analytes. It may provide a good way for determination
f low concentration polyphenols in environmental water.
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a b s t r a c t

Gelatinous solidified layers of the photographic film were used for the immobilization of analytical
reagents for detection and determination of reductants and primary aromatic amines. It was shown,
that the films with immobilized iron(III)-Dipy or iron(III)-Phen complexes as test films for reductants
vailable online 3 August 2008

eywords:
est film
elatinous gel
eductant

and films with immobilized aldehydes (vanillin, p-dimethylaminobenzaldehyde) as the test films for pri-
mary aromatic amines can be used. The improving of reagents immobilization in the presence of sodium
dodecylsulfate micelles was obtained. Metrological characteristics of visual detection and photometric
determination using test films were evaluated on the basis of statistical approach and investigation of
detection probability distribution in the concentration range of unreliable reaction. The suggested test
films for the determination of ascorbic acid, analgin (dipyrone), novocaine and streptocide in drugs were
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rimary aromatic amine examined successfully.

. Introduction

Different test tools such as indicator strips, indicator tubes, pow-
ers, etc., are used for the identification of individual substances,
or fast screening numerous analyzed samples or for in-real-site
ontrol of the composition and quality of the consumption prod-
cts [1]. One of the ways of the new test tools creation is the
earch of new materials for immobilization of analytical reagents.
f special interest are the transparent materials, which allow reg-

stering analytical effect by UV–visible photometry. For instance,
olymethacrylate matrixes were successfully used for obtaining the
ransparent test films for determination of ascorbic acid, iron(II, III),
uoride-ions [2–4]. Another example of a transparent material for

mmobilization of reagents is gelatinous gel. Gelatinous solidified
ayers of the commercial photographic films have been used ear-
ier for the synthesis of low water soluble metal complexes and
tudying their spectral properties [5–7], for photometric investi-
ation of the mechanism of the gelatine staining with fluorone
erivative dyes [8], for study of the medium effects of acid–base

ndicators [9]. Test films for detection and determination of drug

itroxoline [10] and determination of heavy metals ions total con-
entration [9] on the basis of a gelatinous layer have been obtained
n our previous works. It was shown recently, that in gelatinous
el of the films it is possible to immobilize the reagents for dia-
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otization and azocoupling reactions; on this base the sensitive
lements for determination of nitrites are offered [11]. Gelatinous
ayer of the photographic film as medium for photometric studies
as following advantages: transparency, isotropic of the physico-
echanical properties, mechanical stability and colour uniformity

f the samples obtained on the basis of the films. Creation of
he new test tools with using of the gelatinous gel of the pho-
ographic films as medium for immobilization of reagents is of
nterest.

Many practically important organic substances which are con-
tituents of drugs, food-additives, food-stuffs have the reductant
nd antioxidant properties. The best-known substance of such
ype is ascorbic acid. The commercial test strips for detection
nd semi-quantitative determination of ascorbic acid are pro-
uced [12,13]. Indicator powders [14–19], test films [2–4], special
uvettes with integrated sensor layer made of dye Prussian blue
20–22] for the test-determination of ascorbic acid are suggested
lso. Application of the same test tools for determination of
ther reductants, for example, medicine analgin [15], and for the
ontrol total amount of reductants [18] or antioxidants [19] is
escribed.

The group of primary aromatic amines (PAA) includes
idespread substances: aniline, its derivatives and many drugs
uch as a local anesthetic drugs and sulfanamides. For the test-
etermination of PAA the indicator powders [23,24], indicator tubes
25–27], papers [28,24], test strips [27,29] have been suggested.

Present work is devoted to further study of the immobilization
ossibilities of analytical reagents into gelatinous solidified layer
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nd to creation of new test tool for identification and determination
f reductants and primary aromatic amines.

. Experimental

.1. Reagents

The analytes (detected and determined substances) are shown
n Fig. 1, they were pharmaceutical substances.

.1.1. Analytical reagents
2,2′-Dipyridyl (Dipy), 1,10-phenantroline (Phen) from Reanal

Hungary); vanillin, p-dimethylaminobenzaldehyde (p-DMAB),
erephthalic aldehyde, salicylaldehyde, furfurol were of analytical
rade; bromphenolic blue (BPB) was of analytical grade.

.1.2. Auxiliary reagents
NH4Fe(SO4)2·12H2O was of analytical grade; sodium dodecyl

ulfate (SDS, 97% m/m) from AppliChem (Germany) was used with-
ut further purification; aqueous ethanol (96% v/v). Hydrochloric
cid, perchloric acid, acetic acid, sodium acetate trihydrate were of
nalytical grade and were used for regulation of the solution acidity.

.2. Preparation of the solutions

Stock solutions of analgin and sodium ascorbate (ascorbic acid
were prepared by dissolving a weighted amount of substances in
.1 M HClO4 solution just before investigation to prevent decompo-
ition of the target component. Working solutions were obtained
y suitable dilution of the stock solutions by 0.1 M HClO4.

Stock solutions of novocaine, streptocide and streptocide soluble
ere prepared by dissolving a weighted amount of amines in water

r in 2 M HCl solution. Working solutions were obtained by suitable
ilution of the stock solutions by water or by 2 M HCl solution.

Iron(III) solution was prepared by dissolving a weighted amount
f NH4Fe(SO4)2·12H2O in water, the undissolved residue was fil-
ered out. Concentration of iron(III) was determined by titration
ith disodium dihydrogen ethylenediaminetetraacetate at pH 2.5

n presence of sulfosalicylic acid as indicator [30].

Aldehydes solutions (0.3 M vanillin, 0.1 M p-DMAB, 0.5 M fur-

urol, 0.2 M salicylaldehyde, 0.05 M terephthalic aldehyde) were
repared by dissolving a weighted amount of aldehydes in ethanol
nd diluting to the mark with water (the ratio of ethanol: water
olumes was equal 2:3).

ig. 1. Structure of the substances–analytes: (1) ascorbic acid (�-lactone-2,3-
ehydro-l-gulonic acid); (2) analgin (dipyrone; sodium 2,3-dimethyl-1-phenyl-
-methylaminopyrazolone-5-N-methanesulfonate hydrate); (3) novocaine
4-aminobenzoic acid 2-(diethylamino)ethyl ester hydrochloride); (4) strep-
ocide (4-aminobenzenesulfonamide); (5) streptocide soluble (sodium
-sulfamidebenzeneaminomethylenesulfonate).
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To prepare all solutions for investigations with reductants the
ouble distilled water was used. To prepare all solutions for inves-
igations with PAA the distilled water was used.

.3. Preparation of the initial films

Gelatinous solidified layers of the commercial photographic
lms “Micrat-300” were used to obtain test films after removing
f silver compounds [31]. In order to remove of silver compounds
n initial film was spoiled (by exposing it to light for 4 days) and
as immersed in a solution contained 88 g/l sodium citrate and
g/l potassium hexacyanoferrate(III) for 10 min. The obtained film
as washed and immersed in aqueous solution of 1.6 mol/l sodium

hiosulfate for 10 min, then was washed in the running distilled
ater for 20 min and was dried on air. Colourless resulting films
ere used for immobilization of analytical reagents and obtaining

f test films.

.4. Equipment

Absorption spectra were registered with a photometer KFK-3
Zagorsk, Russia). Absorbance of the solutions and of the coloured
lms was measured against the blank solution or blank film con-
aining all reagents except analyte respectively.

Hydrophobicity parameters log Po/w were calculated using the
yperChem 6.01 program packet (2000 Hypercube, Inc.).

. Results and discussion

.1. Test films for detection and determination of reductants

.1.1. The choice of analytical reagents for test-determination of
eductants

The different analytical reagents are used by developing of
est tools for determination of reductants, namely ascorbic
cid and analgin, as described in works [2,3,15–22]. There are
opper(II) complexes with tetrabenzo[b,f,j,n][1,5,9,13]tetraazacycl-
hexadecine [15], iron(III) complexes with Dipy [2] or Phen [19],
indshendler’s Green [16], phosphomolybdic acids and compounds
f copper(II) [17], ionic associates of Methylene Blue and Toluidine
lue with triiodide ions [18], 2,6-dichlorphenolindophenol [3] and
russian blue [20–22].

We chose the iron(III) complexes with Dipy and Phen as reagents
or immobilization in gelatinous solidified layer. These complexes
re widely used as redox-indicators (e.g., ferroin) and their ana-
ytical property are appropriate for application in test tools. The
eaction of reductant and iron(III) complexes with Dipy and Phen in
queous solutions at pH < 3 produces contrast colour change from
ight blue to red colour [32]. Colour change is caused by reduc-
ion/oxidation of the central atom of complexes. This one-electronic
rocess is not complicated by secondary reaction, is reversible and
un with high rate.

The film containing iron(III) complexes with Dipy (Fe-Dipy-
lm) after contact with the solutions of analgin or ascorbic acid
ecame brightly pink; the film containing iron(III) complexes with
hen (Fe-Phen-film) became reddish-orange. The colour bright-
ess intensified after drying of the films. The absorption spectra
f reduced forms of complexes are shown in Fig. 2. Absorbance

aximum of film-immobilized reduced complexes was observed

t the wavelength similar to one in the alcohol–aqueous or aque-
us solution: for the complex iron(II)-Dipy in film �max 525 nm,
n aqueous solution �max 522 nm [30,32]; for the complex iron(II)-
hen in film �max 515 nm, in aqueous solution �max 508 nm [32] or
12 nm [30].
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Fig. 2. Absorption spectra of the solutions (1) and the fil

.1.2. The optimization of test films obtaining

.1.2.1. The immobilization of analytical reagents in gelatinous solid-
fied layer. Conditions for reagents immobilization into gelatinous
ayer of the initial film were chosen according to intensity of the
nal analytical effect—a film colour after contact with analyte
olution. For preparation iron(III) complexes Dipy and Phen was
issolved in 10 ml of ethanol in a 25 ml standard flask and HClO4 or
Cl solution was added up to pH 4. Then iron(III) solution aliquot
as added into flask and all were diluted up to 25 ml with water. The
btained solution was placed into Petri dish and pieces of the films
2 cm×3 cm) were immersed into solution for 20 min at periodical
tirring. The films were dried on air up to removal of solvent drops
nd kept in glass bottles with covers. The films with immobilized
ron(III) complexes looked almost colourless or slightly yellow just
s the solution containing iron(III) complexes at working pH value.
e-Dipy-films were stable during some months and Fe-Phen-films
ere stable during 1 month.

The optimal properties of test films were achieved by immobi-
ization of complexes from solutions with following concentrations
f reagents: 0.2 M Dipy and 0.004 M iron(III); 0.025 M Phen and
.002 M iron(III).

The complexes were immobilized into film from acidic solu-
ions. It is observed, that perchloric acid HClO4 was better acidic
eagent than HCl. The films obtained in presence of HCl were
ess coloured after contact with analgin solution and the coloured
orm was washed out by solution. Obviously, HClO4 promoted the
mmobilization of complexes Fe(Dipy)3+

3 and Fe(Phen)3+
3 owing

o formation of ionic associates of these cationic complexes with
lO4
− anions [33]. Formation of ionic associates with Cl− anions is

ot typical.

.1.2.2. The influence of SDS on immobilization of reagents in
elatinous solidified layer. It is known, that anionic surfactants
ore strongly associate with gelatine, than cationic [34]. Macro-
olecules of gelatine associate with SDS monomers in aqueous

olutions that are accompanied by conformation changes of
he macromolecules and their hydrophobization [34,35]. Gela-
ine macromolecules, adsorbed on the polystyrene surface, form
ssociates with SDS micelles or monomers by electrostatic and
ydrophobic interactions too [36]. Hydrophobization of gelatine in
he presence of SDS can be used for modification of the properties
f the gelatinous gel medium and increasing the ability of gelati-
ous layer to solubilize the moderately hydrophobic reagents. In

his view SDS at concentration above and below the critical micel-
ar concentration (cmc) was added into solutions at immobilization
f reagents into films.

The test films with immobilized iron(III)-Phen complexes
btained in the presence of 0.01 mol/l SDS were coloured more

p
4
s

h

), containing Fe(Dipy)3(ClO4)2 (a), Fe(Phen)3(ClO4)2 (b).

trongly after contact with reductant solutions than films obtained
n the absence of SDS. However, SDS did not effect practically on
he property of films containing iron(III) Dipy complexes. The dif-
erent influence of SDS is attributable to different hydrophobicity of
he immobilized ionic associates. Phen is more hydrophobic ligand
hen Dipy (the values log Po/w are equal 1.78 and 1.28 respectively).

onic associates formed by cation Fe(Phen)3+
3 are more hydropho-

ic and less soluble in water than ionic associates formed by
e(Dipy)3+

3 , hence, they are sorbed and retained in gelatinous layer
etter while gelatine is hydrophobized by SDS. On the other hand,
DS anion can also participate in formation of the ionic associates
ith cations Fe(Dipy)3+

3 or Fe(Phen)3+
3 .

.1.3. Conditions of the test-determinations using the test films
In order to obtain the best colour effect, the Fe-Dipy-film and

e-Phen-film were immersed into solution of reductant for 15 s,
nd were dried on air during 15–20 min. The maximum signal was
btained when analyzed solution contained 0.1 M HClO4 (pH 1). In
eak-acidic solutions (pH 4–6, acetate buffer) the partial wash-out

f the coloured products from film was observed. The absorbance of
he films was found to depend linearly on the ascorbic acid or anal-
in concentration in analyzed solution (Table 1). Thus, Fe-Dipy-film
nd Fe-Phen-film can be used for visual identification and for visual
nd spectrophotometric quantitative determination of reductants
n solution. Test films are suitable for determination of trace amount
f reductants on the solid surfaces also and, hence, can be recom-
ended for the control of cleanness of the industrial equipment at

harmaceutical factories. In last case it is enough to moisten the
urface by HClO4, to put test films on wetted surface for 15 s and
o observe the colour change of film after 20 min visually or with
pectrophotometer.

.2. Test films for detection and determination of PAA

.2.1. The choice of analytical reagents for test-determination of
AA

The test tools for detection and determination of novocaine,
treptocide, streptocide soluble and other PAA are described in
everal articles [23,25–29]. Colour change of such test tools is
aused by chemical reaction resulting in formation of azodyes,
hiff’s bases and other PAA derivatives. It is known the use of fol-
owing analytical reagents for PAA testing: 1-naphthol and sodium
itrite [23], p-dimethylaminocinnamic aldehyde [25], N,N-diethyl-

-phenylenediamine [26], 7-chlor-4,6-dinitrobenzofuroxan and
-chlor-5,7-dinitrobenzofurazan [27,29], 1-naphthylamine and
odium nitrite [28].

The formation of Shiff’s bases by interaction PAA with aldehydes
as some advantages as analytical reaction for test tools. In contrast
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Table 1
Estimated calibration parameters of the spectrophotometric determination of analgin and ascorbic acid with test films containing immobilized iron(III) complexes with Dipy
or Phen

Test film Analyte Number of
observation

Concentration range of
linear calibration (mM)

Parameters of calibration equation A = a + bc, 95% confidence level Correlation
coefficient (R)

a b

F .024 ±
F .026 ±
F 0.06 ±

t
S
r

p
t
T
i
a
i
s

s
(
a
m
r
a
P
s
t
o
s
4

3
3
i
fi
w
s

fi
o

o
a
T
b
e

3
n
fi
o
c
S
t
a
s
p
s
t
o
g

o
r
m
1
e

3

F
(
fi
p

e-Dipy-film Analgin 5 0.04–2.9 0
e-Dipy-film Ascorbic acid 4 0.09–2.4 0
e-Phen-film Analgin 5 0.09–7.3

o reaction with 1-naphthylamine and 1-naphthol the formation of
hiff’s bases is realized as one-stage procedure without use of toxic
eagents. It was chosen by us for creation of test tools for PAA.

The preliminary investigation has shown that vanillin and
-DMAB were the best for obtaining test films, than others inves-
igated aldehydes: salicylaldehyde, terephthalic aldehyde, furfurol.
he films with immobilized aldehydes sometimes had yellow hue;
t is possible owing to interaction of aldehydes with N-terminal
mino acid residues of gelatine [37]. This colour hue disappeared
n the presence of 2 M HCl, which must be added into analyzed
olution when testing PAA.

The film containing vanillin (vanillin-film) after contact with the
olutions of PAA became citric-yellow; the film containing p-DMAB
p-DMAB-film) became bright yellow. The absorption spectra of
nalytical reactions products are shown in Fig. 3. Absorbance
aximum was observed at the wavelength �max 455 nm for the

eaction product of p-DMAB with novocaine in film as well as in
lcohol–aqueous solution; 405 nm for the product of vanillin with
AA in film and 395 nm in alcohol–aqueous solution. Streptocide
oluble does not include the primary aromatic amine group, but
his group forms by hydrolysis of streptocide soluble in the presence
f 2 M HCl and the obtained product interacts with vanillin. Corre-
ponding Shiff’s base has absorbance maximum at the wavelength
00 nm in film and 390 nm in alcohol–aqueous solution (Fig. 3).

.2.2. The optimization of test films obtaining

.2.2.1. The immobilization of analytical reagents in gelatinous solid-
fied layer. The aldehydes were immobilized into initial colourless
lm from 0.3 M vanillin neutral solution or from 0.1 M p-DMAB

eak-acidic solution (pH 4.8–5.0), because p-DMAB was badly

orbed by film at higher pH.
For immobilization of aldehyde into film several pieces of the

lm (2 cm×3 cm) were immersed into alcohol–aqueous solution
f corresponding aldehyde for 20 min and were dried on air. The

g
w
a
t
t

ig. 3. Absorption spectra of the reaction products of aldehydes with PAA without
2) vanillin + streptocide soluble in solution; (3) p-DMAB + novocaine in solution; (4
lm + novocaine; (7) p-DMAB-BPB-film; (8) p-DMAB-BPB-film in solution at pH 6
-DMAB-film + novocaine at pH 6, observation after 5–10 min.
0.008 0.081 ± 0.006 0.995
0.012 0.072 ± 0.009 0.994
0.03 0.051 ± 0.009 0.97

ptimal properties of test films were achieved by immobilization of
ldehydes from solutions with ethanol:water ratio 2:3 by volume.
he less amount of ethanol could not provide the sufficient solu-
ility of aldehydes, particularly p-DMAB and the greater amount of
thanol caused the distortion of obtained films.

.2.2.2. The influence of SDS on immobilization of reagents in gelati-
ous solidified layer. Positive effect of SDS was observed for test
lms for PAA also. The test films with immobilized aldehydes
btained in the presence of SDS gave more strongly colour after
ontact with PAA solutions that films obtained in the absence of
DS. However, reproduced results were obtained at SDS concen-
ration above cmc only. This agrees with data of other authors
bout Shiff’s base formation in solutions. It has been demon-
trated in work [25], the analytical effect of reaction of PAA with
-dimethylaminocinnamic aldehyde was increased only in micellar
olutions of SDS, not in solutions below cmc. The optimal concen-
rations of SDS in present work were equal 0.1–0.2 M, the films
btained at greater concentrations of SDS had irregular surface of
elatinous layer and nonuniform colour after drying.

Improvement of test films properties obtained in the presence
f SDS is caused by hydrophobization of gelatine with SDS and cor-
esponding increase the ability of gelatinous layer to solubilize the
oderately hydrophobic aldehydes (the values log Po/w are equal

–2) and rather hydrophobic Shiff’s bases (the values log Po/w are
qual 2–4.5) also.

Vanillin-films and p-DMAB-films were stable during 1 year.

.2.2.3. Peculiarities of the colour reaction p-DMAB with PAA in a

elatinous layer and influence of dye BPB. The reactions of aldehydes
ith PAA are usually performed in acidic medium [38] or in non-

queous solvents because of Shiff’s bases undergo a hydrolysis up
o initial reagents in weak-acidic solutions [38]. The colour reac-
ion of vanillin-film with PAA occurred in solutions containing 2 M

BPB (a) and in the presence of BPB (b). (1) Vanillin + novocaine in solution;
) vanillin-film + novocaine; (5) vanillin-film + streptocide soluble; (6) p-DMAB-
; (9) p-DMAB-BPB-film + novocaine at pH 6, observation after 30 min; (10)
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Cl only. In contrast to vanillin-film the colour reaction of p-DMAB-
lm with PAA occurred in less acidic solutions with pH from 2 to 6
lso. However, in last case the colour of p-DMAB-film was unstable,
assed through a maximum and disappeared through 10 min.

In order to stabilize colour effect, the test films with immo-
ilized p-DMAB were worked up by 5×10−4 M dye BPB solution
t pH 1 (HClO4) during 10 min. It is known, that mixture of BPB
nd p-DMAB has been used earlier as solid-phase reagent in a
as analyzer for automatic determination of aniline in air [39]. In
ur work mixture-contained film (p-DMAB-BPB-film) had yellow
olour which changed to blue in aqueous solution at pH 6, and
hanged to green in a novocaine solution at the same pH value.
pparently, the rate of colour change is limited by rate of the pene-

ration of an external solution into the gelatinous layer containing
mmobilized reagents.

Obtained p-DMAB-BPB-films were stable during some months.
It was found, that the ionization constant of BPB in gelati-

ous gel was shifted into acidic region (pKa = 2.22±0.17) [9] in
omparison with pKa = 4.10 in aqueous solution [40]. Thus, initial
-DMAB-BPB-film contains the yellow acid (monoanionic) form
f dye. Monoanion of BPB is dissociated completely at pH 6 and
lue colour of BPB dianion with yellow colour of Shiff’s base give
reen colour. Really, in an absorption spectrum of p-DMAB-BPB-
lm after contact with PAA solution two absorbance maxima are
egistered: �max 455 nm (Shiff’s base) and �max 605 nm (dianion of
PB), Fig. 3. Apparently, BPB dianion stabilizes the cationic quinoid
tructure formed by p-DMAB with novocaine in acidic medium in
he same way as large anions stabilize the product of interaction of
-dimethylaminocinnamic aldehyde with aniline [25,41]. Depen-
ences shown in Fig. 4 confirm this assumption. If p-DMAB-film
ontacted with novocaine solution at pH 6, absorption maximum
t 455 nm disappeared with time because of hydrolysis of Shiff’s
ase (curve 1 in Fig. 4). In the case of p-DMAB-BPB-film absorbance
t 455 nm is stabilized at the instant the film-immobilized dye
PB transforms into blue dianion completely and absorbance at
05 nm become stable (curve 2 in Fig. 4). Unfortunately, compli-
ated character of colour reaction in this case results in colour
rregularity of the p-DMAB-BPB-film; however, contrast of colour
hange is suitable for visual observation, but not for spectrophoto-
etric measurement.
.2.3. Conditions of the test-determinations using the test films
In order to obtain the best colour effect, the vanillin-film and

-DMAB-film were immersed into solution of PAA containing
×10−3 M SDS and 2 M HCl for 10 s and were dried on air. The

ig. 4. Time dependence of the absorbance of the p-DMAB-film (1) and the p-
MAB-BPB-film (2, 3) after film contact with solution of novocaine at pH 6. (1) Film
bsorbance at 455 nm measured against blank film; (2) film absorbance at 605 nm
easured against blank film; (3) film absorbance at 455 nm measured against p-
MAB-BPB-film treated in solution at pH 6.
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ig. 5. Time dependence of the absorbance of the test films, containing vanillin
1, 2) and p-DMAB (3, 4), after contact with solution of novocaine. Reagents were
mmobilized in films without (1, 3) or with 0.1 M SDS (2, 4).

anillin-film colour was observed after 30 min, the p-DMAB-film
olour was observed after 60 min visually or with spectrophotome-
er (Fig. 5). The p-DMAB-BPB-film was immersed into solution of
AA at pH 6 for 1 min, was dried on air and the p-DMAB-BPB-film
olour was observed after 20 min visually.

The absorbance of the films was found to depend linearly on the
mines concentration in analyzed solution (Table 2). Thus, vanillin-
lm and p-DMAB-film can be used for visual identification and for
isual and spectrophotometric quantitative determination of PAA
n solution and trace amount of PAA on the solid surfaces. In last
ase it is enough to moisten the surface by solution, containing
M HCl and 1×10−3 M SDS, to put test films on wetted surface

or 1 min and to observe the colour change of film after 30 min
or vanillin-film and after 60 min for p-DMAB-film visually or with
pectrophotometer.

.3. Metrological characteristics of the test-determinations using
he test films

The most important metrological characteristics of the analyt-
cal methods are detection limit (LD) and quantification limit (LQ)
42]. Detection limit LD is minimum concentration at which the
nalyte can be detected with specified confidence level, as a rule
.95 [42]. Evaluation of the LD value of test tools with visual indi-
ation is based on investigations of the range of unreliable reaction
RUR) where the detection probability of analyte changes from 0
o 1. Komar has achieved early, that robustness of test-systems is
elated to half-width of RUR: the narrower is half-width of RUR, the
etter is the reaction in analytical sense [43,44]. To compare test-
ystems quality, whose RUR belong to different concentration level,
t is suitable to use the value of relative width of RUR (r). The relative

idth of RUR is defined as a difference between upper and lower
oncentration limits of RUR divided into the lower concentration
imit [45].

To determine the detection limit, frequencies of the detection
n RUR are found experimentally in dependence on concentration
nd frequency distribution is fitted by using of knowledge function
f probability distribution. The calculation [46] and graphical [47]
ethods can be used for this purpose.
Algorithm of the LD determination described in [46] was used

n present work. First of all, RUR was found as the concentration
ange where results of analyte detection obtained by 15–20 inde-

endent observers could be positive as well as negative. In obtained
oncentration range 7–12 regularly spaced points were chosen, dif-
erence between adjacent selected concentrations was greater than
riple standard deviation of concentration, which related to solu-
ion preparation.
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Table 2
Estimated calibration parameters of the spectrophotometric determination of amines with test films containing immobilized aldehydes

Test film Analyte Number of
observation

Concentration range of
linear calibration (mM)

Parameters of calibration equation A = a + bc, 95% confidence level Correlation
coefficient (R)

a b

Vanillin-film Novocaine 6 0.3–10 −0.00 ± 0.03 0.115 ± 0.006 0.995
Streptocide 6 0.27–8.6 0.013 ± 0.015 0.114 ± 0.004 0.998
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Streptocide soluble 6 0.36–12

-DMAB-film Novocaine 8 0.18–23
-DMAB-BPB-film Novocaine 3 0.3–2.7

Detection was repeated 3–4 times for each concentration using
ingle test film samples. The results of each test were visually
bserved by 15–20 observers. Detection frequency P(ck) of each
oncentration ck was calculated as the ratio of the positive obser-
ations number to the total number of the observations for each
est. The mean value P(ck) and standard deviation of the detection
requency sk were calculated from results of replicate tests for each
oncentration value of analyte by Eqs. (1) and (2):

(ck) =

I∑

i=1

P(ck)i

I
, (1)

k =

√
√
√
√ 1

I − 1

I∑

i=1

{P(ck)i − P(ck)}2, (2)

here I is the number of repeated tests; P(ck) is the experimental
alue of frequency (probability) of detection of concentration ck.

The experimental dependence of the detection frequency on
nalyte concentration was fitted by using known probability dis-
ribution functions: normal distribution, lognormal distribution,

eibull function and exponential function [48]. The parameters of
unctions of the probability distribution were estimated as regres-
ion coefficients. The �2-criterion and criterion of Kolmogorov–
mirnov (�) [49] served as a criterion for estimation of the fit-
ing quality of the experimental data by using different distribution
unction. The �2-criterion values are calculated by Eq. (3):

2
exp =

J∑

k=1

{P̂(ck)− P(ck)}2

s2
k

, (3)

here J is the number of investigated concentration values in RUR;
ˆ(ck) is the value of probability of concentration ck detection, cal-
ulated by using corresponding fitting function; sk is the standard
eviation of the P(ck), calculated by Eq. (2).

The values of Kolmogorov–Smirnov criterion (�) are determined
s the estimate of maximal deviation of experimental value P(ck)
rom calculated value P̂(ck) in according to Eq. (4):
exp = max
1≤k≤J

|P(ck)− P̂(ck)|
√

J. (4)

he hypothesis about agreement of the experimental distribution
o the given function of probability distribution was accepted, if

o
i
H
f

able 3
he theoretical and estimated values of statistical criteria obtained for fitting of experim
y different functions of probability distribution and corresponding detection limit estim

itting function of probability distribution �2-criterion

ormal distribution 16.5
ognormal distribution 60.1

eibull function 11.4
xponential function 57.6
heoretical values of criteria with 7 degrees of
freedom and 0.05 significance level [49]

14.01
64 ± 0.015 0.113 ± 0.003 0.999

03 ± 0.02 0.101 ± 0.002 0.998
.14 ± 0.12 0.11 ± 0.07 0.97

he values �2
exp and �exp did not exceed theoretical values of �2-

riterion and Kolmogorov–Smirnov criterion at the significance
evel 0.05 [49]. When these conditions were observed for several
unctions of probability distribution, the function with lower range
alues of the criteria �2 and � was chosen. The value of the LD was
alculated using selected distribution function by probability level
.95.

The Weibull distribution function fitted of experimental distri-
ution of the detection frequencies of analytes more adequately
hen other distribution functions in most cases; the close results
ere obtained by using of normal distribution function. As an

xample, the results of the experimental data treatment for p-
MAB-film by novocaine detection are presented in Table 3. As it is

hown in Table 3, the Weibull distribution function provided low-
st values of the criteria �2 and � and the corresponding value of
he LD is equal 0.16 mM (printed bold).

Visual quantitative determinations are based on comparison of
he colour, obtained after contact of the test tool with the analyzed
olution, with the colour scale. To construct the colour scale, the
lm samples were immersed into solutions with known concen-
ration of analyte. The concentration of analyte was increased in
eometric progression from a solution to a solution with a factor of 2
r 3 [50]. The minimum concentration that can be determined with
his method with relative standard deviation 0.33 was accepted as
he quantification limit LQ. Hence, LQ = 3sc, where sc is the standard
eviation of the concentration determination [50]. The value of the
tandard deviation sc was estimated experimentally according to
he technique described in [46].

Metrological characteristics of detection and determination
ith using test films are presented in Tables 4 and 5. Lower r-

alues and, therefore, the greater robustness of the test results were
bserved using the Fe-Dipy-film for detection of reductants and
sing the vanillin-film for detection of PAA.

.4. Application of the test films for determination of active
ngredient in drugs

.4.1. Procedure of reductants determination in drugs

Transfer an accurately weighed amount of powder of tablets

r aliquot of liquid drug containing 0.05–0.25 mmol reductant
nto a 100 ml standard flask and dilute to the mark with 0.1 M
ClO4 solution. Immerse the test films into obtained solutions

or 15 s, dry the films on air and measure the absorbance

ental dependence of detection frequencies on novocaine concentration in the RUR
ations for p-DMAB-film

Kolmogorov–Smirnov criterion (�) Detection limit LD (mM)

0.3 0.2
0.5 0.3
0.2 0.16
0.7 0.3
0.48 –
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Table 4
Metrological characteristics of the detection and the visual determination of analgin and ascorbic acid using test films containing immobilized reagents

Metrological characteristics Test film/analyte

Fe-Dipy-film/analgin Fe-Dipy-film/ascorbic acid Fe-Phen-film/analgin

Concentration range of unreliable reaction (mM) 0.002–0.026 0.002–0.051 0.002–0.056
Relative width of range of unreliable reaction 12 24.5 27
Detection limit LD (mM) 0.023 0.046 0.051
Standard deviation of concentration sc (mM) 0.012 0.030 0.029
Quantification limit LQ (mM) 0.036 0.090 0.087

Table 5
Metrological characteristics of the detection and the visual determination of amines using test films containing immobilized reagents

Metrological characteristics Test film/analyte

Vanillin-film/novocaine Vanillin-film/streptocide Vanillin-film/streptocide
soluble

p-DMAB-film/novocaine p-DMAB-BPB-film/novocaine

Concentration range of
unreliable reaction (mM)

0.06–0.24 0.05–0.17 0.04–0.27 0.01–0.17 0.05–0.17

Relative width of range of
unreliable reaction

3 2.4 5.8 16 2.4

D 0.2
S 0.1

Q 0.3
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etection limit LD (mM) 0.22 0.16
tandard deviation of
concentration sc (mM)

0.11 0.09

uantification limit LQ (mM) 0.33 0.27

f the films after 20 min at 525 nm against a reference test
lms.

.4.2. Procedure of PAA determination in drugs
Transfer an accurately weighed amount of powder of tablets or

liquot of liquid drug containing 0.2–0.8 mmol PAA into a 100 ml
tandard flask, add 10 ml of 0.01 M SDS solution and dilute to the
ark with 2 M HCl solution. Immerse the test films into obtained

olutions for 10 s, dry the films on air and measure the absorbance
f the films after 30 min at 405 nm against a reference test films.

Transfer aliquot of liquid drug containing 0.03–0.27 mmol PAA
nto a 100 ml standard flask, add acetic buffer solution up to pH 6
nd dilute to the mark with water. Immerse the p-DMAB-BPB-film
nto obtained solutions for 1 min, dry the films on air and observe
he colour of the films after 20 min.

.4.3. Accuracy of determination of reductants and PAA with test

lms

The test films were used for determination of active ingredients
n drugs from Ukrainian pharmaceutical factories. Reductants were
etermined with Fe-Dipy-film in the tablets “Analgin-Darnitsa,
.5 g”, “Askorutin”, “Ascorbic acid with sugar” and in the solution

p
a
p
t
m

able 6
pectrophotometric and visual determination of active ingredients in drugs using the test

ctive
ngredient

Drug Amount det
pharmacop

nalgin “Analgin-Darnitsa, 0.5 g”, tablets (469±7) m

50%-solution of analgin for injections, bottles (523±10) m

scorbic acid “Ascorutin”, 0.05 g ascorbic acid and 0.05 g
rutin, tablets

(52.2±0.8)

“Ascorbic acid with sugar”, on 0.025 g, tablets (25.5±0.8)

ovocaine Solution for injection “Novocaine, 0.5%” (4.74±0.12
(4.99±0.14

treptocide “Streptocidum, 0.3 g”, tablets (308±4) m

* Known addition method.
** Visual test-determination by colour scale.

*** Number of observation is equal 4.
4 0.16 0.15
1 0.06 0.11

3 0.18 0.33

or injection “Analgin, 50%”. PAA were determined with photomet-
ic measurement with vanillin-film in the tablets “Streptocidum,
.3 g” and in the solution for injection “Novocaine, 0.5%”. Novocaine

n the solution for injection was determined also visually with p-
MAB-BPB-film. The calibration curves were obtained with the test
lms in standard solutions of corresponding substance and were
sed in all determinations except for determination of ascorbic acid

n tablets “Ascorbic acid with sugar”. In last case known addition
ethod was used to minimize matrix effects. Four equal aliquots

f sample solution obtained from tablets were transferred into four
0 ml standard flasks and 0, 1, 2, 3 ml of standard 4.0×10−3 M
odium ascorbate solution were added into flasks respectively and
iluted to the mark with 0.1 M HClO4 solution. The amount of ascor-
ic acid was estimated from dependence of the film’s absorbance
rom the added volume of standard solution.

The results of determination of reductants and PAA in drugs
ith test films were compared with results obtained by the

harmacopoeia procedures (iodometric titration of analgin and
scorbic acid, bromatometric titration of streptocide and two-
hase acid–base titration of novocaine [51,52]) (Table 6). In all cases
he results of determination with test films are in satisfactory agree-

ent with results obtained by the pharmacopoeia procedures. It

films (95% confidence level, number of observation is equal 3)

ermined using
oeia method

Ref. Amount determined using test film

g per 1 tablet [51] (460±30) mg per 1 tablet (after filtering of
sample solution)
(464±14) mg per 1 tablet (without filtering
of sample solution)

g ml−1*** (530±30) mg ml−1***

mg per 1 tablet [51,52] (53±3) mg per 1 tablet

mg per 1 tablet (27.8±1.6) mg per 1 tablet*

) mg ml−1 [51] (4.7±0.3) mg ml−1

) mg ml−1 [51] (6.1±1.4) mg ml−1**

g per 1 tablet [51] (310±12) mg per 1 tablet
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Table 7
Results of spiked probes analysis using the test films (95% confidence level, number of observation is equal 3)

Active ingredient Drug Active ingredient content in aliquot of
sample solution

Recovery of added active ingredient

Found (mg) Added, mass (mg) Founded addition
mass (mg)

Analgin “Analgin-Darnitsa, 0.5 g”, tablets 1.71±0.10 (after filtering of sample
solution)

1.76 1.9 ± 0.3

1.71±0.04 (without filtering) 1.75 1.65 ± 0.10
50%-solution of analgin for injections, bottles 1.90±0.11*** 1.76 1.77 ± 0.19***

Ascorbic acid “Ascorutin”, 0.05 g ascorbic acid and 0.05 g
rutin, tablets

0.93±0.05 0.89 0.92 ± 0.09

“Ascorbic acid with sugar”, on 0.025 g, tablets 1.17±0.08* 1.06 1.02 ± 0.05*

Novocaine Solution for injection “Novocaine, 0.5%” 23.3±1.7 13.5 12.3 ± 1.2
2.8±0.7** 3.8 4.3 ± 1.2**

Streptocide “Streptocidum, 0.3 g”, tablets 14.2±0.7 8.53 7.7 ± 0.9***
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* Known addition method.
** Visual test-determination by color scale.

*** Number of observation is equal 4.

hould be remarked that test films could be used for spectrophoto-
etric determination without filtering or without centrifuging the

olutions obtained from tablets.
The accuracy of suggested procedures of determination of

eductants and PAA in drugs was tested by method of spiked probe
lso. In this purpose the sample solutions of drugs were prepared
nd analyzed as described in Sections 3.4.1 and 3.4.2. The prepa-
ation of sample solutions of drugs was repeated adding into a
tandard flask known volume of standard solution of analyte and
btained solution with known additive was analyzed. As shown in
able 7, the founded amounts of reductants as well as PAA are in
ood agreement with added amounts. It is evidence of accuracy of
etermination with test films.

. Conclusions

Gelatinous solidified layers of the photographic film are appli-
able to immobilization of analytical reagents, which are used for
etection and determination of reductants and primary aromatic
mines. The films with immobilized iron(III)-Dipy or iron(III)-Phen
omplexes and films with immobilized aldehydes can be used as
est films for reductants and PAA respectively. These immobilized
eagents provide the contrast colour change and are not washed out
rom films at contacting of test films with analyzed solutions. The
haracteristics of the test films were improved when the reagents
mmobilization was provided from micellar solutions of SDS. The
orption of SDS results in hydrophobization and increasing the abil-
ty of gelatinous layer to solubilize the moderately hydrophobic
eagents.

The films with immobilized iron(III)-Dipy and iron(III)-Phen
omplexes can be used for identification and visual and spectropho-
ometric determination of reductants, as was shown by successful
xamination of films for the determination of analgin and ascorbic
cid in drugs. However, the films with immobilized iron(III)-Dipy
omplexes have somewhat better characteristics than films with
ron(III)-Phen complexes. The films with immobilized vanillin can
e used for identification and visual and spectrophotometric deter-
ination of substances containing a primary aromatic amino

roups and substances giving PAA by hydrolysis, as was achieved for
treptocide soluble. The yellow films containing p-DMAB and indi-

ator BPB after contact with the solutions of PAA became green;
hese films are suitable for reliable visual determinations of PAA.
he test films can be used for photometric determination in tur-
id medium and for analysis of tablets without filtering or without
entrifuging the pharmaceutical excipients.

[
[
[
[

Metrological characteristics of test films (the range of unreli-
ble reaction, detection limit and quantification limits of visual and
pectrophotometric determinations) were determined on bases of
tatistical approach and investigation of detection probability dis-
ribution in the unreliable reaction range of concentration.
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a b s t r a c t

This work reports on the development and validation of a small-scale and efficient SPE-HPLC-UV method
for the simultaneous determination of the most used herbicides (diuron, hexazinone, and tebuthiuron)
applied to soil and soil treated with sugar cane vinasse (soil-vinasse) in areas where sugar cane crops
are grown in the state of São Paulo, Brazil. The analytical procedure was optimized for solvent extraction
and HPLC-UV conditions. Extraction and clean-up were combined in a single step employing solid-phase
extraction, avoiding sophisticated techniques, organic–solvent–water mixtures and consequently a longer
concentration step. Recovery studies with soil and soil-vinasse samples spiked at two herbicides lev-
els (around 0.25 and 2.0 mg kg−1) and sample stability (sample frozen for 20 days before analysis) were
applied as parameters to control the efficiency of the method. Good accuracy and precision were achieved
with average recoveries ranging from 78% to 120% and relative standard deviations less than 10% through-
out the whole recovery test. The method’s limit of detection ranged between 0.025 and 0.050 mg kg−1 for
PLC-UV
diuron, hexazinone, and tebuthiuron in soil and soil-vinasse. The feasibility of this method was applied to
determine the herbicide half-lives (t1/2) in soil and soil-vinasse in a laboratory study. Sugar cane vinasse
added to soil increased the degradation of diuron and tebuthiuron (p < 0.05), reducing the t1/2 from 80 to
7 days and 128 to 73 days, respectively. This method is presented as an alternative which could be applied
to assess herbicide behavior in soil in order to prevent water contamination and to contribute to establish
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pesticide limits in soil.

. Introduction

Brazil is one of the world leaders in the production of sugar cane,
ugar, and fuel alcohol (ethanol) [1], which has been considered as
renewable alternative for conventional fossil fuels [2]. The sugar

ane monoculture requires a large amount of pesticides, and the
erbicides represent approximately 56% of the total dollar value of
he pesticide business in Brazil [3], and these are the most widely
mployed class of pesticide applied as a pre- and post-emergent
eed control agent to improve sugar cane crop yields.

It has been claimed that only 1–3% of the agricultural pesticide
pplication reaches the site of action [4]. In the soil, the fate of
he pesticide is controlled by the chemical, biological and physi-

al dynamics of this matrix. These processes can be grouped into
hose that affect persistence, including chemical and microbial
egradation, and those that affect mobility, involving adsorption,
lant uptake, volatilization, wind erosion, run-off and leaching [5].

∗ Corresponding author. Tel.: +55 16 33016664; fax: +55 16 33016692.
E-mail address: mlucia@iq.unesp.br (M.L. Ribeiro).
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he degree to which each process will contribute to the overall
oss of the pesticide is in turn dependent on the physicochemical
roperties of each pesticide (e.g., water solubility, adsorptive affin-

ty), characteristics of the soil (e.g., pH, organic content, biomass
nd redox status), environmental conditions (e.g., temperature and
oisture), and management practices (e.g., application rate and

ormulation type) [6].
The determination of pesticide behavior in soil has been pre-

ented as an alternative to prevent superficial and groundwater
ontamination since it is the first step to detect and alert to possible
ases of water contamination [7].

The development and application of methodologies to deter-
ine pesticides in soil are challenging tasks as a result of some

f the aspects encountered, such as the pesticide concentration in
he soil, which can be high or extremely low; a great variety of
esticides can cover a wide range of polarities; a strong binding

f the analytes to the soil; and there is also a lack of analytical
tandards for the degradation products formed [5]. Other factors
hat can affect the efficacy of a method are factors which involve
he soil itself, such as: (1) the amount of organic matter present
n soil, and (2) the compounds present in the soil which could
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nterfere in the extraction or quantification steps. Nowadays, many
rganic products have been applied to soil in order to improve soil
onditions, such as municipal solid waste compost [8], sludge com-
ost [9], and sugar cane vinasse [10,11], but the influence of these
dditives to the behavior of pesticides in soil is still not totally
nown.

Andreu and Picó [5] reviewed the most relevant analytical
ethods to determine pesticides and their transformation prod-

cts in soil, regarding a discussion about the steps involved
n method development, such as matrix preparation, extraction,
lean-up, fractionation and determination. In this review, Soxhlet
s appointed as one of the most frequently used techniques since
t has been adopted in many standardized analytical methodolo-
ies to determine pesticides in soil. However, this technique uses
rastic conditions that have often broken the structural integrity of
hermolabile pesticides, and requires much time and solvent con-
umption. Sonication and shaking are other traditional techniques
or organic analytes, but these also consume large quantities of sol-
ent, and are labor intensive. Modern technologies, including the
se of new sources of energy, have been described. However these
ew extraction procedures, based on instrumental techniques,
uch as microwave-assisted extraction (MAE), supercritical fluid
xtraction (SFE), pressurized fluid extraction (PLE), and subcriti-
al water extraction (SWE), have been tested to facilitate sample
re-treatment [5,12], they require special equipments. Small-scale
ethods have brought about a combination of extraction and clean-

p steps into one step, using a chromatographic column prepacked
ith sorbents, using [13] or not using sonication [14].

The extraction methods described in literature to determine
erbicides applied to sugar cane crops have been carried out
y shaking [15–18], accelerated solvent (ASE) [19], sonication
20], pressurized fluid (PFE) and Soxhlet [21]. However, the
imultaneous determination of the most utilized herbicides in
urrent use for this culture in the state of São Paulo, Brazil,
hich are diuron [(3-(3,4-dichlorophenyl)-1,1-dimethylurea)], CAS
umber 330-54-1, hexaninone [(3-cyclohexyl-6-(dimethylamino)-
-methyl-1,3,5-triazine-2,4(1H,3H)-dione], CAS number 51235-
4-2, both presented as a mixture in commercial products, and
ebuthiuron (N-[5-(1,1-dimethylethyl)-1,3,4-thiadiazol-2-yl]-N,N′-
imethylurea), CAS number 34014-18-1, is very rare and no
nalytical method has been reported so far.

This study takes into account the development and validation
f a new analytical method employing solid-phase extraction and
PLC-UV to determine diuron, hexazinone and tebuthiuron in soil
nd soil treated with sugar cane vinasse (soil-vinasse), and also the
pplication of this method in a laboratory study to determine the
alf-lives of these three herbicides in soil and soil-vinasse.

. Experimental

.1. Reagents

Pesticide standards of hexazinone (99.9%) and tebuthiuron
99.9%) (Riedel de Haën) were obtained from Sigma–Aldrich
aborchemikalien GmbH (United Kingdom) and diuron (97.5%)
rom Ehrenstorfer GmbH (Augsburg, Alemanha). Stock solutions
200 mg l−1 for hexazinone and tebuthiuron and 255 mg l−1 for
iuron) and different working standard mixtures of pesticides
ere prepared in methanol and were stored at −18 ◦C. Ace-

one (Mallinckrodt Ultiam AR®, Paris, Kentucky), methanol and

cetronitrile (J.T. Baker, USA) were pesticide-residue analysis grade.
PLC-grade water was obtained from a Millipore water purification

ystem (Milford, MA, USA). Solid-phase extraction (SPE) cartridges
ccuBOND II ODS-C18 (500 mg, 6 ml capacity) were purchased from
gilent Technologies (United Kingdom).

y
(
o
t
o
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.2. Apparatus

A high-performance liquid chromatograph (Waters, Milford,
A, USA), equipped with two solvent delivery pumps (Model 501),
anual injector with a 20 �l loop (Model UK), UV–vis absorbance

etector (Model 485) and a reporting integrator (Model 746) was
sed to determine the diuron, hexazinone and tebuthiuron. A stain-

ess steel analytical column Gemini C18 (150 mm×4.6 mm i.d.,
�m; Phenomenex) was employed. The mobile phase consisted
f a mixture of methanol and water (45:55, v/v) and was delivered
n isocratic mode at a flow rate of 1.0 ml min−1. Before using, the

obile phase was passed through a 0.45 �m membrane filter from
illipore (Bedford, MA, USA) and degassed in an ultrasonic bath.

imultaneous pesticide detection was performed at 247 nm and all
easurements were carried out at room temperature.

.3. Procedure

.3.1. Sample collection and treatment
One composite non-agricultural soil sample (total of 10 kg) was

aken at different points, from 0 to 20 cm depth, in a regular area
ocated in Araraquara City, São Paulo State, Brazil. The texture of
he soil was 19.2% sand, 58.1% clay and 22.7% silt. Two laboratory
amples (3 kg) were reduced by quarting and air-dried at room
emperature.

Five liters of soil sample were treated with sugar cane vinasse
750 ml) (150 m3 ha−1). This dose corresponds to the regular appli-
ation dose in sugar cane crops in the Araraquara region. The
oil-vinasse sample was thoroughly mixed to assure complete
omogeneity and was air dried at room temperature for 3 days.
oil and soil-vinasse samples were reduced to approximately 1 kg
y quarting and sieving through a 0.84 mm sieve.

Soil and soil-vinasse, containing approximately 20 g dm−3 of
rganic carbon, 3% of humidity and pH 5.0, were used to develop
nd validate the method and for the degradation study of diuron,
exaninone and tebuthiuron.

.3.2. Spiked samples and extraction
Spiked soil and soil-vinasse samples were prepared by adding

.0 ml of a standard mixture of herbicides to 40 g of sample,
esulting in two spiked sample levels: one at 0.25, and the other
t 2.0 mg kg−1 for hexazinone and tebuthiuron and 0.26 and
.57 mg kg−1 for diuron. In both cases, field application rates were
sed at the lowest and highest recommended doses. The spiked
amples were kept at room temperature for 24 h for total solvent
vaporation and after this, the extractions were carried out.

The solid-phase cartridge packed with a reverse phase (C18)
as previously conditioned by rinsing with 10 ml of methanol

5 ml min−1) under vacuum before transferring 4 g of soil sample
dry weight) to the top of the cartridge (Fig. 1). During the condi-
ioning, the cartridges were not allowed to be dried before sample
ddition, as recommended [22].

At the beginning of the experiments, two elution solvent sys-
ems were compared as extraction solvents: 20 ml of methanol and
0 ml of acetone at 2 ml min−1. For the method validation, methanol
as used as the extraction solvent to determine diuron, hexazi-
one and tebuthiuron in soil and soil-vinasse samples. The eluent
as concentrated to a small volume (approximately 0.5 ml) with a

otary vacuum evaporator at 40 ◦C. The concentrated extract was
djusted with methanol to 2.0 ml and stored at −18 ◦C until anal-

sis. The 20 �l aliquots were injected into the HPLC-UV system
� = 247 nm) for analyses. After the method validation, evaluation
f the analytes stability in frozen samples was carried out analyzing
he spiked samples, the soil and the soil-vinasse, stored for a period
f 20 days under refrigeration (−18 ◦C).
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trums were produced for diuron, hexazinone and tebuthiuron and
Fig. 1. SPE column packed with soil [24,modified].

.3.3. Quality control and method validation
For each herbicide determined by HPLC-UV, the range of her-

icide concentrations (0.25–12.7 mg l−1) was appropriated to the
ecommended dose usually applied to sugar canes crops for
his kind of soil (approximately 0.774–1.714 mg kg−1 for diuron,
.251–0.364 mg kg−1 for hexazinone and 0.735–1.103 mg kg−1 for
ebuthiuron). Quantitative measurements were obtained using
xternal standard calibration curves. Three injections were per-
ormed for each calibration point.

Two different fortification levels were considered for the
ethod validation step, one low at approximately 0.25 mg kg−1 and

ne high at approximately 2.0 mg kg−1. Also, soil and soil-vinasse
piked samples were processed to asses the influence of aging and
reezing on the extraction efficiency, which were performed by
ccuracy and precision determination.

The accuracy and precision of the extraction procedure were
arried out by extracting replicate spiked sample (n = 5). These two
arameters were expressed in terms of the percentage recovery
nd the percentage relative standard deviation (R.S.D.), respec-
ively. The specificity of the assay was established analyzing
he soil and soil-vinasse samples without standard addition. The
hromatograms were visually inspected for interfering chromato-
raphic peaks from the sample matrix substances.

The limits of quantification (LOQ) and detection (LOD) of this
ethod were calculated according to the Thier and Zeumer cri-

eria [23]. The LOQ was determined as the lowest concentration
f the compounds that gives a response that could be quantified
ith an R.S.D. of less than 20% and a recovery of at least 70%. The

OD (Eq. (1)) was estimated from recovery experiments by the
quations:

OD = 2tf,95�̂com

S
(1)

The standard deviation (�̂com) (Eq. (2)) is computed from the
tandard deviation of the blank signal (�̂B) (Eq. (3)) and from the
tandard deviation �̂A (Eq. (4)), estimated during the experiment
ith the lowest fortification level.

ˆcom =
√

(m− 1)�̂A + (n− 1)�̂B

m+ n− 2
(2)
ˆB =

√
∑n

i=1(Bi − B̄)
2

n− 1
(3)

t
f
2
I
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here m is the number of analytical values (Ai) and n is the number
f the blanks values (Bi). The degree of freedom (f) = m + n−2.

ˆA =

√
∑n

i=1(Ai − Ā)
2

m− 1
(4)

here B̄ and Ā are the mean blank and mean analytical value,
espectively.

The sensitivity of the analytical method (S), which means
he change in signal value per change of concentration, can be
stimated from the mean analytical value and from the lowest
ortification level (q) (Eq. (5)).

= Ā

q
(5)

.3.4. Degradation study
The study of herbicide degradation in soil to determine the

alf-life was conducted under laboratory conditions according
o specifications given by the Organization for Economical Co-
peration and Development, 2002 [24]. An aliquot of 0.4 ml of
methanolic solution was applied to both the soil and the soil-

inasse at doses of 1.61 mg kg−1 for diuron, 0.374 mg kg−1 for
exazinone and 1.03 mg kg−1 for tebuthiuron. These doses cor-
espond to the highest agricultural dose for sugar cane crops
ultivated in the kind of soil used in this study. Soils samples (50 g)
laced into aluminum boxes (210 cm3 of capacity) were previously

ncubated for 5 days in a totally darkened incubator. Temperature
30 ◦C) and humidity of soil (at 60–75% of its maximum water hold-
ng capacity) were kept constant during the entire period of this
xperiment.

All soils were thoroughly stirred to complete homogeneity after
he addition of the water and the herbicides. The aluminum boxes
ere lightly closed to allow air exchange. The soil moisture was

ontrolled by weighing the boxes containing the soils periodically
nd by replacing any losses by adding deionized water.

The method described above was employed to quantify the her-
icide residue contents at intervals of 0, 3, 5, 7, 14, 21, 28 and 50 days
or the diuron, hexazinone and tebuthiuron treatment. For this, at
ach fixed time, three replicates of each treatment were frozen dur-
ng 2 days in order to minimize the action of soil micro-organisms
nd to avoid differences in the samples after taking them out of
he incubator. Before doing the analyses, the samples were kept in
mbient temperature until defrosted.

. Results and discussion

.1. Optimization of chromatographic separation

Both the mobile phases, methanol:water and acetonitrile:water,
re the most used mixtures applied in analytical methods reported
or diuron, hexazinone and tebuthiuron determination in differ-
nt matrices [15,25–27]. However acetonitrile:water (30:70, v/v)
esulted in a faster chromatographic elution when compared
ith methanol:water (45:55, v/v), this mixture was avoided with

egard to the elevated cost and elevated toxicity of acetonitrile.
his first chromatographic optimization was obtained employing
= 254 nm, the most common value used for the simultaneous
etermination of hexazinone and tebuthiuron [16,18,20,27].

To optimize the sensitivity of the HPLC-UV, absorbance spec-
he following wavelength values were obtained as maximum values
or these compounds, 251, 147 and 255 nm, respectively. The value
47 nm resulted in the best sensitivity for simultaneous detection.
socratic elution (Fig. 2A) was applied instead of the gradient elution
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Fig. 2. HPLC-UV chromatograms (� = 247nm) of standard mixt

ode (Fig. 2B) as it resulted in a better chromatographic resolu-
ion and avoided time stabilization required for the gradient elution

ode.

.2. Method development and validation

Under the chromatographic conditions described, calibration
urves were constructed using external standard method calibra-
ion. Good linearity (range: 0.25–12.7 mg l−1) and good correlation
oefficients (r2 > 0.999) were achieved for all herbicides. The reten-
ion time and detector response precision were determined over
ntra- and inter-day periods injecting standards solutions at the
eginning and between sample injections. Satisfactory results were
btained and these are presented in Table 1.

Environmental extracts contain high proportions of co-
xtracted materials which may deteriorate the HPLC system and
ffect the analysis results. Therefore, these co-extracted sub-
tances should be avoided during extraction and clean-up steps
nd removed prior to quantification by HPLC. The influence of
inasse constituents, a dark brown effluent with high organic mat-
er and salt contents, on the chromatographic analysis for diuron,
exazinone and tebuthiuron had not been described in literature
efore now. Taking this into account, this method was also vali-
ated for soil treated with sugar cane vinasse, trying to simulate
imilar conditions present in the environment. Considering this
spect, preliminary experiments were conducted in order to select
he solvent to extract these herbicides from soil. By substitut-

ng organic–solvent–water mixtures, methanol and acetone were
ested as extraction solvents. These experiments were carried out
mploying the procedure described and the extraction efficiency of
oth solvents was evaluated realizing a recovery study at the level
f the most highly spiked soil sample. A second fraction of solvent

e
t
t

i

able 1
etention time (tR), calibration data, repeatability and inter-days precision of the herbicid

erbicides tR (min) Calibration data Re

Equation r2 tR

exazinone 11.8 y = 158,550x−12,468 0.9996 0.
ebuthiuron 13.5 y = 128,826x−10,975 0.9996 1.
iuron 30.6 y = 218,321x−24,522 0.9996 0.

a Relative standard deviation of retention time and peak area (n = 15); x: concentration
0.0 mg l−1) using isocratic (A) and gradient (B) mode elutions.

10 ml) was used to evaluate the remaining residues in soil after
he first extraction. No compounds of interest were detected in the
xtract of the second extraction, thus a volume of 20 ml was enough
o extract all herbicides at the highest spiked level studied. How-
ver the extraction efficiency of both solvents was satisfactory, with
n average recovery from 92% to 107% and a R.S.D. lower than 7%,
ethanol was select as the extraction solvent to carry out the vali-

ation method, since the chromatogram obtained using methanol
as cleaner than the one obtained using acetone (Fig. 3). These

esults show that it is possible to avoid organic–solvent–water
ixtures and consequently, a long concentration step can be elim-

nated.
Fig. 4 shows the chromatographic data obtained for herbicides

xtracted from spiked soil-vinasse compared with soil-vinasse
sample control) and the standard solution. Sugar cane vinasse
onstituents did not interfere in the analyses. Average recov-
ry (78–104%) and R.S.D. (5–7%) were considered satisfactory
or the recovery experiments with spiked sample at 2.0 mg kg−1

or hexaninone and tebuthiuron and at 2.57 mg kg−1 for diuron.
inasse addition to soil only affected the potassium content, which

ncreased almost 30-fold. Neither the pH, nor the organic matter
ontent suffered modification (Table 2).

A procedural chemical and sample control were checked to
ssure the absence of interfering compounds. The chromatographic
ata confirmed the selectivity of the proposed method for diuron,
exaninone and tebuthiuron, and presented no interference from
he matrix during the analysis. The clean-up step, coupled with the

xtraction step, resulted in the elimination of possible substances
hat could interfere during the identification and quantification of
he target analytes.

Due to the lack of certified natural-matrix materials contain-
ng relevant pesticides in soil [5], as in this case of the mixture of

es analyzed by HPLC-UV

peatibilitya (R.S.D., %) Inter-days precisiona (R.S.D., %)

Peak area tR Peak area

8 1.9 1.0 2.2
3 1.3 1.6 1.6
7 1.6 0.8 1.8

(mg l−1); y: detector response (HPLC-UV).
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Fig. 3. HPLC-UV chromatograms (� = 247 nm) of: (A) standard mixture (5.0 mg l−1) [hexazinone (1), tebuthiuron (2) and diuron (3)]; spiked soil sample at 2.0 mg kg−1

(hexazinone and tebuthiuron) and 2.57 mg kg−1 (diuron) extracted with methanol (B) and acetone (D); control soil sample, methanol (C) and acetone (E) as extraction
solvent.

F ) [hex
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h
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ig. 4. HPLC-UV chromatograms (� = 247nm) of: (A) standard mixture (5.0 mg l−1

ample at 2.0 mg kg−1 (hexazinone and tebuthiuron) and 2.57 mg kg−1 (diuron); (C
ll chromatograms.
erbicides studied in this work, the method was validated using
piked samples of soil and soil-vinasse at two levels, and thus, the
owest and highest recommended dose for sugar cane crops were
ontemplated.

u
w
g

able 2
oil and soil-vinasse properties

P (mg dm−3) O.M. (g dm−3) O.C. (%) pH K

oil 2 20 1.2 4.9
oil-vinasse 3 20 1.2 5.0 1

: Phosphorus, O.M.: organic matter, O.C.: organic carbon, K: potassium, Ca: calcium, M
xchange capacity and B.S.: base saturation.

a Presented as mmol dm−3.
azinone (1), tebuthiuron (2) and diuron (3)]; (B) spiked soil and (D) soil-vinasse
ol soil sample; (E) control soil-vinasse sample. Methanol as extraction solvent for
Detection limits obtained for diuron, hexazinone and tebuthi-
ron in soil and soil-vinasse are summarized in Table 3. The LOQ
as determined as the lowest concentration of the compound that

ives a response that could be quantified with an R.S.D. of less than

a Caa Mga P.A.a T.E.B.a C.E.C.a B.S. (%)

0.4 9 2 32 11 43 26
1.7 8 4 31 24 55 44

g: magnesium, P.A.: potential acidity, T.E.B.: total exchangeable bases, CEC: cation
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Table 3
Method detection limits for diuron, hexazinone and tebuthiuron in soil and soil-
vinasse

Herbicides Method detection limits (mg kg−1)

Hexazinone Tebuthiuron Diuron
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focused on the disappearance of a polluting agent that could not

T
R

H

D

H

T

L
R

oil 0.025 0.040 0.042
oil-vinasse 0.030 0.050 0.035

0% and a recovery of at least 70%. So the LOQ value for diuron,
exazinone and for tebuthiuron was 0.26, 0.25 and 0.25 mg kg−1,
espectively. These values are in agreement with the advised val-
es established for some soil-pesticide levels in the state of São
aulo [28].

The accuracy and precision were considered adequate to recover
iuron, hexazinone and tebuthiuron in soil and soil-vinasse sam-
les at both lowly and highly spiked levels, with recoveries ranging
rom 81% to 119% and an R.S.D. lower than 10% (Table 4). In this
ecovery experiment, spiked samples were extracted 24 h after the
erbicides were added to soil.

The elapsed time between sample collection and laboratory
ample processing is an important aspect in the analysis of the
esticide residues, and it also should be considered during method
alidation [29]. Soil samples can be frozen until they are required
or analysis, but is necessary to define the time that samples will
emain stable and that analytes concentrations will not be affected.
n a previous study, spiked samples with hexazinone and tebuthi-
ron at 1.25 mg kg−1 were frozen for 3, 10 and 20 days before
nalysis. Good preliminary results were obtained and a second
xperiment was performed to evaluate the influence of storing soil
nd soil-vinasse samples, which contained the three target her-
icides at two levels (the low and the high level applied in this
tudy) and were frozen for 20 days at the aforementioned herbi-
ide concentrations. Similar to the recovery experiments employed
n non-frozen spiked samples, good results were also obtained
Table 4) for the frozen ones. This experiment showed that it is
ossible to keep soil and soil-vinasse samples at the spiked sample

evels studied frozen for 20 days without any modification of the
erbicide concentrations.

As can be seen in Table 4, a greater recovery was obtained for
ll herbicides at the low spiked level, except for hexazinone and
ebuthiuron in frozen soil. This fact can be justified by the possi-
le formation of herbicides bound to residues in soil. This factor
as pointed out by Andreu and Picó [5] as one of the challeng-

ng aspects related to the development of analytical methods to

etermine pesticides in soil.

A comparison of the proposed method with other analytical
ethods previously presented in literature for the determination

f diuron, hexazinone and tebuthiuron in soil is shown in Table 5.

b
o
r
c

able 4
ecoveries and R.S.D.s of the three studied herbicides from soil and soil-vinasse samples,

erbicides Soil treatment No frozen samples

Low level High level

Recovery (%) R.S.D. (%) Recovery (%)

iuron Soil 111 (101–119) 6 86 (81–90)
Soil-vinasse 115 (105–119) 5 86 (84–87)

exazinone Soil 110 (108–114) 4 102 (98–106)
Soil-vinasse 109 (105–114) 3 98 (95–99)

ebuthiuron Soil 111 (103–119) 6 93 (85–99)
Soil-vinasse 113 (106–119) 5 93 (91–95)

ow level: 0.25 mg kg−1 for hexazinone and tebuthiuron, and 0.26 mg kg−1 for diuron; hig
ecovery (n = 5) expressed as: mean (max–min). R.S.D.: Relative standard deviation.
77 (2008) 701–709

From our knowledge, the presented method is the first study for
he simultaneous determination of these three widely employed
erbicides applied to soil used for sugar cane crops. Most of the
ompared methods involve laborious extraction and clean-up pro-
edures or they require special apparatus when considering the
ressurized fluid extraction (PFE) technique. On the other hand,
ome described methods did not show important analytical param-
ters, such as limit of detection and quantification, which are
ecessary for the validation of an analytical method [30–32]. The
roposed method shows good precision and accuracy, as do the
ther cited methods.

.3. Degradation study

Herbicides are a widely applied class of pesticides employed in
griculture and they are causing concern regarding the potential
ontamination of ground and surface waters, which has been sys-
ematically reported in literature [27,33–38]. Knowledge regarding
he fate of pesticides and monitoring studies have been focused on
ssessing the exposure of these to humans and the environment
4,39]. Pesticide dissipation in soil is an important parameter to
stimate the persistence of pesticides in the environment. Racke et
l. [6] emphasized that the contribution made by each of the loss
echanisms, such as microbial degradation, chemical hydrolysis,

hotolysis, volatility, leaching and surface runoff, to the overall dis-
ipation is generally assessed by conducting laboratory and/or field
tudies.

Taking into account that diuron, hexazinone and tebuthiuron
ave been detected in groundwater samples from different coun-
ries [40–43], and the fact that the assessment of their behavior
n soil is an important contribution to understand the pathway to
voiding water contamination, the degradation of herbicides in soil
nd the influence of vinasse addition to soil was evaluated in this
tudy employing the analytical method presented above.

The soil degradation experiment carried out with soil and soil-
inasse under laboratory conditions indicated that the behavior of
iuron, hexazinone and tebuthiuron varied between themselves
nd for different kinds of treatment (Fig. 5).

However the degradation of diuron gave a more representive
esult when compared with that of hexazinone and tebuthiuron
Fig. 5), its principal product of biodegradation, 3,4-dichloroaniline,
xhibits a higher toxicity, and it is also persistent in soil, water
nd groundwater [44]. Giazomazzi and Cochet [44] alerted to the
act that biodegradation and toxicological studies must not be only
e mineralized and transformed into another compound, but also
n the intermediate degradation products in order to define the
eal environmental impact of a pollutant, since the intermediate
ompounds may be more toxic than the initial compound itself.

no frozen and frozen (20 days)

Frozen samples (20 days)

Low level High level

R.S.D. (%) Recovery (%) R.S.D. (%) Recovery (%) R.S.D. (%)

4 104 (98–112) 5 91 (87–92) 2
1 116 (11–120) 3 86 (78–91) 6

4 97 (93–101) 4 101 (95–106) 4
2 105 (102–110) 3 98 (90–104) 5

6 100 (93–105) 5 100 (98–101) 1
2 107 (100–112) 5 96 (87–102) 7

h level: 2.0 mg kg−1 for hexazinone and tebuthiuron, and 2.57 mg kg−1 for diuron.
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Table 5
Comparison of literature methods and the present method for diuron, hexazinone and tebuthiuron determination in soil sample

Pesticides Sample (g) Analytical procedure Recovery (R.S.D., %) LOD, LOQ (mg kg−1) Reference

Extraction Clean-up Analytical technique

Diuron, hexazinone, tebuthiuron 4 SPEa (C18; 20 ml MeOH) – HPLC-UV (EF: C18,
5 �m; MF: MeOH:H2O
45:55; � = 247 nm)

76–120, 1–10 0.025–0.05, 0.25–0.26 Proposed
method

Tebuthiuron 25 Sonication (20 ml MeOH:H2O (55:45,
v/v))

LLEb (40 ml diethyl ether) HPLC-UV (EF: C18,
10 �m; MF: MeOH:H2O
(45:55); � = 254 nm)

77–86 (4–5) s [20]

Hexazinone, tebuthiuron 20 Shaking (75 ml MeOH:H2O (80:20)
1 h; 25 ml, 15 min

GPCc HPLC-UV (EF: fenil,
4 �m; MF: MeOH:H2O
(50:50); �teb = 254 nm,
�hex = 249 nm)

98–102 (2) 0.005, s [17]

Hexazinone and degradation products 50 Shaking (3×68 ml MeOH:H2O (4:1)) 2 ml lead acetate HPLC-UV (EF: C18; MF:
ACN:H2O ( /=
conditions);
�teb = 254 nm)

s s [18]

SPEa (C18, MeOH)
Hexazinone, tebuthiurone 5 PFEd (acetone; 1500 psi, 100 ◦C) Na2SO4 (10 g) GC–MS SPE: 86–107 (4–7) s [21]

Soxhlet (250 ml acetone, 18 h) Soxhlet: 88–96 (3–8)
Diuronf 100 Shaking (200 ml acetone:H2O

(80:20), 1 h); LLEb (2×20 ml ethyl
acetate, 15 g NaCl)

TLCg (silica gel) GC-ECD/GC–MS 84–97 (s) s [21]

Diuron and degradation products 200 Sonication (vol. MeOH = 2 times the
weight soil) 40 ◦C, 24 h

– HPLC-UV (EF: C18; MF:
ACN:H2O (35:65);
�teb = 252 nm)

s s [22]

Diuron, metolachlor 5 Shaking (8 ml acetone, 10 min) – HPLC-DAD (EF:
RP-amida C16, 5 �m;
MF: ACN:H2O (50:50);
30 ◦C)

70–96 (2–8) s [23]

R.S.D.: Relative standard deviation; s, not described.
a Solid-phase extraction.
b Liquid–liquid extraction.
c Gel permeation chromatography (60 g Bio-Beads® SX-3; chloroform-hexane, 50:50).
d Pressurized fluid extraction.
e Pesticide multi-residue: hexazinone, tebuthiuron, alachlor, bromacil, and metribuzin.
f Pesticide multi-residue: diuron, chlorotoluron, simazine, propizamide, and diflufenican.
g Thin layer chromatography.
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Table 6
First-order equations and half-lives (days) obtained after fitting data of incubation study to a first order kinetic

Soil Soil-vinasse

Equation t1/2 (R.S.D.)a r2 Equation t1/2 (R.S.D.)a r2

Hexazinone ln(C/Ci) = 0.0559−0.0083t 84 (16) 0.9497 ln(C/Ci) = 0.0717−0.0131t 53 (5) 0.9548
Tebuthiuron* ln(C/Ci) =−0.2713−0.0054t 128 (15) 0.8755 ln(C/Ci) =−0.2713−0.0054t 73 (7) 0.9557
Diuron* ln(C/Ci) =−0.3369−0.0086t 80 (3) 0.94

a Relative standard deviation (n = 3).
* p < 0.05.
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ig. 5. Dissipation rate of diuron, hexazinone and tebuthiuron in soil and soil treated
ith sugar cane vinasse (n = 3).

The degradation of diuron, hexazinone and tebuthiuron in the
tudied soil of Araraquara, with and without the addition of vinasse
t 30 ◦C, tented to follow the first-order kinetics (Eq. (6)) as is evi-
ent from the correlation coefficients (r) listed in Table 6.

n[C] = ln[Ci]+ (−k)t (6)

here C is the herbicide concentration in soil at time t, Ci the initial
erbicide concentration in soil, k the dissipation rate constant, and
is the time since treatment with herbicides.

The half-life values (t1/2) (Table 6), when 50% of the initial
mount of residues is left in the soil, were obtained from the regres-
ion between ln(C/Ci), according to Eq. (7):

1/2 =
ln 2

k
(7)

The addition of sugar cane vinasse to soil affected the diuron and
ebuthiuron degradation at a significant level of p < 0.05 (t-student)
s a consequence of a possible increase of microbial activity, as
eported by Prata et al. [45]. Under the conditions of this study,
iuron gave the greatest factor of degradation (11.4), followed by
ebuthiuron (1.8) and then hexazinone (1.6).

A recent study determining tebuthiuron leaching and its half-
ife in sugar cane fields in Brazil did not detect measurable residues
f tebuthiuron in soil below a depth of 40 cm after 180 days from its
pplication [46]. However laboratory studies do not elucidate the
verall behavior of a compound in an ecosystem, due to the multi-
les forces of dissipation and transport that are simultaneously at
ork in field conditions, laboratory investigations are often aimed

o study isolated processes or isolated component of an ecosystem,
resenting results not highly variable when compared with field
tudies [6], as is the case in the assessment of the effect of vinasse
n the degradation of herbicides.

. Conclusion
The developed method was demonstrated to be efficient for the
imultaneous determination of diuron, hexazinone and tebuthi-
ron in soil and soil-vinasse, showing itself to be easy to operate and
ermitting the treatment of a reduced sample. It is an alternative to

[
[

[

56 ln(C/Ci) =−0.1207−0.0996t 7 (0.4) 0.9753

he use of sophisticated analytical methods that determine these
erbicides in soil, thus avoiding organic–solvent–water mixtures
nd a long concentration step. It also increases the possibilities of
utomation, economizing sample manipulation and analysis time.
he method’s quantification limits were similar to those estab-
ished as the advised values for some pesticides in Brazilian soil
São Paulo State). Finally, the method was efficient to determine
he half-life of herbicides in soil and soil treated with sugar cane
inasse. It was fast, efficient and robust as is required for the mon-
toring of pesticides widely distributed in soil, which is especially
rue for the monoculture of sugar cane.
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a b s t r a c t

The preliminary experiments in this paper deal with the photo-induced chemiluminescent behaviour
of Buminafos family, after the experimental screening tests and several of them resulted positive, the
herbicide Buminafos was selected to develop a new analytical method.

The determination of Buminafos was performed with the aid of a Multicommutation (a solenoid valve
set) assembly. The method involves the on-line photo-degradation of the analyte (stopped flow, 5 s) with
the selected suitable medium (0.05% hydrogen peroxide) and its subsequent chemiluminescent oxida-
tion by the potassium permanganate. Sample solution alternated segments with the photo-degradation
medium; and, after the irradiation, aliquots of the resulting mixture were alternated with the oxidant
ulticommutation system. Both streams merged 2 cm before the flow-cell of the luminometer.
The chemical optimization study was performed separately for photo-degradation and for oxidation

by including different media and oxidants; it also included the study on the influence of sensitizers and
tensoactive agents. Linear interval was from 0.01 to 1.0 mg l−1 with a limit of detection of 0.005 mg l−1.
Sample throughput and the reproducibility were 48 h−1 and 3%, respectively. After testing the analytical
figures of merit foreign compounds were studied as possible interferents of the method. The proposed
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method was applied to th

. Introduction

Buminafos (C18H38NO3P) presents a couple of commer-
ial names [1] as Pestanal, Trakephon or Aminophon. Its
olecular structure is depicted in Fig. 1 and it is dibutyl 1-

utylaminocyclohexylphosphonate according to IUPAC or dibutyl
1-(butylamino)cyclohexyl]phosphonate according to CAS.

It is a widely used pesticide; however, the bibliographic infor-
ation available is almost inexistent. It is classified into the group

f grow plant regulators and it is applied to cultures of potato, clover
nd lucerne; and it can be applied with little harm to bees [2]. It is a
ow-toxic pesticide for haulm destruction, desiccation, defoliation
nd weed control. The analytical literature on Buminafos is also
ull; as far as authors know, only one reference can be found deal-

ng with the pesticide dispersion on soil in which the Buminafos

as extracted with methanol and evaluated with the aid of a gas

hromatograph provided with an electron capture detector; rela-
ive amounts of the pesticide in soil samples were compared after
ifferent time intervals up to 12 days [3]. Other article deals with
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E-mail address: jose.martinez@uv.es (J.M. Calatayud).
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rmination of the pesticide in spiked water and soil samples.
© 2008 Elsevier B.V. All rights reserved.

he residue and leaching behaviour of Buminafos in soil [4]. An arti-
le deals with the Buminafos behaviour on different types of soil to
heck its biological degradation [5].

In the present work, we used the photo-induced chemilumines-
ence of Buminafos to determine it in a continuous-flow system.
ome preliminary experiments were performed to test the photo-
nduced chemiluminescent behaviour of several members of this
amily of pesticides, after the experimental screening tests the her-
icide Buminafos was selected for further analytical work. The
etermination was performed with the aid of a Multicommutation
ssembly and the developed method involves the on-line photo-
egradation of the analyte and its subsequent chemiluminescent
xidation by the potassium permanganate. The proposed method
as applied to the determination of the pesticide in spiked water

nd soil samples.

. Experimental
.1. Reagents and apparatus

All reagents used were analytically pure unless stated oth-
rwise and prepared in purified water; reverse osmosis and
eionised (18 M� cm) with a Sybron/Barnstead Nanopure II water
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Table 1
Solenoid valves working program

Vl: 0, 50× (0.4, 0.2), 0.5
V2: 0, 30, 150, 30× (0.6, 0.2), 0.5
V3: 165, 39

Tcycle: 235 s

.

.

.

V1: 0, 50× (0.4, 0.18), 0.5
V2: 0, 28.5, 5, 30× (0.6, 0.2), 0.5
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Fig. 1. Molecular structure of Buminafos.

urification system provided with a fibber filter of 0.2 �m
ore-size.

The Buminafos was from Dr. Ehrenstorfer GmbH (99.0%, Ger-
any). For the preliminary studies were also used the pesticides
alathion, Methidathion and Tiomethon from the same manufac-

urer. Other used reagents were alkalis, salts and mineral acids;
xidants as KMnO4, Ce(NH4)2(NO3)6, K3(Fe(CN)6 and H2O2 (all
rom Panreac, Spain), organized media and sensitizers as: formic
cid, acetonitrile, sodium dodecylsulphate (SDS), hexadecyl pyri-
inium chloride, �-cyclodextrine, 2-propanol (Fluka, Switzerland),
enzalkonium chloride (Guinama, Valencia, Spain), N-cetyl-N,N,N-
rimethyl ammonium bromide (Merck, Darmstadt, Germany),
uinine sulphate (Sigma–Aldrich Quı́mica S.A., Spain), Triton X-
00, N,N-dimethylformamide (Scharlau, Spain), ethanol (Prolabo,
pain). As photo-degradation media were used: Fe(NO3)3·7H2O
Probus) and FeSO4·9H2O (Merck).

.2. Apparatus

The pH control on different solutions was performed with the
id of a pHmeter Crison pH 2001 (Alella, Barcelona, Spain) and the
pectrophotometer Agilent 8453 (Las Rozas, Madrid, Spain) was
sed to test the stability of the Buminafos solutions.

.2.1. Flow assembly and procedure
The flow manifold is depicted in Fig. 2, consisted of a PTFE coil of

.8 mm i.d.; a Gilson (Worthington, OH, USA) Minipuls 2 peristaltic
ump provided with tygon pump tubing from Omnifit; and, three
olenoid valves Model 161T031 (Nresearch, Northboro, MA, USA).
he photoreactor consisted of a 150 cm length and 0.8 mm i.d. PTFE
ubing helically coiled around a 15 W low-pressure mercury lamp
Sylvania) for germicidal use. The flow-cell was a flat-spiral quartz
ube of 1 mm i.d. and 3 cm total diameter backed by a mirror for

aximum light collection. The photo-detector work-package was a

30CWAD5F-29 Type 9125 photomultiplier tube (PMT) supplied by
lectron Tubes operating at 1280 V; it was located in a laboratory-
ade light-tight box. The output was fed to a computer equipped
ith a counter-timer, also supplied by Electron Tubes.

ig. 2. Continuous-flow manifold of Multicommutation for the determination of
uminafos. Channels: Q1, photo-degradation medium, 0.05% hydrogen peroxide;
2, aqueous solution of Buminafos; Q3, Carrier (water); Q4, Oxidant solution

KMnO4 in H2SO4 medium). Flow-rate: 10 ml min−1. P-p, peristaltic pump; W, waste;
MT, photomultiplier tube; Sv: solenoid valves. The lamp of the photo-reactor was
15 W low-pressure mercury lamp (Sylvania) for germicidal use.
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3: 32, 26
Tcycle: 75 s

p, preliminary program. Bottom, Optimized program with the simplex method.

The manifold depicted in the figure includes a set of three
olenoid valves; each one acting as an independent commutator
N/OFF and the complete cycle can be described in terms of N× (t1,

2); where t1 is the time interval in ON position, t2 corresponds
o the OFF mode; and N is the number of the repeated ON/OFF
equence. Preliminary program set is depicted in Table 1. The sys-
em configuration was the same during the whole experimental
ork; only the ratio t1/t2 and N were varied. The pump was placed

fter the detector, being sample and reagent solutions aspirated to
he flow-cell at flow-rate 10 ml min−1.

The insertion profile in the finally proposed flow manifold was
s follows; valve Sv1 segmented the analyte solution with hydro-
en peroxide as the suitable photo-degradation medium, leading
heses segments to the photo-reactor. During each micro insertion,
v1 was ON during 0.4 s (aspiration of Buminafos) and, deactivated
uring 0.18 s (valve OFF, aspiration of the hydrogen peroxide). Dur-

ng the required interval (N 28.5 s) for the process, valve Sv2 was ON
llowing the peristaltic pump to aspirate Buminafos and medium.
ext 5 s period, the UV-photo-degradation stopped flow interval,
ll valves were in mode OFF. Then valve Sv3 was activated to allow
he stream of the oxidant solution, which was divided in micro
egments in Sv2 and alternated with micro insertions of the result-
ng photo-fragments of Buminafos 30 (0.6, 0.2). This generated
he chemiluminescent emission and, when base-line was reached
gain by circulating pure water, a new cycle stared; total time
5 s.

.3. Procedures

.3.1. Preparation of samples
Water from irrigation ditches located in Xirivella (Valencia), tap

ater (laboratory) and bottled water (commercial trade mark) were
piked with a known amount of Buminafos into the dynamic range
f application (up to 2 mg l−1) to obtain a solution in the vicinity
f 1.0 mg ml−1 in Buminafos. The content of the pesticide in the
esulting solutions was determined and compared with the added
mount to determine evidences of constants or proportional sys-
ematic errors.

A sample from an agricultural soil was collected (argillaceous
ype from Lliria, Valencia, Spain) and it was treated according to
fficial rules [6] in which the Buminafos solution was sprayed at
ow pressure to 25 g of soil. The pesticide solution to be added to the
ample soil contained 10 mg l−1 of Buminafos (25 ml). This sample
as treated with 100 ml of pure water with the aid of magnetic

tirring during 5 min, then it was filtered and the Buminafos content
etermined.
.3.2. Preparation of standards and test of stability
An stock solution of Buminafos (20 mg l−1) was prepared by

eighing the exact required amount of pesticide; then it was solved
n pure water with the help of an ultrasonic bath and magnetic stir-
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ing. The resulting solution of Buminafos was protected from room
ight and kept at 4 ◦C into the refrigerator. UV–vis spectra were peri-
dically recorded, from 200 to 500 nm up to 5 days; it resulted in
very short stability. The working standard solutions were freshly
repared by diluting the stock solution in the appropriate volume
f water.

.3.3. Optimization of chemical and hydrodynamic parameters
The optimization of chemical and manifold variables was per-

ormed by a sequential methodology. First we optimized by the
nivariate methodology the physico-chemical parameters, namely:
xidation system, medium for the photo-degradation, influence of
oth concentrations, presence of sensitizers and organized medium
nd temperature. Then with the selected values were optimized the
ydrodynamic variables (Multicommutation parameters) by using
he multivariate method known as the Modified Simplex Method
MSM).

The initial simplex was selected according to Yabro and Derming
7,8] which recently was improved in this laboratory [9] with the
arget Multicommutation variables and the emission value cor-
esponding to each combination of such variables provided by
he simplex inputs. The program was written to optimize the
eight of the output and in the second series; the interval for
ach variable was restricted to the zone that gave the former best
esults. Then the higher vertices were chosen for a new compara-
ive study to choose the output resulting in the best compromise
ensitivity (peak height)-sample throughput (peak–base width)-
eproducibility (R.S.D., %). Finally the robustness study can be
onsidered as the last process of optimization.

. Results and discussion

.1. Preliminary studies

The application of molecular topology methods allowed
redicting the photo-induced chemiluminescent behaviour of
ome pesticides from the Buminafos family [10,11] (Buminafos,
alathion, Methidathion and Tiomethon) and after the empirical

creening tests, all of them resulted positive being the herbicide
uminafos selected as a test substance for further analytical work.

The suitable oxidant was established by testing some strong
xidant systems, namely: 4×10−4 mol l−1 potassium perman-

anate or 6×10−3 mol l−1 Ce(IV) (both of them in 1.5 mol l−1

2SO4); 6×10−3 mol l−1 Fe(CN)6
3− and 4×10−2 mol l−1 N-

romosuccinimide (both in 1.5 mol l−1 NaOH). The best outputs
ere obtained with potassium permanganate (see Fig. 3).

ig. 3. Selection of the suitable oxidant system for Buminafos determination. The
rey box is for the blank solution; other two are for sample solution (black, lamp
FF).
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Fig. 4. Influence of the hydrogen peroxide concentration.

.2. Optimization of chemical parameters

.2.1. Photo-degradation
The sample solution (pesticide aqueous solution, 5 mg l−1) was

ixed with the different photo-degradation medium solution:
2O, 10−3 mol l−1 NaOH, 0.05% H2O2, 6×10−5 mol l−1 Fe(III) or
×10−5 mol l−1 Fe(II). Tests were performed with lamp ON and

amp OFF and results compared with the blank solution (contain-
ng no pesticide). The obtained results demonstrated the hydrogen
eroxide was the suitable medium. Then were tested different con-
entrations of hydrogen peroxide over the range 0.01–0.5%; emitted
ight intensity was growing with the hydrogen peroxide concentra-
ion with a maximum clearly in the neighbour of 0.05%; then the
mitted light decreased up to 0.1% in which a very small output was
ept constant (see Fig. 4).

.2.2. Influence of the medium of oxidant concentration and
xidant concentration

The influence of potassium permanganate concentration was
ested up to 0.05 mol l−1 and with 1.0 mg l−1 of Buminafos. As
bserved in formerly published articles [12,13] this parameter
esulted to be critical with a relatively short maximum interval
round to 5×10−3 mol l−1. This concentration of potassium per-
anganate was tested with different acids (HClO4, H4P2O7, HNO3,
2SO4 and NaOH) 0.5 mol l−1 all of them were tested with lamp
N and OFF. The best acidic media were H2SO4 and HClO4 and to
ecide the most suitable we performed a pre-calibration graph in
oth acidic media being the Buminafos content from 1 to 10 mg l−1.
alibration in sulphuric medium resulted in higher slope and then,
ulphuric acid was selected for further work. The influence of sul-
huric acid concentration (tested from 0.5 to 2.5 mol l−1) was not
critical parameter; however, it resulted in a clearly defined max-

mum output at 1.5 mol l−1. To implement these experiments we
ested the sample solution in different pH (range 2–10); the chemi-
uminescence outputs were increasing with the pH value up to 6
nd then clearly diminished. Pure water was selected for the pes-
icide solution (see Fig. 5).

.2.3. Effect of temperature on the emission intensity
The effect of temperature of photo-induced chemiluminescent

rocesses is very complex. The temperature can influence the
eaction kinetics of both processes (UV-degradation and chemilu-
inescence oxidative process) favouring their quantitativeness and
t can also favour radiationless de-excitation of excited states and
ecrease the emission intensity; as a result of the first one it would

ead to an increased emission intensity and as consequence of the
econd it can decrease the emission intensity as a result. In addi-
ion, raising the temperature can result in unwanted side effects
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Fig. 5. Influence of the pH in the analyte solution.

uch as the formation of gas bubbles which can alter flow-rates
ith a negative influence on the reproducibility [14,15].

The influence of temperature was tested with the aid of three
ndependent experiments; influence on the oxidation reaction;
nfluence on the photo-degradation; and, influence on the whole
rocess. The temperature influence was studied by immersing the
essels containing the corresponding solutions in a J.P. Selecta Tec-
ron 2000 water bath at 20, 40, 60 or 80 ◦C. Temperature changes
n the oxidation reaction were no influencing the emission outputs
p to 60, then it abruptly increased; however its influence on the
hole process resulted in growing curve up to 60 ◦C and then (up

o 80 ◦C) it was constant. The study of its influence on the photo-
egradation resulted in increasing outputs in the tested range (from
0 to 80 ◦C). Selected temperature for further work was only on the
hoto-degradation at 80 ◦C.

.2.4. Influence of the photo-degradation time
The influence of the photo-degradation time was studied over

he range 5–150 s, using an aqueous solution containing 5.0 mg l−1

f Buminafos. The photo-degradation time usually results as a
ighly influential variable as the chemiluminescence can originate

rom both photo-degradation intermediates and end-products;
lso, photo-degradation reactions can differ markedly in kinetic
erms [16]. The higher outputs were observed for minor tested time
ntervals. 5 s was the selected value for next work. For details see
ig. 6.
.2.5. Effect of sensitizers and surfactants
The chemiluminescence emission can be enhanced by using a

ensitizer or an organized medium. In the present work the influ-
nce of many substances was studied by preparing mixtures of

Fig. 6. Influence of the photo-degradation time.
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he analyte and the tested substance at the suitable selected con-
entration; the observed analytical signal was compared with the
btained with pure aqueous herbicide solution [14,17,18]. Tested
ensitizers were: ethanol (20%), dimethylformamide (5%), formic
cid (0.5%), 2-propanol (20%), acetonitrile (20%), quinine sulphate
10−4 mol l−1) and hexadecylpyridinium chloride (0.2%), benza-
konium chloride (0.6%); and, studied organized media were:
-cetyl-N,N,N-trimethylammonium chloride (0.2%) sodium dode-
ylsulphate (1.2%), Triton X-100 (0.72%) and �-cyclodextrine (1.2%).
o interesting results were observed as the difference of both out-
uts (with and without presence of the sensitizer or organized
edium) was nearby null.

.2.6. Optimization of hydrodynamic parameters and irradiation
nterval

A multiparametric strategy, the Modified Simplex Method [7,8],
as selected for the optimization of hydrodynamic parameters. The
arameters studied were flow-rate and for valve 1 and 2 the number
f segments and their interval (ON–OFF) and the total number of
egments on each valve and cycle; and the total flow-rate. Chemical
arameters were kept constant, 2.0 mg l−1 Buminafos and 0.05% of
ydrogen peroxide and 5×10−3 mol l−1 potassium permanganate

n 1.5 mol l−1 sulphuric acid. Two consecutive series of experiments
ere performed by fitting the limits for the second simplex (n 9)

ccording the obtained results in the first series (n 12). Then the
wo vertices selected as optimum, when the system did not merit
urther research, were tested again (n 20) to obtain the best com-
romise sensitivity (output height)-reproducibility (R.S.D. in %) and
ample throughput (see Table 1).

Then, more experiments were applied to the most critical
arameters (chemical parameters) by univariate method around
he selected values (±10%); robustness of the method.

.2.7. Analytical figures of merit
The continuous-flow allows Buminafos to be determined, being

he linear observed range from 0.01 to 1 mg l−1. The analytical signal
nd the Buminafos concentration in the linear range were related
y: I = 2261.1X + 624.25 (r2 0.9999).

A measure of repeatability and reproducibility is also the R.S.D.
%) for the peaks, which was determined by using 11 consecutive
nsertions (intra-day reproducibility or repeatability) of the same
olution containing 0.05 mg l−1 of Buminafos; the calculated R.S.D.
%) was 3.0 (n 11). The same experiment was repeated on 4 different
ays with freshly prepared solutions (inter-day reproducibility), the
ean R.S.D. obtained being 5.0%. The limit of detection, which was

aken to be the lowest pesticide concentration that yielded a signal
qual to the blank signal plus three times its standard deviation,
as 0.005 mg l−1. The sample throughput was of 48 samples h−1. To
btain a peak required sample, medium for photo-degradation and
xidant volumes (in ml) to be 0.92, 0.42 and 0.28 ml, respectively.

The influence of different foreign compounds (anions and
ations) was studied to check the possible interference with the
uminafos determination. Mixtures of Buminafos and tested inter-

erence were prepared containing 1.0 mg l−1 of Buminafos and
ifferent amounts of the interference, up to 500 mg l−1. Outputs
ere compared with the obtained with pure Buminafos solu-

ions; no interference was considered when the relative error (vs.
uminafos solution) was less than 5%. Results are depicted in
able 2; some metallic cations (Fe(II), Fe(III), Mn(II), Cu(II) and
r(III)) and two anions like acetate and nitrite interfered the deter-

ination. Therefore, for application to water and soil samples, this

ind of interference should be easily removed by passage through
ppropriate adsorbents. Duolite C20 (Probus, cationic) which was
repared by packing Omnifit 5 cm×4 mm i.d. methacrylate chro-
atographic columns with the resin. Prior to use, the column was
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Table 2
Study of the influence of foreign compounds on the determination of Buminafos

Tested interferent (parent compound) Concentration
(mg l−1)

Relative error (%)

Fe3+ (Fe(NO3)3) 1 56
Fe2+ (FeSO4) 1 60
H2PO4

− (NaH2PO4) 100 4.1
NH4

+ (NH4Cl) 100 2
Mn2+ (MnCl2·4H2O) 1 26
K+ (KCl) 100 5
Na+ (NaCl) 500 6
CH3COO− (CH3COOK) 1 -
CN− (NaCN) 1 3
Zn2+ (ZnCl2) 500 3
Mg2+ (MgCl2·6H2O 500 6
Cl− (KCl) 2044 5
Pb2+ (Pb(NO3)2) 10 5
Ni2+ (Ni(NO3)2) 100 2
Co2+ (Co(NO3)2) 500 3
CO3

2− (K2CO3) 500 3
Cr3+ (Cr(NO3)3) 1 6
CrO4

2− (K2CrO4) 100 4
Cu2+ (Cu(NO3)2) 1 52
SO4

2− (Na2SO4) 500 5
NO2

− (NaNO2) 1 0
NO3

− (KNO3) 500 1
Ca2+ (CaCl2) 500 5
H −
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CO3 (NaHCO3) 500 5
PO4

2− (Na2PO4) 500 4
rea 500 3
d2+ (Cd(NO3)2) 500 2

onditioned by passage of a 0.1 mol l−1 HCl solution. Cyanide was
assed through a Duolite A-102 D (Probus, anionic) which was
onditioned by passage of 0.1 mol l−1 NaOH. Their performance
as checked with Fe(II), Fe(III), Mn(II), Cu(II) and Cr(III)) (cationic
ini-column) and acetate, NO2

− and CN− (anionic mini-column) at
00 mg l−1 each. The results were (recovery) 102% for either cations
r anions.

Several water samples were collected from different places and
ere spiked with a known amount of the pesticide (1.0 mg l−1).

ollecting place and obtained recoveries (five replicates) were as
ollows: irrigation channel (Xirivella, Valencia, Spain) 101.0, R.S.D.
.0%; tap water (Burjassot, Valencia, Spain), 97.0, R.S.D. 2%; and,
ottled mineral water (trade mark Agua de Bejis, Castellón, Spain),
06.0, R.S.D. 1.0%. A soil sample (Lliria, Valencia, Spain) was col-

[

[

[
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ected and treated as reported in Section 2; results were of 97%,
.S.D. 3%.

. Conclusions

The photo-induced chemiluminescent determination of
uminafos (an plant grow regulator pesticide) is presented. The
ethod is performed with the aid of a continuous-flow procedure

nto the methodology known as Multicommutation.
As far as the authors know this is the first published article

ealing with the analytical determination of this pesticide.
The method presents competitive sensitivity and reproducibility

nd the selectivity is improved with the aid of separation mini-
olumns.

The method is applied to different kind of water samples and a
oil sample.
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18] M. Catalá Icardo, J.V. Garcı́a Mateo, J. Martı́nez Calatayud, TrAC 21 (2002)

366.



D
d

P
I

a

A
R
R
A
A

K
N
W
F
M

1

c
i
s
t
m
t
[
t
e

0
d

Talanta 77 (2008) 635–641

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

etermination of nitrous acid in air using wet effluent
iffusion denuder–FIA technique
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r t i c l e i n f o

rticle history:
eceived 31 March 2008
eceived in revised form 18 June 2008
ccepted 3 July 2008
vailable online 12 July 2008

eywords:
itrous acid
et effluent diffusion denuder

low-injection analysis
onitoring

a b s t r a c t

A sensitive and fast method for the determination of nitrous acid (HONO) in air is described. The method
combines a continuous collection of nitrous acid into a thin film of absorption liquid in a cylindrical wet
effluent diffusion denuder (CWEDD) and on-line analysis of collected nitrous acid at the denuder concen-
trate employing a flow-injection analysis (FIA) where nitrous acid is oxidized into peroxynitrous acid and
a chemiluminescent light emitted during the reaction of peroxynitrite with luminol is detected. Various
absorption solutions (carbonate, bicarbonate, phosphate) as well as deionized water were compared from
point of view of collection efficiency of nitrous acid at the CWEDD and selectivity and sensitivity of nitrous
acid determination in air.

All tested liquids provide quantitative collection of HONO in the CWEDD at the air flow rate of 1 L min−1.
The detection limit of nitrous acid of 15 ppt (v/v) is the same for all tested liquids. Small positive interfer-
ence of nitrogen dioxide and peroxyacetylnitrate has been found. The lowest interference of NO2 was found
for 1×10−4 M NaHCO3 (pH 6.4; 0.18%) while for deionized water interference of NO2 (0.28%) was slightly
higher. The lowest interference of peroxyacetylnitrate was found for deionized water (1.46%). No enhanced
formation of HONO inside the cylindrical wet effluent diffusion denuder was observed for simultaneous
bringing of nitrogen dioxide together with phenol, p-cresol, guaiacol, catechol, o-nitrophenol as well as

with n-octane, n-nonane, n-decane, isoprene, �-pinene, �-pinene, camphene, 3-carene, �-phellandrene,
S-limonene, benzene, toluene or o-xylene in comparison with formation of HONO only in the presence
NO2.

Deionized water was chosen as the optimum absorption liquid for the sampling of atmospheric nitrous
acid at the CWEDD as well as for FIA chemiluminescent detection. The time resolution is 70 s and the
response time is 164 s. The calibration curve is linear over 4 orders of magnitude (0.045–450 ppb HONO).
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o
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The CWEDD–FIA techniqu

. Introduction

Nitrous acid (HONO) plays an important role in atmospheric
hemistry due to its photolysis at sunrise to form hydroxyl rad-
cals [1,2]. In the morning, when OH production rate from other
ources is low, HONO is thus a major source of OH radicals in the
roposphere. Consequently, nitrous acid is regarded as one of the

ain initiators of photochemical smog production mechanism in
he urban atmosphere. Nitrous acid as a significant indoor pollutant

3,4] can produce carcinogenic nitrosoamines [5,6] via the reac-
ion with amines. In addition, it takes part in an acidification of the
nvironment [7] and the production of tropospheric ozone [8].

∗ Corresponding author. Tel.: +420 532290167; fax: +420 541212113.
E-mail address: mikuska@iach.cz (P. Mikuška).
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been applied to the measurement of nitrous acid in urban air.
© 2008 Elsevier B.V. All rights reserved.

In spite of the importance, the formation mechanisms of nitrous
cid, especially in daytime, are still not completely understood.
itrous acid is emitted as a primary pollutant from various com-
ustion processes, mainly traffic [3,4,9–11]. Secondary formation
f nitrous acid involves a gas phase reaction of NO and OH radical
12,13] or a heterogeneous conversion of NO2 either on the aerosol
14–16] or the ground [17–20] surfaces. Recently, photochemical
ources of HONO have been identified [21], including a photolysis
f nitrate and nitric acid deposited on the ground and vegetation
urfaces [22,23], reduction of NO2 on photosensitized organic sur-
aces like humic acids [24] and photolysis of o-nitrophenol and its

ethylated analogues [25]. In addition, reaction of excited NO2*

ith water vapour yielding OH and HONO has been newly reported

26].
The increasing interest paid to nitrous acid has led to the devel-

pment of various methods for its determination in air [27]. Fast
nd sensitive measurement of HONO provides tunable diode laser



6 lanta

a
s
t
s
r
a
u
d
h
[
c
c
d
H
m
w
w
d
F
a
c
r
o
t
a
t
l
v
H
d

o
H
w
d
n
d

2

i
a

2

g
a
fi
T
t
p
(
e
t
d
d
o
e
[
t
c
a

p
o
v
a
F
F
t
P
t

2

w
I
a
a
p
i
t
t
s
m
d
o
o
fl
t
i
n
fl
a
d
(

2

d
L
t

(
t
s
s
fl
o
i

o
m
n
(
w
s
T
5
N
r
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bsorption spectroscopy [28], nevertheless, its sensitivity is not
ufficient for detection of trace concentration of HONO. Other spec-
roscopic methods such as long-path differential optical absorption
pectroscopy [29,30] and photo-fragmentation/laser-induced fluo-
escence [31,32] allow specific and sensitive detection of HONO in
ir but complex and expensive instrumentation limits widespread
se of these methods for routine applications. Solid sorbent-coated
iffusion denuders on the other hand offer a cheap field application,
owever, discontinuous sampling of HONO on carbonate sorbent
19,33–37] provides information only about integrated HONO con-
entration during sampling period. Wet chemical methods collect
ontinuously HONO in glass coils [20,30,38–43] or wet diffusion
enuders [44–53] into various absorption liquids and collected
ONO is on-line detected in the coil concentrate by ion chro-
atography [38], HPLC – spectrophotometry after derivatization
ith sulfanilamide and N-(1-naphthyl)ethylenediamine [39,40] or
ith 2,4-dinitrophenylhydrazine [41]. Alternatively, an azo dye is
etected using a long path absorption detection (LOPAP) [20,30,42].
inally, nitrite could be determined by a chemiluminescent NOx

nalyzer after its reduction to NO [43]. HONO in the denuder
oncentrate is on-line detected by spectrophotometry [44,45], fluo-
imetry [46] or ion chromatography [47–53]. Nevertheless, despite
f on-line detection, these methods offer mostly relatively low
ime resolution resulting from their low sensitivity. Consequently,
pre-concentration of nitrite in the coil or the denuder concen-

rate is required, which together with separation step at HPLC or IC
imit application of chromatographic methods for monitoring fast
ariations in ambient HONO concentration. Moreover, sampling of
ONO in the coil suffers from interferences of particulate nitrites
ue to aerosol particle collection in the coil absorption liquid.

The proposed method allows fast and sensitive determination
f atmospheric HONO by coupling the continuous sampling of
ONO in the cylindrical wet effluent diffusion denuder (CWEDD)
ith on-line chemiluminescent (CL) FIA detection of nitrite in the
enuder concentrate. Due to high sensitivity of the CL detection,
o pre-concentration of nitrite is required providing thus HONO
etermination in air with high time resolution.

. Experimental

The cylindrical wet effluent diffusion denuder and the flow-
njection analysis system are two main parts of the measuring
pparatus. A detailed illustration of individual parts is given in Fig. 1.

.1. Wet effluent diffusion denuder

The cylindrical wet effluent diffusion denuder consisting of a
lass denuder tube (50 cm length×1.1 cm i.d.) and untreated inlet
nd outlet glass tubes, assembled together with two polycarbonate
ttings [45], is used for the collection of HONO from ambient air.
he tubes are sealed by Viton O-rings to avoid leakage. The inlet
ube (length 11 cm, i.d. 1.1 cm) adjusts the laminar flow of sam-
led air through the denuder. The absorption liquid (AL) is pumped
400 �L min−1) by a peristaltic pump (PP1) into a vertically ori-
nted denuder tube through a porous PTFE O-ring located between
he outlet tube and the wetted part of the CWEDD. The liquid is
istributed by the PTFE O-ring over top of the inner wall of the
enuder tube and flows continuously down under the influence
f gravity. A specially treated inner surface of the denuder tube

nsures even wettability of inner denuder wall over several months
45]. Analyzed air (1 L min−1) is sucked counter-currently through
he denuder by means of a membrane pump (MP). The denuder
oncentrate, i.e., the absorption liquid with collected HONO, is
spirated at the bottom of the denuder tube through the second

(
p
w
P
V

77 (2008) 635–641

orous PTFE O-ring using the peristaltic pump (PP2) at the flow rate
f 600 �L min−1 into a glass–PTFE debubbler (DB) with an inner
olume of 200 �L. Depending on the position of the electrically
ctuated four-way solenoid (S), the effluent passes directly into the
IA system to be analyzed or is wasted when the calibration of the
IA system is performed. The denuder tube is thermoelectrically
hermostated to a constant temperature of 20±0.2 ◦C by means of
eltier devices. The whole denuder is closed in an aluminium box
o protect the glass tubes from breaking and sunlight.

.2. FIA system

A detailed design of the FIA system has been described else-
here [54], therefore only a brief description is given here (Fig. 1).

nstead of high-pressure syringe pumps that are recommended in
previous paper [54] peristaltic pumps (PP; Ismatec, type ISM 852
nd ISM 597A, Switzerland) are used for transportation of the sam-
le, the reagent solutions as well as carrier stream. Ismatec pumps

n combination with flow RC regulation (resistor-capacity couple)
hat act as effective pulse dampers provide stable, pulse-free flow
hat is necessary for the sensitive detection of nitrous acid. 50 �L of
ample (CWEDD “concentrate” or standard solution) is injected by
eans of a pneumatic six-way injection valve (V; type C6WP, Rheo-

yne, USA) into the carrier stream (deionized water; CA; flow rate
f 100 �L min−1) which is merged at a tee (T) with hydrogen per-
xide reagent (HP; 4 mM H2O2, 0.3 M sulfuric acid, 1 mM EDTA; the
ow rate of 30 �L min−1). Nitrous acid is oxidized into peroxyni-
rous acid when it moves through a reaction coil (RC; PTFE, 0.5 mm
.d.×30 cm length). Peroxynitrous acid reacts with a chemilumi-
escent reagent (CL; 2 mM luminol, 0.6 M KOH, 3 mM EDTA; the
ow rate of 130 �L min−1) in front of photomultiplier tube (PMT)
nd the chemiluminescent light emitted as a result of luminol oxi-
ation by peroxynitrite is detected and evaluated using a computer
PC).

.3. Reagents

All reagents with the exception of luminol (pure, Serva, Hei-
elberg, Germany) were of analytical reagent grade (Aldrich or
achema Brno). Deionized water was used for the preparation of
he solutions.

A gaseous nitrous acid was continuously generated
0.052 �g min−1) at a flow generation system [55] based on
he reaction of sodium nitrite solution (5×10−5 M) with diluted
ulfuric acid (0.05 M) at temperature 20±0.5 ◦C. The reagent
olutions were continuously pumped into a reaction vessel at the
ow rates of 205 �L min−1 and after the reaction they were sucked
ut. Pure air (1.1 L min−1) was passed through the reagent mixture
n the HONO generator to carry formed HONO away.

Gaseous standard of nitrogen dioxide was prepared by diluting
f nitrogen dioxide from a gravimetrically calibrated gas per-
eation device (an emission rate of 0.278 �g NO2 min−1) with

itrogen. The sources of ammonia (0.34 �g NH3 min−1), nitric acid
0.038 �g HNO3 min−1) and sulfur dioxide (8.67 �g SO2 min−1)
ere based on the diffusion of ammonia, HNO3 or SO2 from the

olution through the wall of microporous membrane tube (Gore-
ex TA 001, 1 mm i.d., 0.4 mm wall, 2 �m mean pore size, length
cm) immersed into 1×10−4 M (NH4)2SO4 alkalized by KOH (for
H3), mixture of concentrated H2SO4 and concentrated HNO3 in

atio 3:1 (for HNO3) or 5×10−5 M NaHSO3 acidified by H2SO4

for SO2) in a 250-ml flask into clean air stream (25 mL min−1)
assing through the microporous tube. Peroxyacetylnitrate
as generated from a capillary diffusion system containing

AN dissolved in a n-tridecane solvent (0.031 �g min−1) [56].
apours of volatile organic compounds (n-octane (4.66 �g min−1),
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ig. 1. Scheme of measuring apparatus. CWEDD, cylindrical wet effluent diffusion
embrane pump; S, four-way solenoid; V, six-way injection valve; D, detector; R

eroxide reagent; CL, chemiluminescent reagent; NS, nitrite standard solution.

-nonane (6.30 �g min−1), n-decane (1.73 �g min−1), iso-
rene (2.78 �g min−1), �-pinene (7.81 �g min−1), �-pinene
6.68 �g min−1), camphene (4.46 �g min−1), 3-carene
7.79 �g min−1), �-fellandrene (3.34 �g min−1), S-limonene
11.13 �g min−1), benzene (4.15 �g min−1), toluene (3.39 �g min−1)
nd o-xylene (4.76 �g min−1)) were produced at a diffusion-based
ystem by forcing a dry nitrogen stream through a thermostated
lass vessel containing miniature glass test-tubes (length
2 mm, i.d. 4 mm, o.d. 6 mm) filled with the individual com-
ound of interest. Gaseous p-cresol (0.38 �g min−1), phenol
1.8 �g min−1), guaiacol (0.41 �g min−1), catechol (1.5 �g min−1)
nd o-nitrophenol (0.98 �g min−1) were produced at a ther-
ostated glass tube filled with the compound of interest. Nitrogen

tream, transported vapours of studied compounds to the denuder,
as passed continuously (at the flow rate of 0.5 ml min−1) through

he glass tube maintained at temperature 2 or 30 ◦C (catechol),
espectively.

The production of sulfur dioxide was determined by thiosulfate-
odide method after collection of SO2 in the impinger with I2
olution. The nitric acid source was calibrated by sampling of
NO3 in the dilute KOH solution with subsequent titration of unre-
cted KOH. The ammonia source was calibrated by sampling of
H3 in NaHSO4 solution and collected NH3 after derivatization
ith o-phthaldialdehyde was determined fluorimetrically. Peroxy-

cetylnitrate was sampled at the dilute KOH solution and formed
itrite after neutralization was detected with the FIA system [54].
he production of volatile compounds (monoterpenes, isoprene,
-alkanes, BTX) was measured gravimetrically by means of an ana-

ytical microbalance (Sartorius M5P model) from the weight loss of
he diffusion tube with a compound of interest. The production of p-
resol, phenol, guaiacol, catechol and o-nitrophenol was measured
y LC-MS detection after their collection in methanol.

. Results and discussion
A combination of the CWEDD and the chemiluminescent FIA
ethod has been chosen for the semi-continuous measurement of
ONO in air. The CWEDD applied recently for the sampling of var-

ous water soluble gaseous pollutants like SO2, HNO3, HONO, HCl,

u
n
t
s
t

er; PC, computer; DB, glass–Teflon debubbler; PP, PP1, PP2, peristaltic pumps; MP,
ction coil; T, tee-piece; CA, deionized water; AL, absorption liquid; HP, hydrogen

H3 and HCHO allows selective sampling of nitrous acid without
nterference of particulate nitrite. The FIA system developed orig-
nally for the nitrite determination in water [54] has not been so
ar used for the determination of HONO in air. The whole system
CWEDD–FIA) is necessary to optimise to obtain both the maximal
ollection efficiency of HONO in the CWEDD and the highest sen-
itivity of the CL detection of HONO in the denuder concentrate as
ell as the fast response to quick changes in concentration of HONO

n air and to minimize the effect of potentially interfering gaseous
ompounds.

To collect HONO in wet diffusion denuders, deionized water is
ostly employed [44–46,49,50], however, a few other liquids like
aHCO3 [38,52], Na2CO3 [38,43,47,48], phosphate buffer [39–41]
r the high acidic sulfanilamid [42] were used recently for the col-
ection of HONO in wet denuders or coil samplers. To find the best
bsorption liquid for our system, we compared in detail all these
iquids (with exception of sulfanilamid) with respect to the col-
ection efficiency of HONO, the sensitivity and the selectivity of
ONO detection in the CWEDD. To our knowledge, such detailed
omparison was not performed before.

.1. FIA system

The original FIA system [54] provides fast and selective detec-
ion of nitrite in water with a detection limit of 1×10−9 M. The
ensitivity of the presented FIA setup (Fig. 1) is a little bit cut-down
ue to used peristaltic pumps. In spite of this, the sensitivity is
till sufficient (1.5×10−9 M) to allow the direct detection of nitrous
cid in aqueous concentrate leaving the CWEDD without a need
f pre-concentration of nitrous acid in the denuder concentrate as
t is required, for example, at ion chromatography. Aqueous solu-
ions of Na2CO3 (1×10−2, 1×10−3, 1×10−4, 1×10−5 M), NaHCO3
1×10−2, 1×10−3, 1×10−4, 1×10−5 M) and sodium phosphate
olutions (1×10−4 M, pH 6–8) tested as alternative absorption liq-

ids of HONO in the CWEDD were studied if they influence the
itrite detection at the FIA system. We found out that these solu-
ions, with exception of 1×10−2 M Na2CO3, have no effect on the
ensitivity of nitrite detection at the FIA system and the detec-
ion limit of nitrite with these liquids is the same as for deionized
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Fig. 2. The dependence of collection efficiencies of HONO on the air flow rate
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or various absorption liquids. (�) 1×10 M Na2CO3; (�) 1×10 M Na2CO3; (�)
×10−5 M NaHCO3; (©) 1×10−2 M NaHCO3; (�) 1×10−4 M NaH2PO4 (pH 6); (�)
×10−4 M NaH2PO4 (pH 8); (�) deionized water; (�) theoretical curve. Flow rate of
ll absorption liquids is 400 �L min−1. Nitrous acid concentration 5.3 ppb (v/v).

ater. 1×10−2 M sodium carbonate reduces the sensitivity by 10%
n comparison with that for deionized water.

The analysis time of the FIA system (time from sample injection
o peak maximum) depends on the carrier flow rate (Fig. 1). At the
arrier flow rate of 100 �L min−1, the analysis time of the FIA system
s 70 s. Using higher carrier flow rate of 200 �L min−1, the analysis
ime decreases to 30 s, which allows analysis up to 120 samples per
our. However, simultaneously with higher carrier flow rate, the
ensitivity of nitrite determination goes slightly down too. Never-
heless, a sampling period of two minutes has been applied during

ost field measurements.

.2. Performance of the CWEDD

The efficiency of HONO collection in the CWEDD was investi-
ated by sampling gaseous standard of HONO. In contrast to highly
oluble gases for which, under a constant temperature, the flow rate
f air streaming through the diffusion denuder is the only factor
ffecting their collection efficiency in water [57-60], the collec-
ion efficiency of nitrous acid in aqueous solutions also depends
n the effective Henry’s law constant [52] that takes into account
issociation and/or acido-basic reactions of nitrous acid within the
bsorbing process [52]. That is reason why we measured the col-
ection efficiency (CE) of HONO in the CWEDD as a function of
ir flow rate (at the range 0.5–2.5 L min−1) for selected absorption
iquids in wide concentration and pH range (Fig. 2). For lucid-
ty, the results are shown only for deionized water and for the
bsorption solutions with the lowest and the highest concentra-
ion of sodium carbonate or sodium bicarbonate and for sodium
hosphate with the lowest and the highest pH value. The collec-
ion efficiencies of other tested absorption solutions lie among
he CEs of solutions with these boundary concentrations or pH
evels. For the comparison, the curve describing the theoretical
E of HONO calculated according to Gormley–Kennedy equation
59] is also demonstrated (DHONO = 0.1749 cm2/s). It is evident that
or the air flow rates equal or smaller than 1.0 L min−1, the col-

ection efficiency of HONO in the CWEDD does not depend on
he composition of the absorption solution and for all studied
bsorption liquids (deionized water, 1×10−2, 1×10−3, 1×10−4

nd 1×10−5 M Na2CO3, 1×10−2, 1×10−3, 1×10−4 and 1×10−5 M
aHCO3, 1×10−4 M sodium phosphate solution at pH 6, 7 and 8)
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he collection efficiency of HONO is 100%. For the air flow rates
igher than 1.0 L min−1, the CE of HONO decreases with increasing
ir flow rate depending significantly on the composition of absorp-
ion liquid. In general, the collection efficiency of HONO increases
ith increasing pH of absorption solution, i.e., with increasing con-

entration of carbonate or bicarbonate or with increasing pH in the
ase of phosphate. In further work, to attain the quantitative col-
ection of nitrous acid, the flow rate of air through the CWEDD of
L min−1 is chosen for the sampling of HONO in the CWEDD.

In heavily polluted areas, the collection efficiency of HONO in
he CWEDD may be affected due to change in the pH of absorption
olution resulting from the collection of acid gases like HNO3 and
O2, for example, that are co-present with HONO at the sampled
ir. To verify this possibility, we measured the collection efficiencies
f HONO also in the presence of sulfur dioxide and nitric acid. The
ifference between collection efficiencies of HONO in the presence
O2 (the concentration range 1.3–6.6 ppm (v/v)) and in the absence
f SO2 does not exceed 2% for all absorption liquids (up to the air
ow rate of 2 L min−1) and the effect of SO2 on the efficiency of
ONO collection in the CWEDD can thus be neglected. The collec-

ion efficiency of HONO in the co-presence of HNO3 (14.8 ppb (v/v))
as investigated only for deionized water. In spite of decrease in pH
f deionized water down to 5.8, the collection efficiency of HONO
n the presence of HNO3 did not change and at the air flow rate of
L min−1 HONO was quantitatively collected.

.3. Interference

HONO determination via chemical instruments was reported to
uffer from several interferences caused by, e.g. NO2 + SO2 or PAN
61–63]. Recent studies observed for example HONO formation on
queous or humid surfaces in the reaction of NO2 with semi-volatile
ydrocarbons emitted from a diesel engine [11] or biomass burning
62].

The effect of various compounds concurrently presented in air
n the determination of HONO was investigated (the air flow rate
f 1 L min−1). The effect of ammonia (484 ppb (v/v)), nitric acid
14.8 ppb (v/v)) and especially, the effect of nitrogen dioxide (76 ppb
v/v)), PAN (6.3 ppb (v/v)) and a mixture of nitrogen dioxide and
ulfur dioxide (3.3 ppm (v/v)) for all absorption liquids were tested.

Ammonia does not interfere even at very high concentration
hat many times exceeds common ambient concentrations. Nitrate
btained after nitric acid collection in the CWEDD also has no effect
n nitrous acid chemiluminescent detection via used detection sys-
em [54].

The presence of NO2, PAN and the mixture of NO2/SO2 influ-
nce the HONO determination more significantly (Fig. 3) because
heir collection in the denuder absorption liquids results in pos-
tive interference due to formation of nitrous acid. For deionized
ater, interference (a ratio of signals for equivalent concentrations
f HONO and interfering compound) of NO2 of 0.28% was found. For
ther liquids, the positive interference of NO2 ranged from 0.57% for
×10−5 M to 5.66% for 0.01 M carbonate solution, from 0.36% for
×10−5 M to 1.17% for 0.01 M bicarbonate solution and from 0.62%

or phosphate solution at pH 6 to 0.79% for solution at pH 8. In the
resence of SO2 at ppm levels a higher interference of NO2 was
bserved: 2.54–9.10% for carbonate solutions, 1.27–3.46% for bicar-
onate solutions, 0.75–2.58% for phosphate solutions and 1.54% for
eionized water. These results confirm a formation of secondary
itrite in the denuder concentrate as a result of decay of a relatively

table intermediate [NO2–SO3] formed in aqueous phase during
he reaction of NO2 with water in the presence of SO2 [61]. How-
ver, low concentration of SO2 (41 ppb (v/v)) did not increase the
nterference of NO2, therefore the effect of SO2 at current concen-
rations on NO2 interference during the HONO determination can
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ig. 3. Interferences of NO2, PAN and the mixture of NO2 and SO2 at nitrous acid
etermination for all tested absorption liquids. C, carbonate; BC, bicarbonate; P,
hosphate; black filled bar, NO2 interference; white filled bar, interference of NO2

nd SO2 mixture; grey filled bar, PAN interference.

hus be neglected. Interference of PAN for deionized water is 1.46%
hile for other tested liquids it ranges from 3.14% for 1×10−5 M to

.80% for 0.01 M carbonate solution, from 2.28% for 1×10−5 M to

.92% for 0.01 M bicarbonate solution and from 1.54% for phosphate
olution at pH 6 to 3.34% for solution at pH 8.

From obtained results it is evident that interferences of NO2, PAN
nd the mixture of NO2/SO2 are dependent on the pH of absorption
iquid. With increasing pH of absorption solution (i.e., with increase
n pH of phosphate or with increase in concentration of carbonate
r bicarbonate) increases efficiency of collection of interfering pol-

utants like NO2 or PAN at these solutions resulting in increasing
nterferences of these gases at the HONO determination. The low-
st interference of NO2 was observed for the 1×10−4 M NaHCO3
pH 6.4; 0.18%) whereas the interference for deionized water was
nly slightly increased (0.28%) against those for 1×10−4 M NaHCO3
nd the values of NO2 interference for other absorption liquids
re mostly higher in comparison with those for deionized water.
he lowest interference of PAN was found for the deionized water
1.46%) while for other absorption liquids the interference of PAN
t the nitrous acid determination increases. In field application, to
btain correct level of the interference of nitrogen dioxide on HONO
etection, the concentration of nitrogen dioxide is measured in par-
llel [64,65] and the concentration of nitrous acid in ambient air is
C retroactively corrected for the presence of NO2.

Interference of NO2 in the presented method is comparable
ith interferences reported for other techniques ranging from 0.01

o 0.4% [39,42–45,50–52]. The interference of PAN found in the
roposed method for deionized water (1.46%) is also compara-
le with the PAN values for other scrubbing solutions (0.015–1.9%
39,42,43,46,50]).

Finally, we studied in detail interference of various organic
ompounds known as important constituents of biomass burn-
ng or diesel exhaust. Moreover, we also tested effect of other
rganic compounds present in ambient air like monoterpenes
nd isoprene on the detection of HONO. In addition, we inves-

igated effect of o-nitrophenol that was mentioned recently as a
otential interfering compound during the HONO detection. Effect
f volatile (monoterpenes, isoprene, BTX, n-alkanes) and semi-
olatile (phenol, p-cresol, guaiacol, catechol, o-nitrophenol) organic
ompounds on the determination of HONO was examined only for

r
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eionized water used as the absorption liquid. We brought these
ompounds simultaneously with NO2 to the denuder, however, no
roduction of HONO was observed for n-octane (1 ppm (v/v)), n-
onane (1.2 ppm (v/v)), n-decane (298 ppb (v/v)), isoprene (1 ppm
v/v)), �-pinene (1.4 ppm (v/v)), �-pinene (1.2 ppm (v/v)), cam-
hene (800 ppb (v/v)), 3-carene (1.4 ppm (v/v)), �-phellandrene
600 ppb (v/v)), S-limonene (2 ppm (v/v)), benzene (1.3 ppm (v/v)),
oluene (900 ppb (v/v)), o-xylene (1.1 ppm (v/v), phenol (7–28 ppb
v/v)), p-cresol (11–59 ppb (v/v)), guaiacol (6–16 ppb (v/v)), cat-
chol (9–18 ppb (v/v)) and o-nitrophenol (7–14 ppb (v/v)). These
esults did not prove thus the findings of recent studies where
iomass burning (e.g., catechol, guaiacol) or diesel exhaust compo-
ents (phenol) were reported to enhance the uptake of NO2 in water
olutions resulting in production of HONO [11,62]. The different
esults may be explained by much smaller residence time (2.85 s) of
ir in the used denuder system in comparison with residence time
125 s) of sample in denuder system applied in the recent studies
11,62]. Moreover, contrary to the recent study [62], where studied
rganic compounds were dissolved directly in liquid phase flow-
ng through the denuder, in our study organic compounds were
resent in gas phase. These facts result in non-measurable conver-
ion of NO2 to HONO in the co-presence of these compounds inside
he applied cylindrical wet effluent diffusion denuder.

.4. Analytical parameters

High sensitivity of employed CL–FIA technique enables the
irect determination of collected HONO at the CWEDD concen-
rate without need of nitrite pre-concentration. The calibration
urve is linear at the measured range of HONO concentrations
.045–450 ppb (v/v). The detection limit (a signal-to-noise ratio of
) of nitrous acid at the CWEDD–FIA system is 15 ppt (v/v) regard-

ess if deionized water or sodium carbonate, sodium bicarbonate or
odium phosphate solutions are used as the absorption liquid. The
etection limit of the present method is higher than those reported
y other methods employing glass coils [39,41,42] or wet diffusion
enuders [44,46,47,49–51]. In our opinion, the sensitivity of the
resented method at described configuration is fully sufficient to
easure nitrous acid concentration in ambient air.
As a compromise of results obtained for all studied liquids con-

erning the sensitivity and the selectivity of HONO detection and
rom the practical point of view when the constitution absorption
iquid as simple as possible is preferred, for other measurements
eionized water is chosen as the optimum liquid for the collection
f nitrous acid at the CWEDD.

Small inner volume of used CWEDD (47.5 cm3) enables short
esidence time of 2.85 s of analyzed air in the CWEDD (at the air
ow rate of 1 L min−1) as well as short residence time of absorp-
ion liquid of 74 s (at the liquid flow rate of 400 �L min−1). The
esponse time of the whole system (i.e., time between enter of
ONO into the CWEDD and obtaining a 95% of steady state sig-
al in the detector) then depends on the analysis time of the FIA
ethod and on the denuder concentrate flow rate (Fig. 1). The FIA

nalysis time depends on the carrier flow rate. Consequently, at
he carrier flow rate of 100 �L min−1 the response time is 164 or
22 s for the carrier flow rate of 200 �L min−1, respectively. It is
bvious that with increasing carrier flow rate the response time
f the system decreases; however, simultaneously sensitivity of
itrite determination goes down too. In further experiments, the
arrier flow rate of 100 �L min−1 at the FIA is employed because the

esponse time of 2.7 min is quite satisfactory for most field appli-
ations where high sensitivity rather than high response time is
ostly preferred. Time resolution (i.e., time between maxima of

wo following peaks in the detector) is other important parame-
er to characterize the system performance. The shortest accessible
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ime resolution of the presented method is 30 s (at the carrier flow
ate of 200 �L min−1), or alternatively, 70 s (at the carrier flow rate
f 100 �L min−1) compared with 10–20 min time interval at IC and
ther chromatographic methods [39–41,47–53].

The reproducibility of the method was determined by long-term
ampling of HONO standard (1.2 ppb (v/v)). The relative standard
eviation (n = 50) is±4.1%.

During the field application, the evaporation of water within
he CWEDD can induce losses of absorption liquid between 3 and
0 �L min−1, respectively, when the relative humidity of sampled
ir varies between 45% and 85%. Under the above mentioned flow
ate conditions (at temperature of 20 ◦C), the change in liquid vol-
me due to evaporation losses causes a +2.5% error in the total flow
ate of absorption liquid and hence the calculated gas-phase HONO
oncentration. In practice, the error in water loss because of evapo-
ation is reduced as a result of a drop in temperature (5–7 ◦C) inside
he cylindrical wet effluent diffusion denuder.

.5. Real air analysis

The developed CWEDD–FIA method has been applied to the
easurement of HONO in ambient air in Brno city during sum-
er of 2006. The sampling site was located at the balcony at the

rst floor of the Institute of Analytical Chemistry, about 5 m above
round level and at a distance of about 20 m from a main road
ith relatively heavy traffic. The denuder was installed on the bal-

ony and the analyzed air was sampled into the denuder through
short PTFE tube of 4 cm long that is shielded from light with

lack self-shrinkable tubing to avoid heterogeneous and photo-
hemical formation of HONO inside the sampling tube. In parallel,
itrogen dioxide has been also measured with the monitor based
n the chemiluminescent reaction of NO2 with a luminol reagent
ispersed in an aerosol stream [64,65]. Time resolution of NO2
etection was 1 s. The reliability of the CWEDD–FIA setup was con-
rolled once per day using the standard solutions of sodium nitrite
1×10−7 and 2×10−7 M) corresponding to nitrous acid concentra-
ion of 0.98 and 1.96 ppb (v/v).

A several day overview of nitrous acid concentration as well as
itrogen dioxide concentration in ambient air in Brno is shown in
ig. 4. During the depicted measurement period the weather was

2
unny with global radiation intensity between 980 and 1050 W/m
t noon. HONO was measured with time resolution of 3 min. Gaps
n the data are caused by the calibration of the FIA system. The
ata show a diurnal pattern with high concentration of nitrous
cid during night with maxima up to 1.1 ppb (v/v) around midnight

ig. 4. Diurnal patterns of nitrous acid and nitrogen dioxide concentration (Brno,
eptember 9–15, 2006). (�) HONO; (—) NO2.

m
o
a

t
t
d
o
s
a
i
k

A

t
o
S
R

R

77 (2008) 635–641

21:10–1:57), which is in agreement with a common conception
f HONO behaviour in troposphere [1,2]. Comparison of tempo-
al profiles for HONO and NO2 concentrations reveals that over
ight there is a time shift between HONO maximum and corre-
ponding NO2 maximum. Maxima in HONO concentration in night
n 9/10, 10/11 and 11/12 September were about 80 min delayed
gainst corresponding NO2 maxima while in night during 12/13
nd 13/14 September the delay was about 270 min and during night
n 14/15 September the concentrations both HONO and NO2 were
early constant without any sharp maxima. The observed temporal
hift between HONO and NO2 concentrations confirms the het-
rogeneous production of nitrous acid during night period. Except
f night maxima we recorded high concentrations of nitrous acid
ccurring periodically in the morning mostly around 8 p.m. (alter-
atively, at midday on 9 September). Despite HONO photolysis by
unlight the daytime concentrations of HONO were often higher
han night concentrations. Contrary to night shifts, peaks in day-
ime concentration of HNO and NO2 were time coincident. Because
he sampling site was close to the street with a heavy traffic, we
ssume that the morning maxima are caused by direct emission
f nitrous acid from cars during morning rush transport periods.
ver the rest of day HONO concentration remained mostly low in

he range from 200 to 400 ppt (v/v) as a result of HONO photolysis.
ur observations of high daytime concentrations of nitrous acid are

n agreement with recent studies [44–46,48,49,52,53] when unex-
ectedly high HONO concentrations have been observed during the
ay too.

. Conclusion

The proposed method combines unique advantages both the dif-
usion denuder and the CL detection of nitrous acid. The CWEDD
nables sampling of gaseous HONO while aerosol particles pass
hrough the denuder without collection. The detection limit (a
ignal-to-noise ratio of 3) of nitrous acid at the CWEDD–FIA sys-
em is 15 ppt (v/v). High sensitivity of employed CL–FIA technique
nables the direct determination of collected HONO at the CWEDD
oncentrate without need of nitrite pre-concentration. The calibra-
ion curve is linear at the range of 0.045–450 ppb (v/v) HONO.

Deionized water was chosen as the optimum absorption
edium for the sampling of nitrous acid in the CWEDD from point

f view both the collection efficiency of HONO and the selectivity
nd the sensitivity of HONO detection.

High selectivity, high sensitivity, short response time of the sys-
em and high time resolution offer employment of the method for
he routine widespread application as an alternative to current wet
enuder methods. Ambient measurements showed the capability
f the system for the continuous long-term monitoring of atmo-
pheric nitrous acid in the frame of pollution control of ambient
ir. Moreover, due to high time resolution, the proposed method
s suitable for the recording of very fast processes such as various
inetic studies or gradient measurements.
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44] Z. Večeřa, P.K. Dasgupta, Environ. Sci. Technol. 25 (1991) 255.
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a b s t r a c t

Biodiesel is an alternative fuel composed of mono-alkyl esters and obtained mainly from the base-
catalyzed transesterification reaction of oils or fats. Its use (pure or blended) does not demand any
modification in the diesel engine and in the existing fuel distribution and storage infrastructure. Moreover,
biodiesel has a high energetic yield, fixes the solar energy and contains insignificant amounts of sulphur.
Therefore, biodiesel is currently the best substitute for fossil diesel fuel.

Besides mono-alkyl esters, glycerol (main co-product), alcohol, catalyst, free fatty acids, tri-, di- and
monoglycerides compose the final mixture of biodiesel production process. These and other kinds of
contaminants can lead to severe operational and environmental problems. Therefore, the quality con-
trol of biodiesel is greatly significant to the success of its commercialization and market acceptance.
Some important issues on the biodiesel quality control involve the monitoring of transesterification
reaction, the quantification of mono-alkyl esters and free- and bonded glycerol as well as determina-
tion of residual catalysts and alcohol. Moreover, the determination of blend levels is another key aspect
of biodiesel analyses. Chromatography and spectroscopy are the analytical methods most used for the
biodiesel characterization, but procedures based on physical properties are also available.

Previously, a review on analytical methods used to evaluate biodiesel quality was written by Knothe.
Due to the importance of this field, we made an update of Knothes’ review. Therefore, in this paper, we will
describe new developments in biodiesel analyses and some references showed in Knothes’ paper. Specially,
we will describe analytical methods used for quantification of glycerol, mono-, di-, triglycerides, methanol,

water, Na, K, P, and steroids in biodiesel or along the transesterification reaction. Also, the determination
of biodiesel content in blends and some physicochemical parameters are discussed. At the end, we will

assess the available techniques and point out some improvements on analytical methods for biodiesel
characterization.

© 2008 Published by Elsevier B.V.
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. Introduction

The petroleum market instability, limited availability of crude
il, and mainly the serious impact of the use of petroleum-based
uels on the environment have currently stimulated the spread of
lternative fuels [1]. Many researches have been held on biodiesel,
n alternative fuel for diesel engines that has recently obtained
ncreasing attention worldwide [2]. This fuel is the best substitute
or diesel due to its physical properties, which are close to those of
ossil diesel. Therefore, its use (neat or blended) does not demand
ny modification in the diesel engine and in the existing fuel dis-
ribution and storage infrastructure [3]. Besides that, biodiesel has
high energetic yield, fixes the solar energy and contains insignif-

cant amounts of sulphur [4]. Nevertheless, cold-flow properties,
Ox emissions, and oxidative stability are issues that have to be
vercome. At the moment, the main problem of biodiesel commer-
ialization is its price, which is higher than for fossil diesel [5,6].
ctually, the average price per gallon of diesel in the USA in June
006 was US $2.98, while the cost of pure biodiesel was US $3.76
7]. Moreover, it is worth to mention that the economical utilization
f glycerine, the main co-product of biodiesel, is also an important
spect for the feasible commercialization of this alternative fuel
8].

According to the Brazilian Biodiesel Programme, biodiesel is
efined as “a fuel obtained from mixtures, in different proportions,
f fossil diesel and alkyl esters of vegetable oils or animal fats”. Thus,
iodiesel, under the chemical point of view, is composed mainly by
atty acids mono-alkyl esters. Transesterification is a widespread
rocess used for obtaining biodiesel and involves the catalyzed
eaction of triglycerides (major compounds of oils and fats) and
hort-chain alcohols such as methanol and ethanol. Most trans-
sterification industrial processes employ alkaline catalysis (KOH,
aOH, and NaOCH3) and methanol. The utilization of potassium
ydroxide is more suitable since, at the end of reaction, the mix-
ure can be neutralized with phosphoric acid to afford potassium
hosphate, which is a fertilizer. In Brazil, the use of ethanol is more
dvantageous due to its large-scale production. Furthermore, the
hole biodiesel manufacture process is independent of petroleum

ecause ethanol is obtained from biomass [8]. The designation of
ure biodiesel is B100 (100% fatty acid alkyl esters). However, this
uel could be also used in blends with fossil diesel and the BXX
bbreviation will indicate the volume (in percent) of B100 in the
ixture. Consequently, B2 is constituted by 2% of B100, and 98% of

iesel [4]. In Brazil, B2 will be mandatory in 2008 and B5 in 2013
9].

As stated before, the transesterification reaction affords fatty
sters. However, the final mixture is also composed of glycerol
main co-product), alcohol, catalyst, tri-, di- and monoglycerides
4], as well as free fatty acids. These and other contaminants of
iodiesel can lead to severe operational and environmental prob-

ems. Therefore, standards that limit the amount of contaminants

n biodiesel fuel are necessary. Additionally, the establishment
f standards is also required to the description of the product
uality [10]. Knothe [11] states that the successful introduction
nd commercialization of biodiesel has been accompanied by the
evelopment of standards to ensure high product quality and user

o
t
o
t
m

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 604

onfidence. In fact, EN 14214 and ASTM D 6751 biodiesel standards
12,13] were already established in Europe and USA, respectively.
hese standards are usually employed as references to establish
ther standards and their analysis. Therefore, ASTM D 6751 and EN
4214 specifications as well as their analysis methods for biodiesel
re illustrated in Table 1. In Brazil, Resolution number 7 (from
9/3/2008) of the National Agency of Petroleum, Natural Gas and
iofuels (ANP) supplies the specification of the pure biodiesel
B100) and the methodologies for its characterization. In fact, the
razilian analyses are performed in accordance with the standards
f the American Society for Testing and Materials (ASTM) and
razilian Association of Technical Standards (ABNT) [14].

Therefore, the quality control of biodiesel is greatly important
o the successful commercialization of this fuel and its blends [6].
n this point, it is worth to note that the type (chain length, degree
f unsaturation and presence of other chemical functions) and con-
entration of fatty esters as well as the structure of the ester moiety
erived from the alcohol have an outstanding effect on biodiesel
roperties, which will also influence its storage and oxidation [4,11].
esides, biodiesel composition is completely dependent on the
ource used to produce it [1]. Also, since some contaminants come
p from the transesterification reaction, it is important to monitor
he status of biodiesel production to recognize and correct prob-
ems at an early stage [15]. Fernando et al. [16] describe complete
eaction to mono-alkyl esters, the removal of free glycerine, cata-
ysts, alcohol, and free fatty acids in biodiesel as critical issues of
he quality control. Moreover, the determination of blend levels
s another key point of biodiesel analyses since its use has been
ncreasing considerably [15].

The parameters, which are used to define the quality of biodiesel,
an be divided in two groups [10]. One of them is also used for min-
ral diesel, and the second describes the composition and purity
f fatty esters. The former includes, for example, density, viscosity,
ash point, sulphur %, Conradson carbon residue, sulphate ash %,
etane number, and acid number. The latter comprises, for exam-
le, methanol, free glycerol, total glycerol, phosphorus contents,
ater and esters content as well as others properties described in

able 1.
Chromatography and spectroscopy are the most used analytical

ethods on biodiesel analyses, but procedures based on physical
roperties are also available [6]. Moreover, it is worth to mention
hat most chromatographic analyses, mainly GC, have been applied
o methyl and not to ethyl esters [15].

Previously, a review on analytical methods used for biodiesel
nalysis was published [15]. It showed the main techniques devel-
ped until 2006. Due to the importance of evaluating biodiesel
uality, we made an update of biodiesel references described by
nothe [15]. Therefore, in our review, we will describe new tech-
iques as well as methods developed before 2006. Particularly,
nalytical methods used for quantification of glycerol, mono-, di-,
riglycerides, methanol, water, Na, K, P, and steroids in biodiesel

r along the transesterification reaction will be described. Also,
he determination of biodiesel content in blends and some physic-
chemical parameters are discussed. At the end, we will assess
he available techniques and discuss some improves on analytical

ethods for biodiesel characterization.
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Table 1
Biodiesel specifications according to ASTM D6751, and EN 14214 standards

Property ASTM D 6751 EN 14214

Test method Limits Test method Limits

Ester content – – EN 14103 96.5% (mol mol−1) min
Linolenic acid content – – EN 14103 12.0% (mol mol−1) max
Content of FAMEa with ≥4 double bonds – – – 1.0% (mol mol−1) max
MAGb content – – EN 14105 0.80% (mol mol−1) max
DAGc content – – EN 14105 0.20% (mol mol−1l) max
TAGd content – – EN 14105 0.20% (mol mol−1) max
Free glycerine ASTM D 6584 0.020% (w/w) max EN 14105 0.020% (mol mol−1) max
Total glycerine ASTM D 6584 0.240% (w/w) max EN 14105 0.25% (mol mol−1) max
Water and sediment or water content ASTM D 2709 0.050% (v/v) max EN ISO 12937 500 mg kg−1 max
Methanol content – – EN 14110 0.20% (mol mol−1) max
(Na + K) content UOP 391 5.0 mg kg−1 max EN 14108 5.0 mg kg−1 max
(Ca + Mg) content – – prEN 14538 5.0 mg kg−1 max
P content ASTM D 4951 0.001% (w/w) max EN 14107 10.0 mg kg−1 max
Oxidative stability (110 ◦C) – – EN 14112 6 h min
Density (15 ◦C) – – EN ISO 3675 860–900 kg m−3

Kinematic viscosity or viscosity (40 ◦C) ASTM D 445 1.9–6.0 mm2 s−1 EN ISO 3104 3.5–5.0 mm2 s−1

Flash point ASTM D 93 130 ◦C min EN ISO 3679 120 ◦C min
Cloud point ASTM D 2500 Not specified – –
Sulphur content ASTM D 5453 0.05% (w/w) max EN ISO 20864 10.0 mg kg−1 max
Carbon residue ASTM D 4530 0.050% (w/w) max EN ISO 10370 0.30% (mol mol−1) max
Cetane number ASTM D 613 47 min EN ISO 5165 51 min
Sulphated ash ASTM D 874 0.020% (w/w) max ISO 3987 0.02% (mol mol−1) max
Total contamination – – EN 12662 24 mg kg−1 max
Copper strip corrosion (3 h, 50 ◦C) ASTM D 130 No. 3 max EN ISO 2160 1 (degree of corrosion)
Acid number or acid value ASTM D 664 0.50 mg KOH g−1 max EN 14104 0.50 mg KOH g−1 max
Iodine value – – EN 14111 120 g I2·100 g−1 max
Distillation temperature (90% recovered) ASTM D 1160 360 ◦C max – –
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FAME = fatty acid methyl esters.
b MAG = monoacylglycerols.
c DAG = diacylglycerols.
d TAG = triacylglycerols.

. General considerations on biodiesel analysis techniques

Several factors such as composition of feedstock (oil or fat),
roduction process (reaction and purification steps), storage and
andling can influence biodiesel fuel quality. The evaluation of
iodiesel quality is achieved through the determination of chem-

cal composition and physical properties of the fuel. In fact, some
ontaminants and other minor components are the major issues
n the quality of biodiesel. As stated before, glycerol, mono-, di-,
riglycerides, alcohol, catalysts and free fatty acid are compounds
hat could be present in biodiesel. Moreover, the biodiesel composi-
ion could be modified along the storage and handling. For example,
iodiesel can absorb water or undergoes oxidation. Therefore, these
arameters and their analytical methods are addressed in stan-
ards as well as alternative methodologies have been investigated.
dditionally, the monitoring of transesterification reaction and the
lend level determination are significant aspects on biodiesel anal-
sis.

The most important parameters of biodiesel (fatty mono-alkyl
sters, fatty acids, glycerol and their acyl derivatives) are commonly
nalyzed by gas chromatography (GC) and high-performance liq-
id chromatography (HPLC). In fact, GC has been the most used
echnique due to its high accuracy for the quantification of minor
omponents. However, baseline drift, overlapping signals, and
ging of standards and samples can destructively affect the GC
ccuracy. Moreover, GC analyses frequently require sample deriva-
ization, mainly to afford trimethylsilyl derivatives of the hydroxyl
roups. Although this procedure improves chromatographic sep-

ration, it also increases the analysis time. Flame ionization
etection (FID) is the most widespread detector used in GC, but
he utilization of mass spectrometer has increased. The latter
liminates any ambiguities about the identification of the eluting
aterials, but their quantification could be affected.

r
h
m
a
t

HPLC analysis is less employed in biodiesel characterization,
ut the analysis time is shorter than GC one and sample deriva-
ization is not needed. Moreover, this technique can be applied
o biodiesel from different feedstock and it is more appropriate
or blend analysis than GC. Several detectors for HPLC biodiesel
nalysis are described, among them evaporative light scattering
etection (ELSD) is quite suitable.

Spectroscopic analyses are most employed for monitoring the
ransesterification reaction and for the determination of blend
evel. Nuclear magnetic resonance (NMR) spectroscopy and sev-
ral techniques based on infrared spectroscopy (IR) are commonly
pplied to these analyses. NMR is an excellent technique, but the
nstrumentation and maintenance costs are relatively high.

In the next sections, we will show some analytical methods
escribed for the determination of several compounds in biodiesel.

. Monitoring of the transesterification reaction

As stated before, the transesterification monitoring is an impor-
ant issue to biodiesel quality control since some contaminants
rise from this reaction. Then, such monitoring allows recognizing
nd correcting problems at an early stage.

The first method for monitoring the transesterification reaction
f vegetable oils was developed by Freedman et al. [17]. For such,
hey employed thin layer chromatography (TLC) with FID. Besides
atty esters, this method allows to analyze tri- di-, and monoglyc-
rides. Moreover, the analysis time is quite short; 30 samples could
e analyzed in 2–3 h. However, this method shows lower accu-

acy, sensitivity to humidity, material discrepancies as well as fairly
igh cost of the instrument. Subsequently, other TLC on silica gel
ethodology was developed [18]. In this method, the area of tri-

cylglycerol spot of mixture is compared to a standard. However,
he analysis is only qualitative and does not allow the exact deter-
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ination of the degree of conversion. Actually, TLC is quite used for
ualitative analyses, especially, for the evaluation of the oil conver-
ion, since it is fast and effective [4].

Afterward, Freedman et al. [19] developed the first GC method-
logy to monitor fatty acids, tri-, di-, and monoglycerides in
he transesterification reaction of soybean oil. In this method,
efore performing the analyses, mono- and diglycerides have to be
ilylated with N,O-bis(trimethylsilyl)trifluoroacetamide (BSTFA).
uch procedure affords the trimethylsilyl derivatives, allowing a
etter separation and tailing reduction. In this first GC work,
uthors used a short fused silica capillary column (1.8 m; 100%
imethylpolysiloxane), and tridecanoin as internal standard. The
omplete separation of acylglycerols and fatty esters was obtained
n a run time of 12 min. After that, other papers [20–22] described
GC–FID method with a packed column to evaluate the conversion
f rapeseed oil to fatty ethyl or methyl esters. The evaluation was
erformed through the peak areas of esters during the reaction.
he advantages of this method were the requirement of already
vailable compounds and the use of cheap columns.

The first HPLC method for monitoring transesterification was
eveloped by Trathnigg and Mittelbach [23]. They describe a
PLC methodology with density detection (DD), which allows

he determination of the overall content of tri-, di-, and mono-
lycerides in biodiesel samples from methanolysis mixtures as
ell as the methyl esters detection. The analyses were performed

hrough coupling a cyano-modified silica with two-gel perme-
tion chromatography (GPC)-columns, and using an isocratic eluent
chloroform/ethanol 0.6%). According to the authors, this method
s simple and reliable. Subsequently, Holcapek et al. [24] employed
eversed-phase (RP)-HPLC with several detection methods (UV,
t 205 nm; ELSD; and APCI–MS, atmospheric pressure chemical
onization–mass spectrometry) to monitor the transesterification
f rapeseed oil to methyl esters as well as to quantify the residual
ontent of triacylglycerols. These detection methods are suitable
or the analysis of complex mixtures due to their compatibility
ith gradient elution, which is necessary to good resolution of
ethyl esters, mono-, di-, and triacylglycerols. The main disadvan-

age of the UV detection is a weak absorbance of acylglycerols at
avelengths higher than 220 nm, besides the non-quantification of

aturates. However, the sensitivity of APCI–MS and ELSD decreases
trongly with the increasing of double bonds in acylglycerols. In
onclusion, APCI–MS was considered the most suitable method for
iodiesel analysis.

Only in 1995, Gelbard et al. [25] described the first work on
he utilization of nuclear magnetic resonance, particularly 1H NMR,
or monitoring the yield of transesterification reaction. The peaks
f methylene group adjacent to ester moiety in triacylglycerols
�-CH2, 2.3 ppm, t) and the methoxy group in the esters (OCH3,
.7 ppm, s) were used to follow the reaction progress. The con-
ersion was calculated from the areas of those peaks, using an
quation: C = 100× (2AOCH3 /3A˛-CH2 ). The authors state that this
ethod is faster and simpler than chromatographic ones. How-

ver, instrumentation and maintenance costs are relatively high
nd must be evaluated. Another work with NMR spectroscopy
escribes the use of 13C NMR for monitoring the rapeseed oil
ransesterification [26]. The signal at 14.5 ppm of the terminal

ethyl groups, which are not affected by reaction, was chosen as
nternal standard, and the glyceridic carbons at 62–71 ppm along

ith methoxy carbon of fatty esters at 51 ppm were selected to
etermine the conversion rate. After that, a 1H NMR methodol-

gy to monitor the soybean oil ethanolysis as well as to quantify
he content of fatty ethyl esters in mixtures of biodiesel and oil
as developed [27]. The region of 4.05–4.40 ppm (ester ethoxy

nd glycerol methylene hydrogens) was chosen for the quantifi-
ation of the reaction. The authors [27] state that the method is

t
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uicker and simpler than GC and HPLC. Moreover, a small amount
f sample is required and it could be analyzed without a pre-
urification process. After that, Morgenstern et al. [28] developed
1H NMR method to monitor the transesterification reaction of

oybean oil. Through NMR analysis, they were able to establish
he average degree of fatty acid unsaturation and methyl esters in
iodiesel.

Other alternative for monitoring the transesterification of
ils/fats is IR spectroscopy. The first reported work in this area is
rom Knothe [29,30], which developed a fiber-optic near infrared
NIR) method to monitor the transesterification reaction of soy-
ean oil, which was based on the differences in the NIR spectra
t 6005 and 4425–4430 cm−1, where fatty esters display peaks
nd triglycerides exhibit shoulders. Thus, these peaks were chosen
or monitoring the reaction. In fact, the former peak was used for
uantification since it is more suitable. Besides the transesterifi-
ation monitoring, the biodiesel quality can be assessed through
his methodology by the correlation with other analytical data,
s pointed by Knothe [30], which correlated the NIR results with
H NMR spectroscopy. This kind of procedure is a way of cross-
hecking the results. In addition, NIR method can also be used for
he quantification of methanol in biodiesel, which can be an alter-
ative to flash point evolution of biodiesel. Finally, the NIR method
ould be used to monitor the reaction of several oils as well as
nsure the quality control of biodiesel when employed with other
nalytical techniques. Another work reports a FT-IR method and a
ultivariate approach (PLS, partial least squares regression), which

ses the ester peak at 1700–1800 cm−1 to monitor the ethanoly-
is of degummed soybean oil [31]. Such method was considered
ast and accurate to predict reaction yields. Later, Siatis et al. [32]
eveloped a FT-IR method to monitor the ultrasonically assisted
xtraction transesterification of seed and seed cakes from cot-
on, sunflower, sesame, and Cynara cardulus seeds. The method
ffords the simultaneous determination of fatty acid methyl ester
nd triglycerides. They used PLS algorithm and 1300–1060 cm−1

pectral region to determine the percentage of fatty ester in the
ixture of reaction. The most characteristic peak at 1200 cm−1

s that related to O CH3 vibrations in the methyl fatty esters.
ubsequently, Ghesti et al. [33] described a FT-Raman spectro-
copic method to monitor and quantify the transesterification of
oybean oil. The differences between the vegetable oil Raman
pectrum and the fatty ethyl esters spectrum were observed in
ands at 2932 cm−1 (�CH2 ), 861 cm−1 (�R C O and �C C), 372 cm−1

ıCO O C), as well by the displacement of the C O band from 1748
o 1739 cm−1. They employed uni- and multivariate analysis meth-
ds to build analytical curves and to check the method. Using an
nternal normalization standard (� CH band), the best results were
chieved by Raman/PLS calibration models. Afterward, the same
uthors [34] correlated this method with a new NMR technique
eveloped for monitoring the ethanolysis of soybean oil but that
ould be extended to the transesterification of other vegetable oils.
lso, a FT-IR method to assess the extent of transesterification reac-

ion of oils was recently described [35]. The author states that
ethyl peak areas intensities and positions could be employed to
onitor the reaction. Finally, mid-IR with a multivariate approach
as used to monitor on line the transesterification of soybean
il with ethanol [36]. For such, a cylindrical reflectance cell of
bSe and the range of 3707–814 cm−1 were employed. The mon-
toring was carried out for 12 min. The yield of the reaction was
lso achieved through 1H NMR analysis of samples collected from

he reactor. The proposed method could be used in the process
ontrol and for reaction optimization since it is fast and shows
ow-cost.

Also, GPC (or SEC-size exclusion chromatography) is used for
onitoring the transesterification. Dubé et al. [37] suggested two
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istinct methods for monitoring the biodiesel production from
aste canola frying oil: GPC with refractive index detector (RID),

nd attenuated total reflectance (ATR)–FT-IR spectroscopy. The
ecreasing of the peak at 1378 cm−1 (terminal methyl and OCH2 in
cylglycerols) in the ATR–FT-IR spectrum was used for monitoring
he biodiesel synthesis. The results of the analyses of 100 biodiesel
amples by both methods showed very small differences. Thus,
he authors consider that the methodologies could be equivalent.
owever, the GPC–RID methodology allows only the quantification
f monoglycerides and fatty methyl esters, while the ATR–FT-IR
ust consents the quantification of the sum of mono-, di- and
riglycerides. Finally, Arzamendi et al. [38] described a method
ased on SEC to determine simultaneously the total amount of
ri-, di-, monoglycerides, fatty acid methyl esters, free glycerol and

ethanol in samples from the transesterification reaction of sun-
ower oil. Two Styragel® HR0.5 and HR2 columns with RID and
iscometer detectors as well as THF solvent were employed for the
nalyses. According to the authors, the method is simple, robust,
elatively fast, it may be conducted at room temperature and it gives
ccurate and reproducible results.

Other techniques were also proposed. Xie and Li [39] demon-
trated a method for monitoring the progress and the end-point of
he transesterification of soybean oil and to determine the yield
f the reaction, without the necessity of sample derivatization.
uch method is based on hydroxyl content or refractive index mea-
urements of transesterified mixture since the compounds of such
lend (glycerin, mono-, di-, triglycerides, and fatty methyl esters)
ave significantly differences in those properties. The hydroxyl con-
ent were measured according to AOCS Official Method Cd 13–60,
hich consists in an acetylating reaction with acetic anhydride

n pyridine followed by a titration with potassium hydroxide. The
efractive measurements were performed after washing the trans-
sterified mixture three times with NaCl solution. Authors believe
hat this methodology is advantageous and useful for control pro-
ess, while it is simple, rapid, and inexpensive. Also, the use of
n acoustic wave solid-state viscometer (ViSmartTM) to monitor
he transesterification reaction is described [7]. The progress of
he reaction is evidently indicated for the decreasing viscosity
f the mixture. The viscometer was able to detect the end-point
f the reaction in pilot-scale and could therefore be used in the
uture to monitor the batch production process of biodiesel. The

ain advantage of the use of this kind of viscometer is that it
oes not require an extra step of measuring the density like oth-
rs.

. Determination of fatty mono-alkyl esters in blends or
ure biodiesel

Pure biodiesel is mostly composed of fatty mono-alkyl esters,
sually by ethyl or methyl esters. Best engine performance requires
8.8% of esters minimum content [40].

In the literature, there are many reports about esters determi-
ation in blends, and pure biodiesel. Frequently, spectroscopy and
hromatography have been used for assessing biodiesel quality and
or monitoring transesterification reaction, as previously discussed.
or analyzing fatty methyl ester content in pure biodiesel, there is
he EN 14103 standard method, which employs GC–FID. However,
or determining the blend level of biodiesel in diesel, chromatog-
aphy seems to be less suitable due to the complexity of diesel
omposition [41]. Currently, the most widely used technique is

edium FT-IR spectroscopy, which is also the base of the European

tandard reference method [42].
The first work for the quantification of methyl esters, as well as

ono-, di- and triglycerides in pure biodiesel, describes the use
f GC–MS with a (5%-phenyl)-methylpolysiloxane capillary col-
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mn [43]. For such, the analyses were carried out with selected
on monitoring (SIM) mode and the sample was submitted to a
ilylation reaction. The authors stated that the method also allows
istinguishing between un- and distillated products. After that, the
ame authors described the quantification of fatty methyl esters
n biodiesel/diesel blends using GC–FID [44]. The process consists
n the separation of biodiesel from diesel on silica cartridge with
exane/diethyl ether, and thus in the GC analysis. Additionally,
relationship was established between saponification value (SV)

nd percent of biodiesel in blends, which could also be useful for
uch determinations. In a subsequent work of these authors [45],
hey described a GC–FID for the determination of biodiesel lev-
ls in biodiesel/diesel blends, which differs from the former on the
ample pre-treatment. This new methodology consists on a prelim-
nary acetylation of the sample followed by a separation process
sing a silica cartridge and hexane as solvent. The authors state
hat the results are very encouraging in terms of precision and
ccuracy. Additionally, capillary GC–FID was also employed for the
dentification of fatty acid methyl ester composition of biodiesel
amples from six edible vegetable oils (rapeseed, peanut, corn,
otton-seed, sesame and soybean oil) as well as for the determi-
ation of the fatty acid composition of those oils [46]. A similar
ork with GC–FID, employing HP-1 wide-bore column, was also
escribed [47]. According to the authors, this method is simple,
apid, and accurate. Subsequently, Li et al. [48] developed a sim-
le and rapid GC–FID method for the quantification of fatty acid
ethyl esters and glycerides in biodiesel without the need of sam-

le derivatization. This could be achieving due to the use of a
on-polar and high temperature-resistance capillary column. After
hat, another GC–FID method for qualitative and quantitative anal-
sis of fatty acid methyl esters in biodiesel, which employs a polar
apillary column (J&W INNOVAX), was developed [40]. They stated
hat the method has high accuracy and precision, and it does
ot require special preliminary sample preparation. However, this
ethod requires the use of several internal standards (lauric, myris-

ic, palmitic, stearic, oleic, linoleic, and linolenic esters). An accurate
C–FID method is also described for evaluating fatty methyl esters

n biodiesel [49]. According to the authors, recovery and standard
eviations were satisfactory. Finally, Schober et al. [50] developed
GC–FID method for quantifying the methyl esters in biodiesel,
hich is based on EN 14103. The latter does not include heptade-

anoic acid ester that is found in animal fats. Thus, the authors
howed that the amount of esters is increased in 2–7 wt.% by the
se of their methodology. Moreover, such method allows the deter-
ination of short-chain fatty acid esters (C8–C12), which occur in

ome biodiesel samples from coconut and palm oil. In these cases,
he ester content of such biodiesel differed by >40 wt.%. The authors
uggest the use of fresh standard solutions, since the stability of the
ethyl heptadecanoate (internal standard) influences the values of

ster content.
Another method described for evaluating the methyl ester con-

ent of biodiesel samples is based on viscosity measurements
51]. There is a correlation between the content of esters and the
iscosity: the higher the viscosity, the lower the esters content.
ccording to these authors, since the method is quick and sim-
le, it is especially suitable for process control purposes, such as,
ransesterification monitoring.

After that, Fillieres et al. [52] employed a high-performance
ize exclusion chromatography (HPSEC or SEC) for the quantifi-
ation of ethyl esters, mono-, di-, and triglycerides, and glycerol

n biodiesel from rapeseed oil. Their purpose was to evaluate the
nfluence of different parameters on the transesterification reac-
ion. After that, another GPC–RID method for quantifying methyl
sters, tri-, di-, and monoglycerides, glycerol in biodiesel samples
rom palm oil was developed [53]. Such methodology employs two
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henogel columns and tetrahydrofuran as solvent. Moreover, the
ample preparation is simple, involving only dilution and neutral-
zation with HCl.

A HPLC method was described for quantifying fatty ethyl, iso-
ropyl, 2-butyl, and isobutyl esters as well as fatty acids, tri-, di-,
nd monoglycerides in biodiesel samples from fats, oils, and recy-
led greases [54]. The process involves the use of an ELSD detector
nd a gradient elution profile (hexane and tert-butyl ether, both
ith 0.4% acetic acid). This method is based on a previous method-

logy described in the literature, but it showed a reduction of 25%
n analysis time. Succeeding the first HPLC work, Holcapek and Jan-
era [55] developed a HPLC–APCI–MS method for the identification
f fatty methyl esters, mono-, di-, and triacylglycerols in differ-
nt kinds of biodiesel from rapeseed, sunflower, soybean, palm,
acadamia, almond, poppy seed, and hazelnut oils. The authors

mphasize that the method can be used with any kind of biodiesel.
ubsequently, HPLC method for quantifying soy biodiesel (1–30%,
/v) in diesel was developed [42]. This analytical methodology
ould also be used for the determination of the same amount of
riglycerides in diesel. The methodology employs silica column
ith isocratic elution (hexane 90% and methyl t-butyl ether 10%)

nd UV or ELSD detectors. The authors state that ELSD detector is
referred over UV because its response is directly related to the
ass of solute injected. On the other hand, UV detector’s response

s proportional to the number of double bonds. However, there
s no statistical difference between the analyses of both detec-
ors. Therefore, Foglia et al. [42] concluded that HPLC is a fast
echnique that can analyze blends of biodiesel produced from var-
ous feedstocks in petrodiesel. Subsequently, Kaminski et al. [56]
escribed a procedure that enables the simultaneous determina-
ion of aromatic hydrocarbons, total content of polycyclic aromatic
ydrocarbons, and fatty acid methyl esters in diesel, which contain
p to 30% of these esters. A normal-phase separation (LiChro-
pher NH2 5 �m column), using n-heptane as mobile phase, was
mployed. Besides that, two HPLC detectors connected in series
ere used. The first one was UV–DAD (ultraviolet diode array detec-

or) followed by RID. The UV detection at 260 nm is preferred as
t provides higher accuracy and precision than RID. According to
he authors, this method with detectors in series is advantageous
ince it provides correct and precise determination of the backflush
oint, confirmation of the fatty acid methyl esters, and detection
f the presence of resins, which occur because of long-term stor-
ge. Additionally, HPLC and GC could also be used together for
he quantification of ethanol, fatty ethyl esters, mono-, di-, and
riglycerides in ethanol biodiesel from waste cooking oil [57]. A new
P–HPLC–UV method was recently developed in order to determine

atty acid methyl esters, free fatty acids, mono-, di-, and triacylglyc-
rols in biodiesel [58]. Detection was mostly affected by flow rate
nd gradient end time. Such method allowed the identification of
ll components in less than 30 min. Also, a high speed LC–MS sys-
em, which employs electrospray ionization (ESI) and a patented
one-wash feature, was described as a efficiency way to identify
atty methyl esters and other compounds in biodiesel [59]. The

ain advantage of this technique is the reduction of the analysis
ime.

Supercritical fluid chromatography (SFC) was also used to deter-
ine fatty acid methyl esters, fatty acids and glycerol in biodiesel

amples [60]. This is a preliminary study that allowed the analysis
f these compounds in less than 5 min. The experiments were car-
ied out in a SFC–MS–UV–ELSD system, using a C-18 column and

socratic elution.

Recently, several works have reported the use of IR spectroscopy
o assess the biodiesel quality control. For example, Baptista et al.
61] described a PLS-NIR methodology, which allowed to deter-

ine esters content and some specific acid methyl esters (myristic,
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almitic, stearic, oleic, and linolenic) in biodiesel. Determina-
ion of esters content showed errors lower than those obtained
hrough reference method. After that, Soares et al. [62] developed
PLS–ATR–FT-IR method to quantify raw oil, from 1 to 40% (v/v), in
ifferent biodiesel samples. Such calibration model could preview
ith 95% of significance the samples analyzed.

A recent work [63] suggested the evaluation of biodiesel qual-
ty through determination of oil content by an optical fiber sensor.
uch method showed errors of 0.4 and 2.6% for pure biodiesel and
oybean oil, respectively. This fiber sensor, which is a compact and
heap device, has high sensitivity and allows the ease assessment
f biodiesel quality.

The blend level of biodiesel in diesel could be determined
hrough the use of both NIR and 1H NMR techniques [41]. Soy-
ean biodiesel was employed in this study. Two spectral regions
6.005 and 4.800–4.600 cm−1) were chosen to the NIR analyses.

oreover, in 1H NMR procedure were used the peaks of the methyl
ster moiety (3.6–3.7 ppm), the clusters of peaks (0.8–3.0 ppm)
rom the methylene and terminal methyl protons of the hydro-
arbon moieties in biodiesel and diesel, and the olefinic hydrogen
5.3–5.4 ppm) in biodiesel for determining blend levels. Both meth-
ds were in good agreement, and the NIR methodology is easy and
apid.

Additionally, Birova et al. [64] described two methods to evalu-
te the fatty methyl esters content in biodiesel/diesel fuel blends.
ne of them is based on the ester number (difference between the

aponification and the acid values) and the other one uses the IR
pectroscopy, specially the measurement of carbonyl band inten-
ity. According to the authors, both methods are suitable to the
esirable determination. Oliveira et al. [65] also developed an ana-

ytical method for the identification of methyl esters in biodiesel
lends by ATR–FT-IR and NIR spectroscopies combined to PLS and
NN (artificial neural network) analysis. Through these methodolo-
ies were analyzed blends of one type of biodiesel and diesel (Group
) besides mixtures of three kinds of biodiesel and diesel (Group II).
he biodiesel was obtained from different vegetable oils: soybean,
oybean fried, babassu, and dende. According to the results, PLS
odel based on NIR was more precise and accurate than the one

ased on ATR–FT-IR for the analysis of Group I samples. However,
IR and ATR–FT-IR ANN models for Group I presented similar pre-
isions and accuracies. For Group II, both PLS methods (NIR and
TR–FT-IR) had similar accuracies while the precision of PLS NIR
as better. However, ANN models for Group II presented almost

quivalent precisions and accuracies. The authors mentioned that
hese methods are faster than the chromatographic ones and sam-
le integrity is preserved. Consequently, they could be used to
etermine different methyl esters contents in biodiesel blends. A
imilar work was described by Pimentel et al. [66]. However, in
uch work, PLS multivariable calibration models based on mid-FT-
R and NIR spectroscopy were developed in order to determine the
evel of biodiesel and/or raw vegetable oils in blends with fossil
iesel. Additionally, PCA (principal component analysis) methods
ere employed to fast identification of diesel samples contami-
ated with raw vegetable oils. Soybean, castor and used frying
ils as well as their biodiesel were employed in the preparation
f diesel blends. Subsequently, Oliveira et al. [67] showed that NIR
nd Raman spectroscopy combined with chemometric methods are
uite useful to identify residual oils in biodiesel/diesel blends. PLS,
rincipal component regression (PCR), and ANN calibration mod-
ls were applied to NIR and FT-Raman spectroscopic data aiming

o determine adulterations of B2 and B5 blends with vegetable oils.
mong the designed models, FT-Raman ANN showed the best accu-
acy (0.03%, w/w). Also, Aliske et al. [68] developed a FT-IR method
o the determination of biodiesel and diesel mixtures. The method
overs the full ranges of mixture (0–100%) and it employs the
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arbonyl peak present only in biodiesel spectrum for the quantifica-
ion. This methodology stands for a simple way to perform quality
ontrol and monitoring of biodiesel–diesel blends. It is worth to
otice that the method was developed using ethyl biodiesel from
oybean oil and diesel blends. Recently, Guarieiro et al. [69] also
escribed a FT-IR method to determine biodiesel content in diesel
lends through area measurement of the peak at 1754 cm−1. The
ethod is fast, low-cost and it allows the determination of biodiesel

ontent upper than 0.1%.
One spectrophotometric technique was also established for

he determination of biodiesel content in blends [70]. The spec-
rophotometric features in the wavelength range of 190–1100 nm
f diesel/biodiesel blends were investigated. Biodiesel from six dif-
erent feedstocks and five distinct diesel samples were used for such
tudy. The authors concluded that UV spectroscopy is a reliable and
easonable method for blend level detection of any biodiesel and
ifferent diesel samples. After that, Sastry et al. [71] also described
he use of spectroscopic and conventional methods for the deter-

ination of biodiesel in biodiesel/diesel blends. The authors state
hat such methods are simple, fast and reliable.

A practical procedure using hydrometry was also developed for
he determination of biodiesel content in blends [72]. In this work,
everal procedures and instruments for determining biodiesel
lends were evaluated at different temperatures. Specific gravity
hydrometer), density (balance/volumetric flask), electromagnetic
bsorbance (spectrophotometer) and viscosity (zahn viscometer)
f different blends were measured. In fact, diesel, B5, B10, B20
nd B100 from distinct feedstocks (canola, sunflower, soybean and
orn) were evaluated. According to the authors, the best method
s hydrometry due to its simplicity, accuracy and low instrument
ost.

Recently, Corgozinho et al. [73] showed that synchronous flu-
rescence spectroscopy (SFS) and chemometrics are useful to
dentify and quantify residual oils in biodiesel/diesel blends. Spe-
ially, PLS, PCA and Linear Discriminant Analysis (LDA) applied to
pectrofluorimetry data allowed both discrimination and quan-
ification of vegetable oil in diesel and B2 blends. According to
he authors, the method is simple, fast, accurate and reliable
o detect adulteration of diesel and B2 blends with vegetable
ils.

Also, a radiocarbon-based method was developed to quantify
iodiesel in diesel blends with accuracy of ±1% [74]. Such method
oes not require any knowledge about biodiesel type or diesel
omponents as well as a calibration curve. However, cost and turn-
round-time of analysis are critical disadvantages of this method.

. Determination of free and total glycerol

Glycerol is the major by-product in the manufacturing of
iodiesel. Its removal is desirable since it can cause damage to the
ngine and hazardous emissions. As a consequence, quality control
f this compound is essential [75]. According to ANP legislation,
.02% of free glycerol is the maximum quantity permitted [2]. More-
ver, European and US standards specify the tolerate limits of free
nd total glycerol (sum of glycerol, mono-, di- and triacylglycerols)
Table 1). Such compounds can contaminate biodiesel samples due
o incomplete transesterification and insufficient purification. In
act, during the biodiesel production, washing steps can easily
emove free glycerol, while a low content of glycerides can only
e achieved by the use of suitable catalysts and reaction conditions

r by further distillation of the product [10]. Also, some distilled
iodiesel samples may contain free glycerol distilled as a head prod-
ct of this unit operation [76]. Finally, Knothe [30] and Mittelbach
10] propose that the amount of glycerol and glycerides is a major
actor in determining fuel quality.

m
s
c
e
s
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Since the limits of bonded and free glycerol are very low, there is
need for precise and reliable analytical methods for both determi-
ations [10]. In the literature, there are several procedures for the
etermination of free and total glycerol in biodiesel and its blends,
uch as HPLC and GC methods. Usually capillary GC is used for it
75]. According to Mittelbach [10], only GC meets all requirements
or the determination of low contents of mono-, di- and triglyc-
rides in biodiesel. However, the purity of standard substances
ust be checked by HPLC since such feature can lead to inaccurate

nalyses.
The first method, described for determining the total glycerol

n biodiesel, is based on enzymatic procedure [77]. The process
nvolves solid-phase extraction, saponification reaction, followed
y enzymatic analysis of the sample. This method, which was devel-
ped for the rapeseed biodiesel, does not distinguish among mono-,
i-, and triglycerides. Moreover, it is relatively complex and it shows

airly low reproducibility. Afterward, the Sigma–Aldrich Fine Chem-
cals developed a kit (BQP-02) for enzymatic determination of free
nd total glycerin in biodiesel. The method is based first on the
nzymatic reaction of free and bonded glycerol and then on the
pectrometric measurement of obtained colored product.

Subsequently, Bondioli et al. [78] described a GC–FID method
or the determination of free glycerol in biodiesel. Sample deriva-
ization was not necessary and a glass column (2 m×4 mm i.d.),
oaded with Chromosorb 101, was employed. The method is only
eliable for rapeseed oil, sunflower-oil, and soybean biodiesel and
t is suitable if the quantity of free glycerol present in the sam-
le is higher than 0.02%. Most of the reports on GC utilization
or biodiesel analysis describe the use of FID [15]. However, there
s a GC–MS method for the quantification of mono-, di-, and
riglycerides in methyl biodiesel fuels [79], which employs a (5%
henyl)-methylpolysiloxane column (10 m×0.25 mm i.d.) and MS

n SIM mode. The analysis is performed after silylation with BSTFA.
ccording to the authors, the method gives excellent quantifica-

ion data. Mittelbach [80] also described a GC method with FID
r MS detection for the determination of free glycerol in methyl
iodiesel, using a DB-5 column (60 m×0.25 mm). The methodol-
gy is quite similar to that described by Plank and Lorbeer [79],
nvolving sample derivatization with BSTFA, and analysis by GC–MS
n SIM mode. The author states that such method is more sensitive
nd quicker than the others that had been described. Subsequently,
ittelbach et al. [81] improved the GC–FID, GC–MS method [80],
hich allowed the simultaneous determination of free glycerol and
ethanol in biodiesel. After that, an important GC–FID procedure
as developed [75], which later became the EN 14105 and ASTM
584 methods. Such analytical method allows the simultaneous
etermination of glycerol, mono-, di-, and triglycerides in vegetable
il methyl esters predominantly consisting of C18 methyl esters,
uch as biodiesel from rapeseed, sunflower, soybean and used
rying oil. The method was mainly developed to the methyl rape-
eed biodiesel. However, it could not be applied to methyl esters
btained by transesterification of lauric oils without modifications.
he determination of all classes of compounds was achieved by
he silylation of the free hydroxyl groups, employing N-methyl-
-trimethylsilyltrifluoroacetamide (MSTFA), followed by capillary
C analysis in a DB-5 column (10 m×0.32 mm). Moreover, the use
f 1,2,4-butanetriol and tricaprin as internal standards allowed for
eliable quantitative analysis within a run time of 30 min. Therefore,
his method is suited for the quality control of biodiesel. However,
ondioli and Della Bella [76] state that the use of an alternative

ethod sometimes is necessary for the efficient control of biodiesel

ince the presence of trace of volatile products in some samples may
ause interference in the Plank’s method. Ruppel and Hall [82] also
valuated the ASTM D 6584 method and consider that the method is
imple, sensitive and reliable, and it requires only a small amount of
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ample preparation. Subsequently, the ASTM D 6584 method was
mproved through the use of capillary flow technology [83] and
igh temperature GC columns [84–86]. An alternative methodol-
gy for the chemical derivatization of glycerides, which employed
uorinated acid anhydrides and affords perfluoro alkyl esters, was
escribed [87]. Such procedure can reduce both the analysis time
nd cost. After derivatization, the authors used GC–MS technique
nd FT-IR spectroscopy to measure the amount of mono- and
iglycerides in biodiesel.

The first HPLC procedure for the analysis of glycerol was
escribed in the work of Lozano et al. [88]. They employed a HPLC
ethod with pulsed amperometric detection (PAD) to measure free

lycerol in methyl or ethyl biofuels. This method also allows the
etection of residual alcohol in the biodiesel sample. According
o the authors, the method is simple, rapid and accurate. In fact,
he sensitivity seems to be the major advantage of this method.
n a subsequent work, Sala and Bondioli [89] evaluated two dis-
inct methodologies for determining glycerol. One of the methods
mployed a titration with periodate and the other one was based
n HPLC technique. From the results, the authors concluded that
he periodate method showed very good precision and accuracy,
hich were improved by the use of a potentiometric titration,

nd HPLC analysis is less time-consuming and it supplies more
nformation about the sample. Also, an HPLC–RID methodology for
he determination of free glycerol in biodiesel is described [90].
efore the analysis, the sample has to be extracted with water.
his method is reliable and faster than GC ones, giving the same
nalytical results. Finally, Foglia et al. [91] described a comparison
etween high temperature gas chromatography (HTGC) and HPLC
or the determination of bound glycerol in soybean and rapeseed
iodiesel. HTGC–MS and HPLC–ELSD showed similar results. How-
ver, in the point of view of operation, HPLC is better than HTGC
ecause it does not require sample derivatization, it has shorter
nalysis time (as proposed before) and it is directly applicable to
ost biodiesel fuels. Besides that, HPLC shows versatility in ana-

yzing biodiesel from different feedstocks and several alkyl esters
methyl, ethyl, isopropyl).

The combination of HPLC and GC is also reported to the free or
otal glycerol analysis in biodiesel. This practice reduces the com-
lexity of the GC chromatograms and it allows more reliable peaks
ssignments. Lechner et al. [92] developed a LC–GC method for
etermining mono-, di-, and triacylglycerols in methyl biodiesel
amples, which has 52 min of run time. Before the analyses, samples
re submitted to acetylation and then analyzed through HPLC–DAD,
nd GC–FID, employing a DB-5 column (10 m×0.32 mm i.d.).

In a recent work, Catharino et al. [93] developed a MS method,
hich employs direct infusion ESI and it allows the determina-

ion of residual glycerol, mono-, di-, and triglycerides, besides
ngerprinting typification of biodiesel, alcohol identification, and
onitoring of degradation and adulteration. Typification and

iodiesel degradation were performed in the negative ion mode
ESI−), while other parameters were determined using positive ion-
zation (ESI+). This technique seems to be very useful since it allows
oth typification and fast screening of some important parameters
elated to biodiesel quality.

A spectrophotometric method based on measurements of 3,5-
iacetyl-1,4-dihydrolutidine at 410 nm was also developed for
he glycerol determination [76]. This compound is obtained from
antzsch reaction of glycerol, which consists in two successive

eactions: periodate oxidation of free glycerol affords formalde-

yde and then the reaction of this compound and acetylacetone

n the presence of ammonium acetate gives the desirable product.
he 3,5-diacetyl-1,4-dihydrolutidine has a very high absorption at
10 nm, increasing the potential to get a very low detection limit
or glycerol. According to the authors, this methodology is simple,

d
f
n
f
h

a 77 (2008) 593–605

uick, economical and sufficiently reliable. They also demonstrated
he feasibility of this procedure applied to a diesel fuel/biodiesel
lends (5 and 20%). However, more tests are necessary to evaluate
he robustness and the suitability of the procedure to this kind of

atrix.
Finally, Gonçalves Filho and Micke [2] developed a capillary elec-

rophoresis method (EC–DAD) for the quantification of free glycerol
n biodiesel. Before the analysis, the reaction between glycerol and
eriodate (HIO4) is carried out, in less than 2 min, to afford iodate
HIO3). Commercial biodiesel from chicken fat, soybean, and castor
il were analyzed by this methodology. All samples had a value less
han the specified by ANP. According to the authors, this method-
logy for the extraction and analysis of free glycerol in biodiesel is
ast, simple, and reliable.

. Determination of other compounds and parameters

.1. Water content

The water content in biodiesel is an important factor in the
uality control. Water can promote microbial growth, lead to tank
orrosion, participate in the formation of emulsions, and cause
ydrolysis or hydrolytic oxidation. Therefore, the content of water

s limited to 0.05% (w/w) according to EN 14214 and ASTM D 6751
tandards (Table 1). Moreover, such standards establish the use
f centrifugation or Karl–Fischer titration for determining water
ontent in biodiesel. A procedure based on the latter method
as recently described [94]. Besides that, Felizardo et al. [95,96]
eveloped a NIR method together with PLS and PCR analyses to
etermine water and methanol content in biodiesel. The authors
mphasize that the use of a pre-processing method, such as OCS
orthogonal signal correction), is especially important in the devel-
pment of PLS and PCR models employed for water and methanol
etermination. They also consider that the use of NIR spectroscopy,

n combination with multivariate calibration, is a promising tech-
ique to assess the biodiesel quality. Finally, Todd et al. [97] describe
novel direct sampling mass spectrometry membrane to measure

he water content in biodiesel. This method could be used for mon-
toring the synthesis process of biodiesel.

.2. Methanol content

The residual methanol in biodiesel can cause corrosion of met-
ls, mainly of aluminium, and decrease the biodiesel flash point.
esides, it is responsible for cetane number and lubricity decreas-

ng of fuel. ASTM D 6751 limits indirectly the methanol content
hrough the flash point minimum value. However, the EN 14214
tandard, beside the flash point, establishes 0.2% (w/w) as the
aximum content of methanol (Table 1). Previously, we described

nalytical methods [38,81,95,96] that allow, beside the determi-
ation of other compounds, the quantification of methanol in
iodiesel. Moreover, Fang and Zeng [98] developed a UV spec-
roscopy procedure for the determination of methanol in biodiesel
amples. According to the authors, this method was reasonable
nd it had good reproducibility and accuracy. Subsequently, Li
t al. [99] described a GC–FID method for the determination
f small amounts of methanol in biodiesel. Such methodology
mploys two columns (a pre-column and a polar PEG-20M one)
ith pressure backflush system and it was used for the anal-

sis of 8 different biodiesel samples. Additionally, the authors

iscuss several parameters that affect fatty acid methyl esters,
ree fatty acids, mono-, di-, triglycerides, and methanol determi-
ations in biodiesel. After that, Araujo et al. [100] developed a

ast and reliable flow methodology, which employs a microporous
ydrophilic membrane to extract methanol from biodiesel, and it
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etermines methanol content by UV measurements (at 240 nm),
fter derivatization with alcohol oxidase (AOD), soluble peroxi-
ase, and 2,2′-azinobis(3-ethylbenzothiazoline-6-sulphonic acid)
ABTS). Such methodology showed good precision, with a relative
tandard deviation <5.0% (n = 10) and detection capacity of 0.211%
w/w). The results obtained with this method showed good cor-
elation with those furnished by GC. However, the flow method
eems to be more environmental friendly and cost-effective than
he GC reference one. Other method to determine methanol con-
ent in biodiesel was recently proposed by Paraschivescu et al.
101]. It involves a headspace solid-phase microextraction, using

carboxen-polydimethylsiloxane SPME fiber, and a subsequent
C–FID analysis, employing a HP-5 capillary column. Such method
howed good reproducibility and recovery, allowing analysis of
ethanol in concentrations lower than those imposed by the stan-

ard specifications.

.3. Steroids content

Sterols are natural non-glyceridic compounds that occur in veg-
table oils, and can arise in biodiesel due to their solubility in
uch fuel. Consequently, their amount may influence biodiesel
uality. The GC–FID and on-line LC–GC methods are described
o determine the sterols and their esters in biodiesel. The LC–GC
s more recommended because of additional information, short
nalysis time, and reproducibility [15]. In fact, Plank and Lor-
eer [102–104] have some works concerning sterols analysis in
iodiesel. In their first work [102], they describe a GC–FID method
or determining free and esterified sterols in methyl biodiesel from
apeseed oil. Before the analysis, free sterols were silylated with
STFA, which hold 1% of trimethylchlorosilane (Me3SiCl), and thus
hey were analyzed in a (5% phenyl)methylpolysiloxane column.
rassicasterol, �-sitosterol, campesterol, cholesterol, stigmasterol,
nd 5-avenasterol as well their esters were identified in rapeseed
iodiesel. After that, Plank and Lorbeer [103] developed a simi-

ar GC–FID for determining free sterols in rapeseed methyl esters
s well as an online LC–GC method to determine free sterols and
terol esters in the same samples. The former analyses were carried
ut after saponification. The results showed the total sterol content
0.70–0.81 wt.%) consisted of cholesterol, brassicasterol, campes-
erol, stigmasterol, �-sitosterol, and 5-avenasterol. Moreover, by
nline LC–GC, 0.24–0.34 wt.% of free sterols and 0.55–0.71 wt.% of
terol esters were found. Subsequently, the same authors [104]
mproved the LC–GC method for the analysis of free and esterified
terols in five different kinds of biodiesel from rapeseed, soybean,
unflower, high-oleic sunflower, and used frying oil. The analyses
ere carried out without saponification, but the free sterols were

ilylated with MSTFA.

.4. Metals and metalloids content

Metals and metalloids are also important issues in biodiesel
uality control, since high contents can cause environmental prob-
ems or damage the engines. ASTM D 6751 and EN 14214 standards
f biodiesel limit to 5.0 mg kg−1 the amount of Na and K. Indi-
ectly, these contents are also restricted through the sulphated ash
alue. On the other hand, the quantity of phosphorous is limited
o 10.0 mg kg−1, Ca and Mg to 5.0 mg kg−1, and S to 10.0 mg kg−1,
ccording to EN 14214 (Table 1). Also, there are some works

escribed in the literature, which employ mainly atomic absorp-
ion methodologies for the determination of metals and metalloids
n biodiesel. In fact, there is a recent review [105] on the atomic
pectrometric methods to determine metals and metalloids in fuels
ike biodiesel.
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In the first work described, the determination of Ca, Cl, K, Mg,
a, and P in biodiesel was carried out through inductively couple
lasma optical emission spectrometry (ICP-OES) [106]. This tech-
ique is absolutely suitable to control the production of biodiesel
nd the quality of final product since it has excellent analytical
roperties such as multi-element capability, higher power of detec-
ion, high precision and short analysis time. The monitoring of Ca, K,

g, and Na amount is necessary due to their ability to form undesir-
ble compounds in the engines. In addition, the evaluation of Na and
is also important since some production processes employ KOH

r NaOH as catalysts. Additionally, environmental issues justify the
ontrol of Cl content. The authors of this first work also determined
hat oxygen addition to the outer, intermediate or nebulizer gas or
rgon addition to nebulizer gas reduce the background emission of
he spectral lines of Na and K. The most significant improvement
f background ratio is acquired when oxygen or argon is added to
ebulizer gas. In fact, the addition of an argon–oxygen mixture to
he nebulizer gas improves significantly the detection of Na and K.
he sensitivity of these elements searches out the �g kg−1 range.
inally, the authors state that the method demonstrates linear cali-
ration range and short analysis time with high sample throughput.
esides that, chemical and spectral interferences are less encoun-
ered than in AAS (atomic absorption spectrometry). Another work
hat employs ICP-OES for simultaneous determination of Ca, P, Mg,

and Na was described by dos Santos et al. [107]. In contrast to
ther methods, this procedure uses a less toxic solvent (ethanol)
or dilution of the biodiesel sample. Woods and Fryer [108] also
sed ICP to determine several inorganic species in biodiesel sam-
les. However, MS detection and an octopole reaction system were
sed, allowing measurements at levels below those obtained by

CP-OES. Besides that, the simultaneous analysis of a wide variety
f elements is a valuable feature of ICP–MS. Nowka [109] devel-
ped a flame atomic absorption spectrometry (FAAS) method for
he determination of Na and K in biodiesel. In this method, air was
sed as oxidant aiming at avoiding the baseline shift of K. Moreover,

nterferences of the particle emissions from the matrix were min-
mized by the use of a suitable technique. Finally, the method was
ompared with other techniques and the results correlated well.
urthermore, a photometry method for the determination of phos-
horous in biodiesel samples was developed [110]. This method is
ased on phosphomolybdenum blue photometry and it involves
arbonization and sample transformation in ash before the analy-
is. A similar methodology was described previously, but this new
ne has shorter analytical time and the sample size is only 1/5 of
he previous one. The methodology was employed for analyzing 6
iodiesel samples from distinct feedstocks (rapeseed, peanut, corn,
ottonseed, sesame and soybean oil). The phosphorus content of
hese six samples was less than 5 mg kg−1. The review of Korn et
l. [105] shows the use of flame emission spectrometry (FAES) for
he determination of Na and K in biodiesel. Recently, de Jesus et
l. [111] have also developed a FAAS method to determine Na and
in biodiesel that employs a water-in-oil microemulsion as sam-

le preparation. Such method showed detection limits of 0.1 and
.06 �g g−1 for Na and K, which are two times better than those
btained according to EN 14108 and EN 14109 norms. Moreover,
icroemulsions procedure has several advantages: high stability

nd easy handle of sample and standard microemulsions; and,
o need of using organometallic standards and carcinogenic sol-
ents.

Finally, Castilho and Stradiotto [112] developed a poten-

iometric method to determine K ions in biodiesel, using a
ickel hexacyanoferrate-modified electrode. Such method allowed
he determination of K content in the concentration range of
.0×10−5 to 1.0×10−2 mol L−1, showing a detection limit of
.9×10−5 mol L−1. The obtained results were similar to those
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cquired by flame photometry (good reproducibility and low stan-
ard deviations).

.5. Biodiesel oxidation

The presence of light, high temperature, metal, the mate-
ial of the container, and other extraneous materials can affect
he quality of biodiesel. Biodiesel oxidation leads to a variety of
pecies including shorter-chain fatty acids and aldehydes as well
s higher-molecular-weight species through oxidative polymeriza-
ion. Besides that, the fatty acid profile of some feedstocks for
iodiesel production can also affect the oxidative stability of this
uel. Therefore, this parameter is one of the major issues affecting
he use of biodiesel [15,113]. In fact, Bouaid et al. [114] propose that
he resistance to oxidative degradation during storage is an essen-
ial issue for the successful development and viability of alternative
uels such as biodiesel.

The Rancimat and AOCS Oil Stability Index methods are used for
etermining the oxidative stability of biodiesel. Knothe [15] pro-
oses that, with the inclusion of specification for this measurement

n EN 14214, the iodine value will be not necessary anymore.
One example of biodiesel oxidation study is described in the

aper of Bouaid et al. [114]. They investigated the oxidation stabil-
ty of three biodiesel during the storage. Distinct types of biodiesel
btained from sunflower, Brassica carinata, and used frying oils
ere stored in white and amber glass containers at room tem-
erature for a period of 30-months. After regular intervals, some
hysicochemical parameters such as acid value, peroxide value,
iscosity, iodine value and insoluble impurities were measured.
esults showed that the iodine value decreased with increasing
torage time, but the other parameters increased through the stor-
ge. Therefore, all kinds of biodiesel were very stable because the
ncrease of the three parameters was not fast. However, there is
eterioration of the biodiesel after 12 months of storage and the
pecification limits of the parameters studied was exceeded after
his period. Besides that, samples exposed to daylight degrade
aster than the other fuels. Another conclusion is that the oxida-
ive stability is more strongly influenced by the presence of small
mounts of more highly unsaturated fatty acid compounds than by
ncreasing quantities thereof. The results obtained suggested that
t is necessary to limit access to oxygen and exposure to light and

oisture in order to obtain a highly stable biodiesel.

.6. Biodiesel thermal stability

In the last few years, thermal analyses (thermogravimetry, TG;
ifferential scanning calorimetry, DSC; differential thermal analy-
is, DTA) have become very important for supplying data that can be
seful, for example, for the establishment of thermal stability [14].
uch techniques have also been employed for biodiesel characteri-
ation. Dantas et al. [8] described the characterization of methyl
nd ethyl corn biodiesel. They employed TG to verify the influ-
nce of the heating rate on the biodiesel thermogravimetric profile.
oreover, physicochemical analysis was used to demonstrate that

oth biodiesels meet the specifications of the ANP standards, as
ell as GC–FID, 1H NMR, and FT-IR were utilized to monitor the

ransesterification reaction. After that, the physicochemical and
hermoanalytical (TG and DSC) characterization of the biodiesel
btained from castor oil was described [14]. The volatilization tem-
eratures of this biodiesel are very close to those of fossil diesel.

he TG curve of castor biodiesel presented two stages of thermal
ecomposition at 150–334 ◦C and 334–513 ◦C with mass losses of
7 and 3%, which were related to volatilization and/or decomposi-
ion of methyl esters. On the other hand, the calorimetric curve of
astor biodiesel showed four exothermic transitions attributed to

d
t
t
o
a
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he decomposition of esters at 259, 317, 431, and 516 ◦C. Addition-
lly, there was established the calorific capacity of castor biodiesel
1.855–2.179 J/g K) in the 55–125 ◦C range of temperature. Regard-
ng physicochemical analysis, castor biodiesel shows higher flash
oint and viscosity than diesel. The high flash point ensures more
ecurity in the handling and storage and the high viscosity can be
orrected through the use of blends. Recently, thermal behavior of
abassu biodiesel was investigated [115]. TG and DTA curves were
btained in air and nitrogen. Babassu biodiesel was stable up to
2 ◦C in air and 60 ◦C in nitrogen. DTA curves obtained in air showed
high number of decomposition steps.

. Physicochemical parameters and biodiesel chemical
omposition

Several physical properties are limited by ASTM D 6751 and
N 14214 standards in order to ensure the biodiesel fuel quality
Table 1). Recently, two papers [10,15] have discussed intensely such
arameters. Adding to the contribution of these papers, we intend
o describe only the works that correlate physical parameters with
iodiesel chemical composition. Flash point, kinematic viscosity,
sh content, carbon residue, and acid number are the main proper-
ies that could be associated with biodiesel composition. In fact,
ash point strictly corresponds to the amount of methanol and
he viscosity correlates with the content of unreacted triglycerides,
r with existing undesirable materials such as crude vegetable oil
n biodiesel [10,116]. Therefore, the viscosity depends on the fatty
cid composition of the oil/fat from which biodiesel is made, as
ell as on the extent of oxidation and polymerization of biodiesel

3]. Moreover, kinematic viscosity is useful for monitoring the fuel
uality of biodiesel during storage, and the ash content of biodiesel
ndicates the residual Na or K from the catalyst. According to Mit-
elbach [10], the carbon residue is the most important indicator
or the quality of biodiesel since it corresponds strictly to the con-
ent of glycerides, free fatty acids, soaps, remaining catalysts, and
ther impurities. However, Mahajan et al. [117] state that one of
he most important features of biodiesel is the acid number, which
epresents almost exclusively the fatty acid content.

In the literature, there is a work that describes a method to pre-
ict the biodiesel viscosity from the knowledge of its fatty acid
omposition [118]. The method is reliable for fatty acid methyl and
thyl esters and it was checked in methyl biodiesel from canola,
oconut, palm, peanut, and soy oil. It was identified that the vis-
osity, which is the most significant property to affect the biodiesel
s a fuel, reduces with the increase in unsaturation and it is also
ffected by small amounts of glycerides. Moreover, the viscosities
f saturated ethyl esters (C8–C18) were slightly higher than those
or the correspond methyl esters. Finally, the method was employed
o predict the viscosities of 15 biodiesel samples. A 100% difference
n viscosity range was observed; the rapeseed methyl biodiesel had
he highest predicted viscosity (4.72 mPA s) and coconut biodiesel
ad the lowest (2.25 mPA s). Subsequently, Tat and Van Gerpen [3]
escribed kinematic viscosity data of biodiesel and its blends (B20,
50, and B75) with No. 1 and 2 diesel fuels from −20 to 100 ◦C.
he measurements were carried out according to ASTM D 445-88.
he results showed that viscosity quickly increases as the tem-
erature decreases, and that biodiesel and its blends demonstrate
emperature-dependent behavior similar to diesel, despite the fact
hat viscosity of biodiesel is higher. Moreover, the viscosity differ-
nce among the blends with No. 2 diesel was less than those of No. 1

iesel/biodiesel blends, since the former diesel has viscosity closer
o biodiesel. Finally, the authors established a blending equation
hat allows the estimation of the kinematic viscosity as a function
f the biodiesel fraction. Recently, Froehner et al. [119] established
method that relates density and ethyl esters content in biodiesel.
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Table 2
Analytical methods described for biodiesel analyses

Compounds Methods References

1, 3, 4, 5 TLC–FID [17]
1, 2, 3 TLC [18]
3, 4, 5, 11 GC–FID [19]
1, 2 GC–FID [20–22]
1, 3, 4, 5 HPLC–DD [23]
1, 3, 4, 5 HPLC–UV, –ELSD, –MS [24]
1, 3, 4, 5 GPC [37]
1, 3, 4, 5, 6, 7 SEC–RID, –viscometer [38]
1, 3 1H NMR [25]
2, 3 1H NMR [27]
1 1H NMR [28]
2 1H NMR [34]
1, 3, 4, 5 13C NMR [26]
1, 2, 3, 7 NIR [29,30]
1, 3, 4, 5 ATR–FT-IR [37]
2 FT-IR [31,36]
1, 3 FT-IR [32]
1 FT-IR [35]
2 FT-Raman [33,34]
1, 3, 4, 5, 6 Titration (hydroxyl content) [39]
1, 3, 4, 5, 6 Refractive index measurements [39]
– Viscometry [7]
1, 3, 4, 5 GC–MS [43]
1 GC–FID [44]
1 GC–FID [45]
1 GC–FID [46]
1 GC–FID [47]
1, 3, 4, 5 GC–FID [48]
1 GC–FID [40]
1 GC–FID [49]
1 GC–FID [50]
1 Viscometry [51]
2, 3, 4, 5, 6 GPC (HPSEC) [52]
1, 3, 4, 5, 6 GPC–RID [53]
2, 3, 4, 5, 8, 9, 10, 11 HPLC–ELSD [54]
1, 3, 4, 5 HPLC–MS [55]
1, 3 HPLC–ELSD, –UV [42]
1 HPLC–UV –RID [56]
2, 3, 4, 5, 12 HPLC and GC [57]
1, 3, 4, 5, 11 RP–HPLC–UV [58]
1 LC–MS [59]
1, 6, 11 SFC [60]
1 NIR [61]
22 ATR–FT-IR [62]
22 Fiber sensor [63]
1 NIR, 1H NMR [41]
1 FT-IR [64]
1 ATR–FT-IR and NIR [65]
1 FT-IR and NIR [66]
22 NIR and Raman [67]
2 FT-IR [68]
1 FT-IR [69]
1 UV–Vis [70]
1 Spectroscopy [71]
1 Hydrometry [72]
22 SFS [73]
1 14C-based method [74]
13 Enzymatic [77]
6, 13 Enzymatic, spectrometric –a

6 GC–FID [78]
3, 4, 5 GC–MS [79]
6 GC–FID, –MS [80]
3, 4, 5, 6 GC–FID [75]
6, 7 GC–FID, –MS [81]
6, 13 GC–FID [83,84–86]
3, 4, 5 HTGC–MS, HPLC–ELSD [91]
4, 5 GC–MS, FT–IR [87]
6 HPLC–PAD [88]
6 HPLC, titration [89]
M.R. Monteiro et al. / T

his method is quick and simple, allowing the determination of
ster content by a single density measurement.

Also, several parameters were used for the characterization of
iodiesel from 100% canola oil, green seed canola oil as well as
rocessed and unprocessed waste vegetable cooking oils [120].
ccording to standard procedures, the densities, viscosities, iodine
alues, acid numbers, cloud points, pour points, heats of com-
ustion, lubricity properties, and thermal properties of the four
iodiesel were evaluated. Besides that, the fatty esters and lipid
ompositions were determined by GC–FID and HPLC–ELSD meth-
ds, respectively. GC analyses were carried out with a DB-FFAP
olumn and HPLC analyses employed a gel permeation liquid chro-
atography column with tetrahydrofuran as mobile phase. The

uthors concluded that all the four types of oils could be employed
o produce biodiesel. However, 100% canola oil, and green seed
anola oil are more suitable since they afford a biodiesel that has
imilar physicochemical properties to diesel. However, green seed
anola oil afforded a biodiesel with a low lubricity number. So, it
s not appropriate to be used as an additive until further modi-
cations. Therefore, the biodiesel from canola oil is the best as a

uel or additive. Later, a similar work was described [11], in which
he relationship between biodiesel fuel properties and its fatty
cid alkyl esters composition was investigated. It was established
hat structural features such as chain length, degree of unsatu-
ation, and branch of the chain, influence the physical and fuel
roperties of biodiesel, mainly cetane number, heat of combustion,
elting point, oxidative stability, viscosity, and lubricity. Usually,

etane number, heat of combustion, melting point, and viscosity
ncrease with the increasing chain length and they decrease with
he increasing unsaturation.

Subsequently, Imahara et al. [121] developed a model to predict
he cloud point of biodiesel, which is related only to the amount
f saturated methyl esters. They stated that the model permits to
stimate cloud point of biodiesel made from several oil/fats feed-
tocks, thus being a useful tool to determine optimized fatty acid
ethyl ester composition.
Finally, Fernando et al. [16] studied the relationship between the

mount of unconverted triglycerides (or a low content of mono-
lkyl esters) in biodiesel and some biodiesel specifications (flash
oint, water and sediment, kinematic viscosity, sulphur content,
ulphated ash, copper strip corrosion, cetane number, cloud point,
arbon residue, acid number, free and total glycerin, phosphorous
ontent, and distillation temperature). According to standard test
ethods, they evaluated B100 and mixtures of biodiesel and soy-

ean oil (95, 90, 85, 80, and 75%). The results showed that the
ncrease of oil content affects mainly the total glycerin, which fail-
res in acquires its specification. Besides that, there was increase
f viscosity, carbon residue, and flash point as well as decrease of
etane number. In spite of the increasing of unconverted triglyc-
rides has affected biodiesel properties, flash point, water and
ediment, sulphur content, sulphated ash, copper strip corrosion,
loud point, acid number, free glycerin, phosphorous content, and
istillation temperature agreed to the ASTM D 6751 specifications.

. Final considerations

The biodiesel quality control is ensured to the limitation of some
ontaminants and minor components as well as to the monitoring
f transesterification reaction and oxidation process. Several ana-

ytical methodologies were described for such control (Table 2).

he transesterification monitoring is carried out mainly by spec-
roscopy methods, such as NMR or IR. The same techniques are
mployed in blends determinations, which are performed mainly
y IR techniques. In contrast, chromatography methods, mainly GC
nes, are commonly used for the quantification of fatty methyl

6 HPLC–RID [90]
3, 4, 5 LC–GC (HPLC–DAD, GC–FID) [92]
3, 4, 5, 6, 7, 12 ESI–MS [93]
6 UV [76]
6 EC–DAD [2]



604 M.R. Monteiro et al. / Talant

Table 2 (Continued )

Compounds Methods References

14 Karl–Fischer titration [94]
7, 14 NIR [95,96]
14 MS [97]
7 UV [98]
7 GC–FID [99]
7 UV [100]
7 GC–FID [101]
15 GC–FID [102]
16 GC–FID [103]
16, 17 LC–GC [103,104]
18, 19, 20, 21 ICP-OES [106,107]
– ICP-OES [108]
19, 20 FAAS [109]
21 Spectrophotometry [110]
19, 20 FAAS [111]
20 Potentiometry [112]
19, 20 FAES [105]
2 Density [119]

a BQP-02 kit from Sigma–Aldrich. 1 = Fatty acid methyl esters; 2 = Fatty acid
e
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e
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thyl esters; 3 = Triglycerides; 4 = Diglycerides; 5 = Monoglycerides; 6 = Glycerol;
= Methanol; 8 = Fatty isopropyl ester; 9 = Fatty 2-butyl ester; 10 = Fatty isobutyl
ster; 11 = Fatty acids; 12 = Ethanol; 13 = Total glycerol; 14 = Water; 15 = Total sterols;
6 = Free sterol; 17 = Sterol esters; 18 = Ca, Cl, Mg; 19 = Na; 20 = K; 21 = P; 22 = Raw oil.

sters, glycerol and their acyl esters. The amount of water, methanol
nd sterols are also established by spectroscopy or chromatography
ethodologies, and metals and metalloids mainly through atomic

pectrometry.
In general, classes of compounds are analyzed, not individ-

al species. Such data are enough to meet the requirements of
iodiesel standards. However, most chromatography and spectro-
copic methods were developed for methyl esters analysis, and
hus they should be modified to the characterization of higher
sters, such as ethyl esters, which will be increasingly used in
he future. Probably, this will be an important challenge for the
iodiesel analysis field. On the other hand, methods that corre-

ate some easily measured properties with biodiesel quality can
e especially useful. Some of them were recently developed and
hey were described in the last section of this paper. Therefore, the
evelopment of alternative and practical analytical methods, which
an be used in field analysis along the production process, handling
nd storage, will be important issues in the progress of biodiesel
nalysis.
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. Cláudia Drumonda, António O.S.S. Rangela,∗

Escola Superior de Biotecnologia, Universidade Católica Portuguesa, Rua Dr. António Bernardino de Almeida, 4200-072 Porto, Portugal
Universidade Fernando Pessoa, Faculdade de Ciências da Saúde, Rua Carlos da Maia 296, 4200-150 Porto, Portugal
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a b s t r a c t

A flow injection procedure based on the vanadomolybdate method for the determination of dissolved
reactive phosphorus in water samples is described. The system includes a liquid waveguide long path-
length cell connected to a charge coupled device (CCD) spectrophotometer. Calibration was linear up to
500 �g P L−1, with a detection limit of 17 �g P L−1 and a quantification limit of 56 �g P L−1. An injection
vailable online 25 March 2008

eywords:
hosphate determination
low injection
iquid waveguide capillary cell
ong pathlength spectrophotometry

throughput of 60 determinations h−1 and repeatability (R.S.D.) of 2.2% were achieved. Potential inter-
ference from silicate was effectively masked by addition of a tartaric acid stream. The accuracy of the
proposed methodology was assessed through analysis of a certified reference material and recovery tests
on water samples. The developed procedure allows the determination of phosphorus in water samples at
trace levels with high sensitivity, reduced reagent consumption and low waste production.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Phosphorus is an essential element for the growth of plants and
nimals. It is the limiting nutrient in fresh water ecosystems, and
n increase in its concentration usually leads to an increase in the
quatic vegetation. This process may result in eutrophic conditions
nd depletion of oxygen in water, due to the heavy oxygen demand
f microorganisms as they decompose organic material. The distur-
ance of the normal functioning of the ecosystem will eventually
ause degradation in water quality. European Union directive sets
he limit of 100 �g L−1 P-PO4

3− as an indicator level for probable
roblematic algae growth [1].

In water samples, phosphorus can be found in the form of dif-
erent inorganic and organic species and can be present in either
he dissolved, colloidal or particulate form. The dominant and

ost stable inorganic species is dissolved in reactive phospho-

us [2–4]. Reference procedures are usually based on phosphorus
etermination in this form, on aliquots of previously filtered
amples. Most of them are based on the colorimetric assay of
hosphomolybdate or vanadophosphomolybdate heteropoly acids.

∗ Corresponding author. Tel.: +351 225580064; fax: +351 225090351.
E-mail address: aorangel@esb.ucp.pt (A.O.S.S. Rangel).
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rthophosphate reacts with molybdate in acidic medium to yield
2-molybdophosphoric heteropolyacid; subsequently, detection is
ndertaken either on the molybdophosphate reduction product
molybdenum blue method) or on the yellow vanadomolybdate
omplex [2,5,6]. The molybdenum blue method became broadly
sed due to its higher sensitivity and lower susceptibility to

nterferences [4,7,8], than the vanadophosphomolybdate method.
evertheless, the low concentration levels imposed by legisla-

ion are difficult to achieve. Therefore, the development of new
ethodologies capable of monitoring trace phosphate levels in

nvironmental samples with adequate precision, has gained impor-
ance [9].

Flow injection analysis (FIA) is a widespread and well estab-
ished approach to determine phosphorus. In fact, the first
ublication on FIA is dedicated to phosphate determination [10]
nd discusses both the yellow vanadomolybdate and the molybde-
um blue method. Compared to the blue molybdenum method, the
ellow vanadomolybdate analytical procedure can present some
dvantages that make it more suitable for flow systems: (i) the

se of a single reagent mixture with extended stability makes the
ethod suitable for field portable applications and for unattended

peration in water monitoring [11,12] and (ii) the formation of a
ne precipitate, accompanying the development of the blue colour,
oes not occur. However, maybe because of its limited sensitiv-
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Fig. 1. Flow injection manifolds: (a) set-up used in preliminary studies and (b)
manifold used for the determination of phosphorus in waters with long pathlength
liquid core waveguide technology. R, vanadomolybdate reagent; C, carrier (deionised
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ty, the yellow vanadomolybdate method has been rarely used in
ow systems. This limitation might be overcome by resorting to

nstrumental advances in spectrophotometry. Recently, with the
evelopment of the liquid waveguide capillary cell (LWCC), the

ncrease of the flow cell pathlength can be easily achieved with-
ut deteriorating other analytical characteristics of the method. The
ong pathlength spectrophotometric measurements can increase
he method sensitivity by up to two orders of magnitude [4,13,14].

The objective of this work was to develop a flow system based
n the vanadomolybdate method, capable of quantifying phos-
hate at trace concentrations in waters, using a LWCC coupled to a
harge coupled device (CCD-array) detector. Different flow strate-
ies were employed and the effect of silicate (the most commonly
eferred interfering compound) on the analytical measurements
as assessed.

. Experimental

.1. Reagents and solutions

All chemicals presented an analytical reagent grade. Solutions
nd reagents were prepared with deionised water (with specific
onductance lower than 0.1 �S cm−1) and subsequent dissolution
as done in appropriate solvents. Due to the low phosphorus level

nalysed in the LWCC flow system, all solutions were prepared with
ltra-pure water (Barnstead-Easypure-LF) in volumetric material
hat was previously rinsed with this type of water.

Phosphorus stock solution (100 mg L−1) was prepared dis-
olving potassium dihydrogen phosphate (KH2PO4) previously
ried overnight at 105 ◦C. Silicate stock solution (100 mg L−1)
as prepared by dissolving sodium metasilicate pentahydrate

Na2SiO3·5H2O). Working phosphorus and silicate standard solu-
ions were prepared daily by suitable dilution of the stock solutions.

A 10 mM tartaric acid solution was prepared dissolving 0.37 g of
(+) tartaric acid (C4H6O6) in 0.25 L of water.

The vanadomolybdate reagent was a solution of 25 g L−1 ammo-
ium heptamolybdate tetrahydrate [(NH4)6Mo7O24·4H2O] and
.9 g L−1 ammonium monovanadate (NH4VO3), in either 2 M or
.25 M HCl.

All groundwater samples were filtered through a 0.45 �m What-
an cellulose acetate membrane. Mineral water samples had no

revious treatment. Two surface waters certified reference materi-
ls were used: SPS-SW2 (Spectrapure, Oslo, Norway) and QC RW1
VKI, Denmark).

.2. Flow manifolds and instrumentation

The preliminary flow injection system used in this work is
hown in Fig. 1(a). The initial conditions were based on the
merican Public Health Association (APHA) recommended batch
rocedure [5].

A peristaltic pump (Gilson, Minipuls 3) and Tygon PVC tubes
ere used to propel water (carrier, C), and reagent (R) solution into

he system at flow rates of 3.2 and 0.8 mL min−1, respectively.
The tubing (0.8 mm i.d.) connecting the different parts of the

ow systems was made of poly(tetrafluoroethylene) with Gilson
nd fitting and connectors.

Sample and standard injections in the flow injection set-up
ere made using a Rheodyne type 5020 six-port rotary injection

alve. Carrier and reagent streams then merged in a laboratory

ade acrylic Y-shaped connector used as confluence point and

he resulting solution further mixed while passing a reaction coil
170 cm).

Another flow configuration (Fig. 1(b)) was used to reduce the
ffect of the silicate interference, with a stream of tartaric acid

2

e
t

ater); T, tartaric acid solution; Pi, peristaltic pump; S, sample or standard solution;
, injection valve; RC1, reaction coil (170 cm); RC2, reaction coil (50 cm); �, detector

conventional or CCD array spectrometer); PC, computer; F, optical fibre; LS, light
ource; LWCC, liquid waveguide capillary cell; W, waste.

erging the carrier stream after the injection port. A reactor coil of
0 cm was used to enhance mixture between these solutions. Car-
ier (ultra-pure water), tartaric acid and reagent flow rates were
eset to 2.7, 0.7 and 0.8 mL min−1, respectively with the aid of a
econd peristaltic pump.

Different detection systems were used. For the manifold pre-
ented in Fig. 1(a), a Thermo Spectronic Helios Gamma UV–vis
pectrophotometer equipped with a Hellma model 178.712-QS
ow cell (10 mm light path, inner optical volume 30 �L), con-
ected to a Kipp & Zonen BD112 recorder was used. Subsequently
his detector was replaced by an OceanOptics (Dunedin, FL, USA)
SB2000-FLG Spectrometer (slit: 200 �m, grating: 600 lines blazed
t 500 nm; bandwidth 380–1020 nm) connected via a 400 �m
bre optical cable (model P400-2-UV–vis) to the flow cell, placed

n an Ocean Optics CUV cell support (Fig. 1(a)). A Mikropack
Ostfildern, Deutschland) Deuterium–halogen light source, model
H-2000-BAL was used with a 400 �m illumination optical fibre

model P400-2-UV–vis). Registration of the analytical signal was
ade using the OOIBase32 Spectrometer Operating Software. Dual-
avelength spectrophotometry was used to reduce the refractive

ndex effect and the blank absorbance of the vanadomolybdate
eagent. The analytical wavelength was 380 nm and the reference
avelength 600 nm; the absorbance signal at 600 nm was sub-

racted from the one at 380 nm for schlieren effect [15] correction.
he collected absorbance data was treated and analysed in a lab-
eveloped Microsoft Excel based software.

Afterwards, the conventional flow cell was replaced by a World
recision Instruments (Sarasota, FL, USA) liquid waveguide capil-
ary cell, with a pathlength of 100 cm, model 2100. The absorbance
hange was monitored at 446 nm. During the optimisation process,
t was observed that the LWCC gave the best day-to-day perfor-

ance when sequentially flushed with 1 M NaOH, 1 M HCl and
ltra-pure water (in counter current) at the end of each day.
.3. Reference procedure

To assess the quality of the results obtained with the differ-
nt analytical systems, results were compared with those given by
he American Public Health Association recommended reference
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Table 1
The results obtained in the study of Si interference with a bench-top
spectrophotometer

[P] (mg L−1) [Si] (mg L−1) [P]apparent (mg L−1)a RD (%)

5.00 5.00 5.09 ± 0.06 +1.8
5
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ethod 4500-PC Vanadomolybdophosphoric Acid Colorimetric
ethod [5]. The methodology is based on the fact that dissolved

eactive phosphorus reacts with ammonium molybdate under
cid conditions to form a heteropoly acid–molybdophosphoric
cid. In the presence of vanadium, yellow vanadomolybdophos-
horic acid [(NH4)3PO4NH4VO3·16MoO3] is then obtained being
he intensity of the yellow colour proportional to phosphorus
oncentration. The determination range of phosphorus by this pro-
edure is 1–20 mg L−1 with a minimum detectable concentration
f 200 �g L−1 (in 1 cm spectrophotometer cells). A wavelength of
70 nm is usually used.

. Results and discussion

.1. Flow injection manifold with a conventional flow cell

The influence of several chemical and physical parameters –
otal flow rates, flow ratios, sample injection volume, reaction coil
engths, configuration and reagent concentrations – were then
ested in order to maximise sensitivity and sample throughput,
educe reagent consumption and waste formation and minimise
ilicate interference. In this optimisation studies, the iterative uni-
ariate method was applied. Initial experimental conditions were
et to: 1:1 flow ratio between reagent and sample streams, total
ow rate of 1.5 mL min−1, 280 cm reaction coil, 570 �L injection
olume and vanadomolybdate reagent composition consisting of
5 g L−1 (NH4)6Mo7O24·4H2O, 1.25 g L−1 NH4VO3 and 4 M HCl.

Maintaining the total flow rate at 1.5 mL min−1, different flow
atios between reagent and sample streams were assayed: 1:1,
:2, 1:3, 1:4. A 22-fold increase in sensitivity (from 0.0015 to
.033 L g−1) was noticed with the decrease in the reagent to sam-
le proportion. To maintain this lower sample dispersion but assure
dequate reagent concentration and also enhance reaction sensitiv-
ty, vanadomolybdate reagent concentration was doubled—50 g L−1

NH4)6Mo7O24·4H2O and 2.5 g L−1 NH4VO3 in 4 M HCl. Sensitiv-
ty increased to 0.044 L g−1. A 1:5 flow ratio was then tested. A
light increase in sensitivity occurred (0.046 L g−1) but repeatabil-
ty decreased. Therefore, a 1:4 ratio was adopted throughout the
est of the work.

Under these conditions, total flow rate was re-evaluated – from
.5 to 4.5 mL min−1, with 0.5 mL min−1 increments – in order to
urther increase the determination rate. No significant change in
ensitivity was noticed. A flow rate of 4.0 mL min−1 was chosen, as
compromise between determination rate, saving of reagent and
aste formation.

The effect of sample volume was studied within the range of
3–930 �L. As expected, up to 570 �L, sensitivity increased with
ncreasing sample volume (from 0.0067 to 0.045 L g−1). This volume
as set for the subsequent studies.

The effect of the reaction coil length was tested with 50, 100,
70 and 280 cm reactors. Although higher sensitivity was achieved
ith the 100 cm reactor, the 170 cm was chosen for the following

xperiments since it presented better repeatability due to a more
fficient sample and reagent mixture. Regarding reactor configura-
ion (knotted versus coiled) no difference was detected. Therefore,
he initial coiled design was used.

Optimisation experiments continued with the study of the
nfluence of the composition of the vanadomolybdate reagent com-
onents. Ammonium molybdate concentrations of 20, 30, 40 and
0 g L−1 were tested. Sensitivity (0.041, 0.042 and 0.042 L g−1) was

pproximately the same for the three highest concentrations. A
oncentration of 40 g L−1 was chosen to guarantee an excess of
eagent for high phosphate concentrations.

Four different concentrations of ammonium vanadate (0.6, 1.2,
.9 and 2.5 g L−1) were tested. Maximum sensitivity was achieved

a
fi
b
w

.00 8.00 5.36 ± 0.02 +7.2

.00 10.00 5.41 ± 0.03 +8.2

a The results expressed as a mean of 3 determinations± standard deviation.

ith the 1.9 g L−1 solution; this concentration was used through-
ut the experimental work. The decrease in sensitivity that was
oticed with the 2.5 g L−1 solution, can be attributed to an increase
f baseline absorbance.

The acid concentration was the last parameter to be studied. It
s well known that the vanadomolybdate mixture is only soluble at
igh acid concentrations [16]. The acid concentration also affects
he blank absorbance signal. In this study, hydrochloric acid con-
entrations were varied between 1 and 4 M. No significant decrease
n sensitivity was noticed with increased acid concentrations. A 2 M
cidity was preferred, as lower acid concentrations can lead to pre-
ipitation in the tubing, and because silicate interference decreases
f acidity increases. The silicate interference during phosphate anal-
sis occurs because silicate also reacts with the vanadomolybdate
eagent to form a molybdosilicate heteropoly acid. However, the
anadomolybdophosphate and molybdosilicate heteropoly acids
omplexes have different rates of formation—silicate reacts more
lowly than phosphate and this reaction is impaired when pH is
ecreased [2,16–18]. Several 5.0 mg L−1 phosphorus solutions con-
aining different silica concentrations – 5, 8 and 10 mg L−1 – were
repared, and their analytical signals evaluated. As expected, sili-
ate interference increases with its concentration. However, results
isplayed in Table 1 show that even for the highest silica concen-
ration (i.e. lower phosphorus/silica ratio) relative deviations lower
hen 8% were obtained.

.1.1. Analytical characteristics of the method
The linear calibration graph (over the range 0.5–10 mg P L−1)

orresponds to the following equation: absorbance = 4.61×10−2

±2.4×10−3) [P (mg L−1)]−1.10×10−3 (±2.40×10−3) with a cor-
elation coefficient (R2) of 0.9997 (±4×10−4). This equation
epresents an average of the values obtained for seven indepen-
ent calibration curves and between parentheses are the respective
tandard deviations. The limit of detection (LOD) was calculated as
sd/S, and the quantification limit (LOQ) as 10sd/S, where sd is the
tandard deviation estimated from the regression line established
hrough 5 standard solutions each injected in triplicate, and S is
he slope of the calibration graph [19]. The values obtained were
0 �g L−1 for the LOD and 150 �g L−1 for LOQ. A determination
ate of 60 samples per hour was achieved. Repeatability, assessed
rom five consecutive injections of three samples with different
hosphorus concentration, presented relative standard deviation
R.S.D.) values lower than 1.87%.

The accuracy of the proposed procedure was tested through
he analysis of the dissolved reactive phosphorus content of four
amples (ground waters), by the developed and reference method-
logies. As samples presented analyte concentrations below the
uantification limit of the reference APHA method, they were
piked with different phosphorus concentrations, prior to analysis.
elative deviations lower than 15% (n = 3) were obtained in all cases.

The applicability of the developed system was then tested with

surface water certified reference material, SPS-SW2, having certi-
ed phosphorus level of 0.500±0.003 mg L−1. The result obtained
y the FIA methodology, for five consecutive assays of this sample,
as 0.47±0.02 mg P L−1.
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Table 2
Features of the developed FIA system and of the reference procedure (APHA)

Parameter APHA procedure Flow method

Concentration range 1 to 18 mg L−1 At least, up to 50 mg L−1

Minimum detectable concentration 0.200 mg L−1 0.050 mg L−1

Assay time At least 10 min 1 min

Reagents consumption per assay
Ammonium molybdate 250 mg 32 mg
Ammonium vanadate 12.5 mg 1.5 mg
Hydrochloric acid concentrated 3.3 mL 2.1 �L
Estimated amount of waste

produced per assay
50 mL 4 mL

Table 3
Apparent phosphorus concentration for standard phosphorus solutions containing
silicate

[P] (mg L−1) [Si] (mg L−1) [P]apparent (mg L−1)a RD (%)

0.50 5.00 1.10 ± 0 120
5.00 2.00 5.18 ± 0.03 3.4
5.00 5.00 5.43 ± 0.03 8.4
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Table 5
Apparent (blank corrected) phosphorus concentration in phosphorus standards con-
taining silicate

[P] (�g L−1) [Si] (�g L−1) [Tartaric acid] (mM) [P]apparent (�g L−1)a

100 50 – 107 ± 3
100 100 – 110 ± 2
100 200 – 113 ± 2
100 50 2 102 ± 4
100 100 2 103 ± 3

a
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w
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3.2. Flow injection systems with long pathlength absorbance
spectrophotometry

Although the detection limit was 30 �g L−1, the quantification
limit (185 �g L−1) was still too high. With the objective of decreas-

Table 6
.00 10.00 5.82 ± 0.02 16

a Apparent phosphate concentrations are the mean of three determina-
ions± standard deviation.

Taking into account the accuracy of results obtained and the
gures of merit of the methodology reported it can be concluded
hat this system presents advantages over the reference procedure
n terms of detection limit, dynamic working range, determination
ate, reagent consumption and produced waste (Table 2). However,
he detection limit of the method makes it still not adequate for
he determination of phosphate in non-contaminated natural water
amples.

Subsequently, the conventional detector system was replaced by
CCD array spectrophotometer to improve the analytical features

nd portability of the overall apparatus. Because sensitivity was
lightly higher at 380 nm than at the recommended (>400 nm), this
avelength was used. A reference wavelength of 600 nm was used

or background and sample matrix correction.
In these conditions, linear calibration curves were obtained

ver the range 0.5–10 mg P L−1. The following equation represents
n average of six independent analytical curves (and the val-
es between parentheses are the respective standard deviations):
bsorbance = 8.31×10−2 (±2.9×10−3) [P (mg L−1)]−1.63×10−3

±8.15×10−3); R2 = 0.9999 (±2×10−4). With the increase in sensi-
−1
ivity, a concomitant a decrease in the limit of detection (30 �g L )

as obtained.
The repeatability of the method was assessed by the determina-

ion of the relative standard deviation (R.S.D.) values (expressed as
ercentage) of 10 consecutive injections of three samples with 0.57,

able 4
etermination of dissolved reactive phosphorus (mg P L−1) in ground waters by a
IA system with a CCD spectrometer connected to a conventional flow cell and by
he reference method and corresponding relative deviations (RD)

ample FIA (mg P L−1)a Reference method (mg P L−1)b RD (%)

4.60 ± 0.02 4.19 ± 0.01 9.80
1.00 ± 0.05 0.99 ± 0.01 0.80
2.01 ± 0.05 2.04 ± 0.01 −1.75
3.78 ± 0.02 4.03 ± 0.02 −6.25
1.21 ± 0.03 1.05 ± 0.01 14.6
2.22 ± 0.02 2.09 ± 0.03 6.30
4.09 ± 0.06 4.08 ± 0.01 0.23

a The results are expressed as the mean of five determinations± standard devia-
ion.

b The results are expressed as the mean of three determinations± standard devi-
tion.

R
t

S

G

S

S

S

a

100 200 2 105 ± 2

a The results are expressed as the mean of three determinations± standard devi-
tion.

.9 and 3.5 mg P L−1. Values of 3.80, 1.28 and 1.59%, respectively,
ere obtained.

Due to the change in the monitoring wavelength and increase
f sensitivity, the interference of silicate was re-assessed (Table 3).

The results confirm that silicate interference is more significant
hen the shorter wavelength is used, being this difference greater

or the solutions having lower phosphorus to silica ratio.
Four groundwater samples were analysed for dissolved reac-

ive phosphorus content by the developed and reference methods.
gain, samples presented analyte concentrations below the quan-

ification limit of the reference method and therefore were spiked
ith different phosphorus concentrations. Paired results and rela-

ive deviations, are presented in Table 4.
With these results, the following linear correlation was

btained: CFIA = 0.998 (±0.163) CREF + 0.067 (±0.480) with a corre-
ation coefficient of 0.9784. Confidence limits for the slope and
ntercept, at 95% significance level for 6 degrees of freedom (val-
es shown above between parentheses after the respective values),
oint out that no evidence for systematic differences between pro-
edures exists.

The surface water certified reference material, SPS-SW2, was
lso analysed. A concentration of 0.49±0.05 mg P L−1 (five deter-
inations) was found.
ecovery tests for determination of phosphorus in surface and ground waters using
he modified FIA-LWCC method

ample type Added concentration
(�g L−1)

Found concentration
(�g L−1)a

Recovery (%)

round 0 96.3 ± 1.8 –
50 136 ± 2 78.7 ± 3.4

100 186 ± 2 90.1 ± 2.2
200 274 ± 2 88.7 ± 0.7

urface 0 44.7 ± 1.7 –
50 93.3 ± 0.7 97.2 ± 1.5

100 124 ± 1 79.5 ± 1.1
200 214 ± 2 84.7 ± 1.2

urface 0 226 ± 3 –
50 278 ± 2 104 ± 4

100 326 ± 4 101 ± 4
200 413 ± 3 93.5 ± 1.4

urface 0 88.0 ± 2.1 –
50 143 ± 1 110 ± 1

100 182 ± 2 94.0 ± 1.7
200 261 ± 4 86.5 ± 1.8

a The results are expressed as the mean of three determinations± standard devi-
tion.
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Table 7
Comparison of some analytical characteristics of the developed flow systems for phosphate determination

Parameter Conventional flow cell LWCC-CCD detector

Conventional spectrophotometer CCD detector Without tartaric acid addition With in-line tartaric acid addition

Monitoring wavelength (nm) 470 380 446 446
Linear calibration range 0.5–10 mg P L−1 0.5–10 mg P L−1. 20–500 �g P L−1 20–500 �g P L−1

Sensitivity (L mg−1) 4.61×10−2 (±2.4×10−3) 8.31×10−2 (±2.9×10−3) 8.80×10−1 (±1.1×10−3) 1.36 (±3.4×10−2)
Detection limit (�g P L−1) 50 30 8 17
Q −1
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uantification limit (�g P L ) 150 185
epeatability (R.S.D.)a <1.9% <3.8%

a Assessed from at least five consecutive injections.

ng the limit of determination and increasing the sensitivity of
he method, the next approach was to replace the conventional
ow-cell by an increased optical pathlength cell. A LWCC was incor-
orated and the sample volume was changed to 1500 �L. However,
he increase of the pathlength led to a concomitant increase in the
lank absorption signal. In practice, this resulted in the impos-
ibility of using the same light source and this lower (380 nm)
onitoring wavelength, due to the insufficient light intensity at

he detector. Therefore, the data acquisition was carried out at a
igher wavelength (446 nm).

Linear calibration curves were performed over the range
0–500 �g P L−1. The following equation represents an aver-
ge of three independent analytical curves and the values
etween parentheses are the respective standard deviations:
bsorbance = 8.80×10−1 (±1.1×10−3) [P (mg L−1)] + 2.10×10−3

±2.86×10−3); R2 = 0.9998 (±2×10−4). If all analytical experimen-
al conditions were maintained, an 100-fold increase in the slope
f the calibration curve would be expected (due to change in the
ptical path from 1 to 100 cm). However, as mentioned earlier,
he analytical wavelength had to be altered from 380 to 446 nm.
n these conditions, a 10-fold increase in the method sensitiv-
ty and improvement in detection and quantification limits were
oticed. Detection and quantification limits of 8 and 28 �g P L−1

ere obtained making the determination of phosphorus in natu-
al waters possible according to the limits imposed by European
irectives.

Repeatability, assessed by 15 consecutive injections of a sample
ontaining 100 �g P L−1, was 4.0%.

To ascertain method accuracy, a surface water certified reference
aterial, QC RW1 (0.0987±1.15 mg P L−1) was analysed. The mean

hosphorus concentration for the 15 determinations performed
as 0.0981±0.0043 mg P L−1.

.2.1. Interference studies
A recent study [17] pointed out that silicate interference could be

educed using tartaric acid as masking agent, provided that it was
dded prior to molybdophosphate or molybdosilicate formation.
herefore, two sets of 100 �g L−1 phosphorus standard solutions
ontaining either 50, 100 or 200 �g L−1 of silica (i.e. phosphorus
nd silica ratios between 2 and 0.5) were prepared. One of these
roups also contained tartaric acid at a 2 mM concentration. The
esults obtained are given in Table 5.

These assays demonstrated that an increase in silicate concen-
ration leads to an increased interference. However, within both
ets of solutions, smaller differences were found for the solutions
ontaining tartaric acid. In fact, the change between apparent phos-
horus concentration for the 200 �g L−1 of silica solutions and the

quivalent blank solutions was significantly reduced in the set of
tandards containing the masking agent (from 12.8 to 4.6%).

From the data in Table 6, it can be concluded that tartaric acid
hould be added in-line so that its concentration could be main-
ained at the same level for both standards and samples. Therefore,

m
o
t
b

28 56
<4.0% <2.2%

he system was reconfigured to accommodate the in-line addition
f tartaric acid stream (Fig. 1(b)).

Silicate interference was then assessed using a 100 �g L−1 of
hosphorus solution with 2 mg L−1 of silica. This silica level was
hosen because, levels as high as 2 mg L−1 of silicate can be found
n water and because the improvement of the sensitivity of phos-
hate analysis made possible to quantify the silicate interference
ignals relative to the low phosphate concentrations typical of most
urface water samples [17].

Using this new system configuration, experiments using
anadomolybdate hydrochloric acid concentrations of 2 or 3.25 M
nd a tartaric acid stream with concentrations between 7 and
0 mM (1.5–4.5 mM at the confluence point, respectively) were
onducted. The best conditions for minimizing the interference
f silicate corresponded to using a 10 mM tartaric acid solution
2 mM at the confluence point) and a 3.25 M hydrochloric acid
oncentration. The apparent phosphorus concentration in these
xperimental conditions was 108±4 �g L−1. These concentrations
ere used throughout the work.

.2.2. Analytical characteristics of the proposed method
Linear calibration curves over the range 20–500 �g P L−1 were

raced. The following regression equation represents an aver-
ge of the values obtained for five independent calibration
urves: absorbance = 1.36 (±3.4×10−2) [P (mg L−1)]−1.68×10−2

±4.99×10−3); R2 = 0.9990 (±5×10−4), between parentheses are
he respective standard deviations. Improved limits of detection
nd quantification of 17 and 56 �g L−1 were obtained, respectively.
epeatability, assessed through 10 consecutive injections of two
ater samples, was better then 2.2%.

To test the applicability of the developed system, recovery
ests were made using several water samples (surface and ground
aters). Caution was taken so that the added volumes of phospho-

us standard solution did not affect the overall characteristics of the
ample matrixes. The results obtained were in the 80–110% range
nd are shown in Table 6.

A surface water certified reference material, QC RW1
98.7±1.15 �g L−1), was also analysed. Mean concentration
hosphorus of 98.7±2.8 �g L−1 (corresponding to 11 consecutive

njections) was found.
The results show that the developed method presents high

ensitivity for the determination of phosphorus at low levels as
emanded by European Union regulatory directives, and that sili-
ate interference was quenched up to a range of 2 mg L−1.

. Conclusions
This paper describes a flow methodology based on the vanado-
olybdate reaction applicable to the determination of trace levels

f phosphate in natural waters (European Union regulatory direc-
ives set the limit of 100 �g L−1 P-PO4

3−). This is a significant
reakthrough as this colorimetric reagent is more stable than those
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a b s t r a c t

The present technique describes the development of a simple sensitive spot optical test and the con-
struction of a portable biosensor for the rapid one-shot detection of naphthalene acetic acid (NAA) using
stabilized lipid films supported on a methacrylate polymer on a glass fiber filter with incorporated auxin-
binding protein 1 receptor. The lipid films without the receptor provided fluorescence under a UV lamp.
The use of the receptor in these films quenched this fluorescence and the colour became similar to that
of the filters without the lipid films. A drop of aqueous solution of naphthalene acetic acid provided a
“switching on” of the fluorescence which allows the rapid detection of this stimulant at the levels of
−9
ptical portable biosensor
aphthalene acetic acid
uxin-binding protein 1

10 M concentrations. It was also possible to have quantitative data based on a calibration graph. The
effect of potent interferences included a wide range of compounds. The results showed no interferences
from these compounds in concentration levels usually found in real samples. The method was applied for
the determination of NAA in fruits and vegetables and the reproducibility of the method was checked in
about 50 samples. A quantitative method for the detection of NAA in crops that can be complimentary to
HPLC methods is provided in the present paper. These lipid films can be used as portable biosensors for

on of

b
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c
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c
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the rapid one-shot detecti

. Introduction

1-Naphthaleneacetic acid, commonly abbreviated NAA, is an
rganic compound with the formula C10H7CH2CO2H. This colour-
ess solid is soluble in organic solvents. It features a carboxylmethyl
roup linked to the “1-position” of naphthalene. NAA is a plant
ormone in the auxin family and is an ingredient in many commer-
ial plant rooting horticultural products; it is a rooting agent and
sed for the vegetative propagation of plants from stem and leaf
utting. The toxicity believed to be low up to date and its degrada-
ion behaviour is still not clear; however EPA regulations decided
Reregistration Eligibility Decision and Amendment in December

007 to establish new tolerance limits for this pesticide in fruits [1].
o produce an appropriate biological effect, this compound must be
pplied at concentrations of 20–100 mg/mL in the spraying solution
2]. Recent reports have reported the toxicological data on NAA to

∗ Corresponding author. Tel.: +30 2107274754; fax: +30 2107274269.
E-mail address: Nikolelis@chem.uoa.gr (D.P. Nikolelis).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.030
NAA in fruits and vegetables by non-skilled personnel in the field.
© 2008 Elsevier B.V. All rights reserved.

e ORAL (LD50): acute 1 g/kg (rat), 0.743 g/kg (mouse) and 1 g/kg
mammal). However, the same reports provide the information that
AA is extremely hazardous in skin contact; the amount of tissue
amage depends on length of contact and eye contact can result in
orneal damage or blindness [3]. It is therefore important to develop
imple and effective methods to monitor the level of NAA in foods,
ruits and vegetables.

Since phytohormones are typically present and active in minor
oncentrations in plant tissue, the determination of phytohormone
oncentration in plants is extremely difficult. Note that endogenous
uxin found in plants is usually around 1–100 ng g−1 fresh weight
4]. Apart from occurring at low concentrations, many phytohor-

ones exist in different side groups and with many endogenous
rganic compounds that may interfere with the final assay. There
re many analytical techniques for the analysis of NAA, including

apillary micelle electrokinetic chromatography (CMEK) [5], room-
emperature phosphorescence (RTP) [2,6,7], gas chromatography
8], high-performance liquid chromatography [4], etc. An evalua-
ion of these analytical techniques has been previously reported
2].
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The electrochemical interactions of NAA with lipid films were
reviously reported in the literature [9,10]; however, these lipid
lms were formed by the hairbrush technique and the lipid solution
as prepared in an n-decade solvent. It is now well known that

hese lipid films are highly unstable and the results are not very
eproducible and as such cannot be used for the construction of a
table biosensor device for commercialisation.

Significant progress has recently been achieved in the design,
nalytical applications and stabilization of biosensors based on
ipid films [11–13]. This significant progress in the stabilization of
iosensors based on lipid films, now allows their analytical uses
or the detection of dopamine and ephedrine using dry spot tests
12,13].

The first candidate auxin receptor was identified in the early
970s in membrane fractions of zea coleoptiles [14]. Following
ecades of research on auxin molecular biology, several elements
f the auxin signalling pathway have been elucidated [15]. These
nclude two apparent types of receptors that perceive the auxin sig-
al and factors influenced by these receptors, resulting in induced
ene expression and also possibly cell wall modifications impor-
ant for cell expansion. These two types of receptors include ABP1
auxin-binding protein 1), a membrane-bound protein thought to
nitiate cell wall expansion [14,16] and more recently TIR1 (Trans-
ort Inhibitor Response 1) and related auxin signalling F-box (AFB)
roteins, soluble proteins that initiate the induction of gene expres-
ion [17–19]. Undoubtedly, ABP1 is an essential protein and is likely
o be an auxin receptor [14]. Detailed auxin-binding data have been
eported previously for ABP1 [14,20,21]. However, we know a great
eal more about the TIR1 signalling pathway than we do about the
ignalling pathway of ABP1, even though ABP1 has been studied for
onger. For auxin-mediated transcriptional control, the substrate-
pecifying F-box protein is TIR1, and the complex is known as the
CFTIR1 complex. Key components of the SCFTIR1 complex are a
ullin, a RING finger protein (RBX1), ASK1 (equivalent to SKP1 in
east) and the F-box protein TIR1. If we compare the SCFTIR1 binding
ata with data from Zea ABP1 there are similarities and differences
21]. The affinity of ABP1 for 1-NAA is reported variously as being
etween 50 and 200 nM, whereas its affinity for IAA is much lower
5–10 �M). Therefore, the selectivity of the two binding sites differs,
IR1 favouring the natural ligand indole-3-acetic acid (IAA). The
ffinity each site shows for their favoured ligand is similar. Tryp-
ophan and benzoic acid are not bound by either SCFTIR1 or ABP1.
oth proteins bind the strong auxin 2,4-D relatively weakly. One
dditional difference between the binding characteristics of ABP1
nd SCFTIR1 is their pH-dependences. The binding of 1-NAA to ABP1
s acutely pH-dependent, with an optimum between pH 5.0 and 5.5
nd only a few percent of the optimum binding activity persists at
H 7.0 [22]. The binding experiments with IAA reported for SCFTIR1

ere done at pH 7.2 [17] and 7.5 [18]. The pH-dependence for not
een shown but, in each case, the pH at which high-affinity bind-

ng is found is appropriate for the compartments in which they are
eported to act: the nucleus (pH 7.2–7.5 for TIR1) and at the cell
urface (pH 5.0–6.0 for ABP1). Therefore, the binding affinities and
electivities of the SCFTIR1 complex and of ABP1 are consistent with
he properties anticipated for different auxin receptors acting in
ifferent compartments.

The present paper describes the development of a simple spot
est for the rapid one-shot detection of naphthalene acetic acid. Sta-
ilized lipid films supported on a polymer with incorporated ABP1
ere used as detectors. Microporous filters composed of glass fibers

ere used as supports for the stabilization of these sensors. The

ipid film was formed on the filter by polymerisation using UV irra-
iation prior its use. Methacrylic acid was the functional monomer,
thylene glycol dimethacrylate was the crosslinker and 2,2′-azobis-
2-methylpropionitrile) was the initiator. The polymerisation is

c

w
c
t

77 (2008) 786–792 787

ompleted within 4 h and ABP1 was incorporated within the lipid
ixture prior to polymerisation. The results described below show

hat the natural receptor retains its activity. The novelty of the
resent paper is that for first time in literature is reported the
reparation of air stabilized lipid film detectors with an incor-
orated ion channel protein that can detect nM (or 10 fmol of
oxicant/spot test) concentrations of a toxicant and can be used
s a portable biosensor for in field applications. The films with-
ut ABP1 provided fluorescence under a UV lamp. The use of the
rotein in these films quenched this fluorescence and the colour
ecame similar to that of the filters without the stabilized lipid
lms (purple). NAA was injected in microliter volumes on the fil-
ers and the fluorescence develops within 5 min and a “switching
n” of the fluorescence is obtained. Quantitative data based on a
alibration graph were also obtained herein. The effect of potent
nterferences included a wide range of compounds, usually found
n fruits and vegetables. The method was applied for the deter-

ination of NAA in fruits and vegetables and the reproducibility
f the method was checked in about 50 samples. The present
ethod now provides a technique for the rapid detection of naph-

halene acetic acid at the levels of 10−9 M concentrations without
nterferences from the other constituents and can be used as com-
limentary rapid technique to HPLC methods. Most importantly, it
an be used as a portable sensor for the in field and market for the
apid detection of NAA in fruits and vegetables by even non-skilled
ersonnel.

. Experimental

.1. Materials and apparatus

Dipalmitoyl phosphatidylcholine (C16:0) (DPPC) and dipalmi-
oyl phosphatidic acid (DPPA) were supplied by Sigma, St. Louis,

O, USA and were used as lipids for the formation of the films sup-
orted on a polymer. The functional monomer, methacrylic acid,
nd the cross linker, ethylene glycol dimethacrylate, were both
upplied by Aldrich (Aldrich-Chemie, Steinheim, Germany). The
nitiator, 2,2′-azobis-(2-methylpropionitrile) (AIBN), was supplied
y Merck KgaA (Darmstadt, Germany). All other chemicals were of
nalytical-reagent grade. Water was purified by passage through
Milli-Q cartridge filtering system (Milli-Q, Millipore, El Paso, TX,
SA) and had minimum resistivity of 18 M� cm. All other chem-

cals were of analytical-reagent grade. The filters and (nominal)
ore sizes used were glass microfiber (0.7 and 1.0 �m, Whatmam
cientific Ltd., Kent, UK).

The procedure for the collection, isolation, and purification
f the receptor has been described in detail [10,23]. We have
sed the ABP1 receptor, because the receptor is selective for
-NAA as previously reported [10,14–16,23,24]. The solution con-
aining the purified receptor was lyophilised in 100 �L aliquots
nd stored dry at 4 ◦C until needed. Each aliquot was reconsti-
uted in 100 �L of distilled water. Volumes of 10 �L were used
or the preparation of the stabilized lipid films with incorporated
eceptor.

A UV deuterium lamp (Black-Ray, Ultra-Violet Products Inc., San
abriel, CA) was used for the fluorescence experiments.

The fluorescence was measured with a PerkinElmer Model
12 double beam fluorescence spectrophotometer using excitation
eam 279 nm. The emission beam for the determination of both

ompounds was 389 nm.

A PerkinElmer differential scanning calorimeter (Model DSC-4)
as used for the DSC experiments; the thermograms were pro-

essed by means of the Thermal Analysis Data Station (TADS) of
he DSC-7.
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.2. Procedures

The formation of stabilized lipid film was previously described
11,25,26]. The lipid film is formed on a microporous filter glass
ber disk (diameter of ca. 0.9 cm) by polymerisation prior to its
se. Stabilized lipid films were prepared by polymerisation with
procedure similar to that as previously described, however,

he polymerisation took place by using UV irradiation instead of
he thermal polymerisation [25]; 0.15 mL of a mixture contain-
ng 5 mg of DPPC were mixed with 0.070 mL of methacrylic acid,
.8 mL of ethylene glycol dimethacrylate, 8 mg of 2,2′-azobis-(2-
ethylpropionitrile) and 1.0 mL of acetonitrile. The mixture was

parged with nitrogen for about 1 min and sonicated for 30 min.
his mixture could be stored in the refrigerator. For the prepara-
ion of the stabilized lipid films, 0.15 mL of this mixture was spread
n the microfilter. The filter with the mixture was then irradiated
sing the UV deuterium lamp. Raman spectrometry was used to
onitor the kinetics of the process of polymerisation [25].
Auxin was incorporated in these BLMs during polymerisation by

preading 10 �L of the receptor suspension with the polymerisation
ixture (i.e., for the preparation of the stabilized lipid films, 0.15 mL

f the polymerisation mixture and 10 �L of receptor suspension
ere spread on the microfilter).

The stock solution of naphthalene acetic acid was prepared in
ethanol. The dilute aqueous solutions of naphthalene acetic acid
ere prepared daily just before use in a 0.1 M KCl electrolyte solu-

ion that contained HEPES as a buffer (pH 5.5) and 4 �M ATP. The
olutions (ca. 10 �L) were placed on the microfilter disk with the
ipid film, using a microsyringe. The fluorescence spectrum was

easured by cutting the microfiber disk in half and placing it at
5◦ angle to the incident radiation, vertical to the bottom of the
ell of the fluorometer. The fluorescence developed within 5 min
fter the sample injection on the filters. All experiments were done
t 25±1 ◦C.

.3. Analysis of vegetable and fruit samples

Chopped vegetables and fruits (25 g) were blended with the aid
f a mixer and 2.5 g of the homogenate sample were spiked with
nown amounts of standard NAA solution and also homogenized.
pecial care was exercised so that the final samples contained all

arts of the product. The samples were mixed with 5 mL of HEPES
uffer (100 mM, pH 5.5) and sonicated for 15 min. The sonication
tage is important because it allows the extraction of NAA into the
queous phase and the use of an organic solvent is not necessary.
he mixture was then centrifuged at 3000 rpm for 5 min, and the

i
n
t
2
t

ig. 1. (I) UV spectra of the filters that contain the lipid film supported on the polymer wi
he filters. (II) Fluorescence emission spectrum of (A) methacrylate polymer containing t
ith incorporated auxin receptor having a drop of naphthalene acetic acid; (D) polymer c
77 (2008) 786–792

upernatant was collected. The procedure was repeated twice and
he collected samples were diluted to a final volume of 25.0 mL with
00 mM HEPES buffer in order to adjust the pH to 5.5. The concen-
ration of NAA in the sample to be analysed was about 10 nM and
herefore the homogenate sample that spiked with known amounts
f standard NAA solution should contain 0.05 �g of NAA. Blank sam-
les were prepared following the previous procedure without NAA
piking.

. Results and discussion

The preparation of stabilized in the air lipid films for repetitive
ses has been reported in literature [11,26]; however, these works
id not incorporate any protein or receptor during the polymeri-
ation process, because the polymerisation was made by heating
t 60–80 ◦C. This process may deactivate an enzyme or a natural
eceptor that is incorporated in the lipid mixture, and for this rea-
on the enzyme (i.e., acetylcholinesterase) was incorporated after
olymerisation.

Raman spectroscopy has also provided information on the
echanism of polymerisation and how the lipid film is attached to

he polymer [25]. The lipid is attached to the polymer through elec-
rostatic bonding [25]. The peak at 1690 cm−1 (that corresponds to
he C O stretching of the methycrylate) was decreased with time,
howing that the C O bond is altered to C–O−, therefore there is a
ormation of electrostatic bonding between the C–O− and −NHR3

+

f phosphatidylcholine. There was also a shift of wavenumber of
he peak at 1176 to 1195 cm−1, that showed a strong electrostatic
nteraction between those two groups. These forces retain the lipid
or multiple uses after storage in air and at the same time allow
esponse similar to freely suspended BLMs [25,26]. The enzyme in
ur recent work [25] was incorporated during the preparation of
hese polymerised lipid films and the results have shown that no
enaturation of the enzyme has occurred. These results have shown
hat it is now possible to incorporate a natural protein in these sta-
ilized lipid films before polymerisation and presently extend the
ork in using a natural receptor instead of an enzyme.

Stabilized lipid films supported on a polymer were used as
etectors for the development of a simple optical test for the rapid
etection of naphthalene acetic acid. Fig. 1(I) shows the UV spec-
ra of the filters with the polymer containing the lipid film, with

ncorporated auxin receptor, having a drop of aqueous solution of
aphthalene acetic acid. As it can be seen in the figure, the absorp-
ion maximum appears at 279 nm. Therefore, an excitation beam of
79 nm was used for the present measurements. Fig. 1(II-A) shows
he fluorescence emission spectrum of the filters with the polymer,

th incorporated auxin receptor. A drop of naphthalene acetic acid has deposited on
he lipid film; (B) filter papers; (C) methacrylate polymer containing the lipid film,
ontaining the lipid film with incorporated auxin receptor.
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5.5 which is in agreement with previous observations [9,10].

When the auxin receptor molecules are incorporated in the
structure of polymerised lipid films, the polymer with the lipid film
becomes more flexible due to the incorporation of the auxin recep-
ig. 2. Photographs that show (I) the “switching on” of fluorescence due to NAA with
II) the “switching on” of fluorescence due to NAA using real sample of apples spike
E) 1×10−9 M, and (F) Blank.

ontaining the lipid film. It can be seen that two main peaks appear
n this spectrum (at 397 and 471 nm). When the auxin receptor is
ncorporated in the lipid film structure the fluorescence emission
s quenched (Fig. 1(II-D)). Fig. 1(II-C) shows the fluorescence emis-
ion spectrum of the methacrylate polymer containing the lipid
lm with incorporated auxin receptor having a drop of naphtha-

ene acetic acid. As it can be seen in this figure, two main peaks
ppear in this spectrum (at 389 and 448 nm). The slight alteration
f the wavelength is probably due to the introduction of a protein
hat alters the fluidity of the lipid film to more fluid [27,28]. Fig. 1(II-
) shows the emission spectrum of the filters; it can be noticed that
he filters do not provide any fluorescence.

A comparison was made between the spectra in Fig. 1(II). This
omparison has shown that these spectra consist of several overlap-
ing bands. In order to ensure that these spectra are due to the same
mitters, they were analysed in energy symmetric Lorentzian com-
onents [12]. The fluorescence spectra of Fig. 1 were expressed as

inear combinations of six Lorentzian components using the equa-
ion:

= I0 +
6∑

i=1

2Ai

�

wi

4(�̃− �̃i)
2 +wi

2

here I is the fluorescence intensity, I0 the offset (background cor-
ection), �̃ the wavenumber and Ai, �̃i and wi are, respectively,
he area, the band maximum and the half-band width of the ith
orentzian component. The results of the analysis have shown that
hese spectra are due to the same emitters.

The present lipid films were found to show fluorescence emis-
ion using a UV lamp. The polymerisation could be seen optically
nder a mercury lamp with naked eye. The filters scatter the light
because the colour is the same as that of the mercury lamp),
hereas the polymer with incorporated lipids has a different colour

bluish) [12]. The fluorescence emission phenomenon generation
as previously described to be due to the formation of an elec-

rostatic bond between the amino groups of the lipid film with the
arbonyl group of methacrylic acid during the polymerisation stage
13]. This provides no mobility of the polyacrylate in the x-axis and
herefore the fluorescence emission is obtained.

The colour of the polymer with the lipid film containing the

uxin receptor is again purple under a UV lamp similar to that of
he glass fiber filters (Fig. 2(I)). When a drop of an aqueous solu-
ion of naphthalene acetic acid (Fig. 2(I)) or sample of extracts from
ruits and vegetables, containing naphthalene acetic acid (Fig. 2(II)),
s deposited on the filter with the polymerised lipid film, the fluo-
ntration (A) 1×10−7 M, (B) 3×10−8 M, (C) 1×10−8 M, (D) 3×10−9 M, and (E) Blank;
h NAA concentration (A) 1×10−7 M, (B) 3×10−8 M, (C) 1×10−8 M, (D) 3×10−9 M,

escence is again “switched on” and the colour becomes again blue
n the spot where the drop of the solution was deposited. A simpli-
ed schematic diagram of the portable instrument with sensor is
rovided in Fig. 3 (alternatively a Spectrotline CM UV viewing cab-

net Cat. No. Z169447-1EA or Spectroline CX UV viewing cabinet
at. No. Z169528-1EA, Sigma, Aldrich can be used).

In order to study the present system, the pH effect was inves-
igated. The pH effect on the signal magnitude of BLMs formed
rom egg PC was examined in the pH range of 4.0–8.0. These results
Fig. 4) have shown that the fluorescence intensity depend on the
H value between pH values 4 to 8 with maximum activity at pH
Fig. 3. Simplified schematic diagram of the portable instrument with sensor.
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ig. 4. Effect of pH in the response of ABP1. A concentration of 0.100 �M of 1-NAA
as used.

or in the structure of the polymer [27,28]. The incorporation of an
uxin receptor (i.e., protein, see Ref. [28]) alters the phase structure
f the lipid to more fluid. This has as a result that the fluorescence
mission is quenched. The incorporation of a receptor alters the
hase structure of the lipid to more fluid. The mechanism of sig-
al generation was presently studied using DSC experiments. The
hase transition temperature (Tm) of solid DPPC was found to be
2±1.0 ◦C (N = 5, Fig. 5A). Note that the Tm of DPPC liposomes is
2 ◦C. However, presently DPPC in lipid films is polymerised and
herefore exists in the solid state. Therefore, a small piece of micro-
orous filter glass fiber disk was cut with the polymerised stabilized

ipid film in a size to fit inside the cell of the DSC. To test whether
he phase transition of the lipid films were modulated by the glass
ubstrate, a polymerisation step has taken place on a glass sub-
trate and a small amount of pulverized polymerised lipid film
as placed inside the DSC cell. The results obtained were simi-

ar to that of the solid DPPC (i.e., Tm ca. 62). When the receptor
as incorporated within the lipid film, the phase transition tem-

erature was decreased to 56±1.0 ◦C (N = 5, Fig. 5B). These results
how that the fluidity of the lipid film is increased and therefore
he fluorescence is expected to be decreased. In the presence of
AA, the phase transition of the lipid film is increased to 61±1 ◦C

ig. 5. DSC thermographs of DPPC (A), DPPC with incorporated ABP1 (B) and DPPC
ith incorporated ABP1 having a drop of NAA 1×10−3 M.
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N = 5, depending on NAA concentration, presently a concentration
f 1×10−3 M of NAA was used) (Fig. 5C) which shows that the lipid
lm again becomes more rigid and as a result the fluorescence is
gain “switched on”. Further exploration of signal generation is
nder investigation using Raman spectroscopy.

Detailed auxin-binding data have previously reported for ABP1
14,20,21]. The affinity of ABP1 of ABP1 for 1-NAA is between 50
nd 200 nM, whereas the affinity for IAA is much lower (5–10 �M).
ryptophan and benzoic acid are not bound by ABP1. ABP1 binds
he strong auxin 2,4-D relatively weakly. Interference studies were
one electrochemically with the present sensor and included
ther synthetic auxins present in crops. The interference of the
iologically inactive 2-NAA and IAA was investigated and these
ompounds have shown no significant binding even at concentra-
ion levels of 10−4 M. Investigation of interference studies of other
ioactive auxins which may be present in harvested samples has
hown that 2,4-D provide a signal similar to that of 1-NAA, how-
ver at concentration levels higher than 10−5 M. The fluorescence
or 2,4-D appeared within (155±6.2) s by these interactions. This
ifference in the delay time appearance of fluorescence between
-NAA and 2,4-D can be correlated to their chemical structure.
he appearance of the signals from the different auxins follows the
rder 2,4-D and 1-NAA. This sequence is in order to their relative
ydrophilicities. A rapid adsorption, followed by a complex forma-
ion between the receptor and auxins take place. The adsorption
f molecules in solution to a membrane surface is rapid and also
riven by the relative hydrophilicity. The sequence of appearance
f the signal of these catecholamines is in order to their lipophilic-
ty factor [4]. It is well known that 2,4-D is more hydrophilic than
-NAA. This is well known and studied through the sequence of
eparation of these two compounds with reverse phase HPLC [4].
his trend is followed in terms of the sequence of the auxins that
roduce fluorescence. These experiments also included investiga-
ion of interferences of most commonly found compounds in real
amples of fruits and vegetables. The effect of potent interferences
ncluded also a wide range of compounds, usually found in fruits
nd vegetables (i.e., ascorbic acid, glucose, leucine, glycine, tartrate,
itrate, bicarbonate, and caffeine). The results showed no interfer-
nces from these compounds in concentrations usually found in
eal samples (i.e., the relative error in all the cases was less than
%; the tested amount of interferent was up to 1 mM). Note that
tabilized lipid films without ABP1 were tested with injections of
-NAA and no fluorescence was obtained (i.e., blank experiments).
hese results and the results obtained using the above blank exper-
ments show that the present technique can be applied in fruit and
egetable samples without interferences from the matrix.

Similar results were obtained using real samples of fruits and
egetable extracts spiked with naphthalene acetic acid, with dif-
erent concentrations (Fig. 2(II)). The samples were prepared as
reviously was described [26,29–31]. None of the analysed sam-
les contained detectable 1-NAA (i.e., no fluorescence was obtained
hen the fruit sample was injected in the polymerised lipid film
ith incorporated ABP1) and, therefore, they were spiked in the lab-

ratory with 1-NAA at different concentrations in order to perform
ecovery studies. Recovery studies were made in order to validate
he technique and examine the matrix effects. Various kinds of
ruits and vegetables were used for our experiments (Table 1).

NAA is a weak acid (Ka is ca. 1×10−4) and has a water solubility
.042 g/100 mL, whereas its sodium salt has a water solubility of
40 g/100 mL [1]. This allows a simple and fast sample preparation

f extraction of NAA into an aqueous phase without necessary to
se organic solvents [7,26,29–31]. Therefore, the sample prepara-
ion as previously described was used to prepare the real samples
f fruits and vegetables [7,26,29–31]. The chopped vegetables and
ruits were blended and spiked with known amounts of standard
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Table 1
Results of analysis of fruit samples with the present biosensor

Sample ID Naphthalene acetic acid found % Recovery

Cherries n. d. 95–103
Nectarines n. d. 96–106
Oranges n. d. 97–104
Apples n. d. 95–103
Pears n. d. 97–102
Grapefruits n. d. 98–102
Peaches n. d. 97–104
Tangerines n. d. 96–103
Apple Juice n. d. 97–102
Orange Juice n. d. 97–103
Cherry Syrup n. d. 95–104
Tomatoes n. d. 97–103
Carrots n. d. 96–104
Spinach n. d. 98–103
Beans n. d. 95–105
Green peppers n. d. 95–103
Red peppers n. d. 96–104
Onions n. d. 96–103
Potatoes n. d. 97–106
Lemons n. d. 96–104
White cabbage n. d. 96–103
Lettuce n. d. 95–104
Parsley n. d. 98–103
Dill n. d. 97–105
Red beets n. d. 96–102
Celery n. d. 96–105
Strawberries n .d. 95–104
Melon n. d. 96–103
Watermelon n. d. 97–103
Bananas n. d. 96–104
Cherry juice n. d. 95–103
Peach juice n. d. 98–102
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Strawberry juice n. d. 96–104
Pineapple juice n. d. 97–103
Grapefruit juice n. d. 98–102

AA solution. The concentration of NAA in the sample to be anal-
sed was about 10 nM and therefore the homogenate sample that
piked with known amounts of standard NAA solution should con-
ain ca. 0.05 �g of NAA. At these low concentrations, NAA is water
oluble and can be extracted in the aqueous phase. The pH also
f these solutions was adjusted to 5.5 with a HEPES buffer. In the
ase of some acidic samples (i.e., oranges), the buffer capacity was
uch to adjust the pH value at pH 5.5. 1-NAA is mainly allowed to
e only used in the first 11 samples of crops [32]. 1-NAA, its salts,
ster, and acetamide are plant growth regulators currently regis-
ered for use on various orchard and fruit crops including apple,
herry, olive, orange, pear, tangelo, and tangerine. As plant growth
egulators, they may be used on the above-listed crops to prevent
reharvest drop of fruits trees, and delay flower induction. How-
ver, a wide variety of crops were tested. None of these samples
as found to contain NAA. The recovery in all cases was ca. 100%.

his gives the possibility of validating the sensor now and compar-
ng with Official Methods of Analysis, prior to its commercialisation.
he advantage of the present detection is that this “switching on”
r “switching off” of the fluorescence can be seen with naked eye
nd offers a simple detection route with detection limits down to
0−9 M concentration levels.

The above results only provide a semi-quantitative method for
he rapid detection of NAA that can be used as a portable sim-
le screening optical device/sensor. However, in order to obtain
ore quantitative data, the fluorescence intensity was quanti-
atively measured using a PerkinElmer Model 612 double beam
uorescence spectrophotometer using excitation beam 279 nm and
mission at 389 nm (because this peak has the largest intensity).
ig. 6 shows the calibration graph for NAA. The concentration range
hat can be determined is between 0–100 nM.

[
[

[
[

Fig. 6. Calibration graph for NAA.

The present paper describes the preparation of a sensor, based
n a lipid film supported on a polymer with incorporated auxin
eceptor stable in air. This sensor can be used as a simple optical
est for the rapid screening of naphthalene acetic acid and poten-
ially could be commercialised. The sensor revealed detection limits
f 10−9 M. The lowest detection limit for naphthalene acetic acid
hat was reported up to date in literature was 0.25 ng/spot [4].
ur present system based on lipid film technology offers lower
etection limits to those previously described. However, the most

mportant aspect of our present efforts is to provide a portable sen-
or that can be used for in field and market applications. Our present
iosensor can be portable and be used by non-specialized person-
el. Therefore, it can be used even as a rapid detector of naphthalene
cetic acid for in house applications.
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a b s t r a c t

Aqueous and micellar catalysis of horseradish peroxidase was studied in a sequential injection sys-
tem through selecting the oxidation by hydrogen peroxide of two phenothiazines: the water-soluble
chlorpromazine and perphenazine, a low water soluble, micellised in a Tween 80 medium. The
coloured free-radical intermediate formed was monitored spectrophotometrically at 527 nm. The sys-
tem enables the determination of chlorpromazine in water and perphenazine in micellar medium up
to 1.25×10−4 mol L−1, with quantification limits of 2×10−5 and 1.25×10−5 mol L−1, respectively. R.S.D.
values were in both cases less than 1.6%.

The SIA system optimized consumed 125 �L of sample, 1.5 �g of peroxidase and 5×10−8 mol of hydro-
gen peroxide per determination, which guarantees economy in the use of sample and reagents with
reduced residue production, in good agreement with the current recommendations of green chemistry.
henothiazines The developed system was applied to the determination of chlorpromazine and perphenazine in phar-
maceutical preparations. Results revealed different reaction rates for aqueous and micellar media, which
yielded determination frequencies of 17 and 31 determinations per hour, respectively.

The potential effect of several compounds commonly used as excipients on analytical signals was studied
and no interfering effect was noticeable. Statistical comparison of the results obtained with the pro-
posed methodology and with the reference methods showed good agreement and indicate no significant
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difference at the 95% confi

. Introduction

Biocatalysis has traditionally been applied in water solutions as
t was believed that enzymes could not work in other media. How-
ver, this idea changed and enzymatic action is now being studied
n different solvents and, depending on the way enzyme activity
s affected, used for diverse purposes. Horseradish peroxidase (EC
.11.1.7; donor-H2O2 oxidoreductase) the most popular member of
he heme peroxidases, catalyses a variety of oxidative transforma-
ions of organic and inorganic substrates by hydrogen peroxide or
lkylperoxides [1,2]. It is a very versatile enzyme having activity
ver a broad pH and temperature range, characteristics that have
ncouraged the study of its activity and promoted its application in
olvents other than water [3–5].
In the present study, it was intended to apply the catalytic action
f HRP in the oxidation of phenotiazines by hydrogen peroxide in
queous and micellar media.

∗ Corresponding author. Tel.: +351 222078939; fax: +351 222004427.
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Phenotiazines exhibit certain interesting analytical properties,
esulting from their characteristic structure, i.e. the presence of the
hemically active sulphur and nitrogen atoms and substituents in
ositions 2 and 10 [6]. One of these properties is the susceptibil-

ty to oxidation by chemical [6,7], electrochemical [8,9], enzymatic
10,11] and photochemical [12] agents, with the formation of cation
adicals whose colour depends on the types of substituents in posi-
ions 2 and 10 [6].

For oxidation in aqueous medium, chlorpromazine was used
hile in micellar medium, perphenazine was chosen (Fig. 1).

While chlorpromazine is soluble in water, perphenazine is prac-
ically insoluble in water and generally requires use of ethanol [13]
r other organic solvents, as methanol used in the HPLC reference
ethod [14] for its determination. Aqueous surfactant media can

rovide an aqueous phase for hydrolytic enzymes and an organic
hase for hydrophobic substrates, permitting the catalytic action
nd avoiding the use of organic solvents, a current demand related

o environmental control.

The association of enzymatic analysis with automatic methods
s clearly justified by the possibility of precisely controlling the reac-
ion time, sequence of operations and reagents volumes. Sequential
njection analysis (SIA) [15] has been successfully applied as its
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the reaction coil 1 m in length, and both were serpentine-shaped
in configuration.

In this type of system the aspiration and propulsion volumes of
the diverse solutions are controlled within a time based, accord-
ing to the flow rate used. In order to guarantee reproducibility in
Fig. 1. (A) Chlorpromazine

haracteristics fulfil these requirements: its computer-controlled
ature guarantees reproducibility in fluid handling. Moreover,
he multiposition valve, the core of the system, allows the
lustering of all solution and device types, such as mixing
hambers, dialysis units, in each of its inlets. Along with the
i-directional nature of the fluids and the stopped-flow peri-
ds, it encompasses a variety of on-line sample manipulations
nd reduced consumption of reagents along with less waste
isposals.

Organised medium such as micellar medium in SIA flow systems
as been explored to provide microenvironments with differ-
nt purposes such as stabilization of the water insoluble metal
on–ligand complex [16], alteration of spectral properties, with
nhancement of emission properties [17–21] and avoiding quench-
ng mechanisms [22]. On-line emulsification of oil samples for
irect analysis by atomic spectroscopy [23] has also illustrated
he advantages of using the SIA technique when using surfactants.
dditionally, several SIA applications with enzymes can be found
ut none regarding non-conventional solvents. HRP has been used

n various SIA systems in solution [24,25] or immobilised [26–28],
ut to our knowledge this is the first application in water and
icellar medium. Therefore, by taking advantage of the SIA charac-

eristics, the objective of this work was to evaluate the performance
f the peroxidase–hydrogen peroxide system in aqueous and micel-
ar systems and at the same time verify its applicability to the
etermination of hydro and liposoluble phenotiazines in pharma-
eutical preparations.

. Experimental

.1. Reagents and solutions

All solutions were prepared with analytical reagent grade, high
urity water (milli Q) with a specific conductivity of <0.1 �S/cm. All
hemicals were of analytical reagent grade.

Two acetic/acetate buffer solutions were prepared by mixing
2 mol L−1 acetic acid solution with required volumes of sodium

cetate solution with the same concentration to obtain pH values
f 3.5 and 6. The solution obtained with a pH value of 6, was used
o prepare a stock solution of 300 �g mL−1 peroxidase (EC 1.11.1.7;
rom Horseradish type VI-A), since this pH value was in the opti-

um range of the optimum pH for to stock this enzyme. The buffer
olution with a pH value of 3.5 was used to prepare the other
eagent solutions.

A 5×10−4 mol L−1 hydrogen peroxide solution in acetic/acetate
uffer solution was prepared from the 3×10−2 mol L−1 stock solu-
ion obtained from the commercial solution (Panreac) with the
ame buffer solution.
A 15 �g mL−1 peroxidase solution was prepared by dilution of a
equired volume of the stock solution with the buffer solution (pH
.5).

Chlorpromazine hydrochloride working standard solu-
ions were prepared by appropriately diluting with water the

F
m
(
m
d

) perphenazine structure.

×10−3 mol L−1 stock solution of chlorpromazine hydrochloride
Sigma), prepared in water from the solid.

In the same way, perphenazine working standard solutions were
repared by diluting with water the 5×10−3 mol L−1 stock solu-
ion of perphenazine (Sigma), prepared in a 9.2×10−2 mol L−1

olyoxyethylen–sorbitan–monooleat (Tween 80) solution. This
urfactant solution was prepared by diluting a required amount of
he commercial solution (Aldrich) in water. Sodium laurate (Fluka)
nd lauryl sulphate sodium (Sigma) solids were also used to prepare
he corresponding solutions of perphenazine.

The chlorpromazine hydrochloride solutions, of commercially
vailable pharmaceutical preparations were prepared by dissolv-
ng the required amounts of powdered tablets or by diluting the
equired volume of the liquid formulation in water.

The perphenazine solutions, of commercial available pharma-
eutical preparations were prepared by dissolving the required
mount of powdered tablets in a Tween 80 solution with the same
oncentration as the one used to prepare the working solutions of
he same concentration.

All sample solutions were analysed by the developed SIA proce-
ure without any pre-treatment.

.2. Apparatus

The SIA flow system (Fig. 2) operated at room temperature, con-
isted of a Gilson Minipuls 3 (VilliersleBel, France) peristaltic pump,
quipped with a 0.90 mm i.d. Gilson PVC pumping tube and a 10-
ort selection valve (Valco, Vici C25-3180EMH, Houston, USA).

All connections, including the holding and reaction coils were
ade with 0.8 mm i.d. PTFE tubing. The holding coil was 2 m and
ig. 2. SIA manifold for the determination of phenothiazines in aqueous and micellar
edia. C, carrier (H2O); PP, peristaltic pump; SV, solenoid valve; HC, holding coil

2 m/0.8 mm); R1, peroxidase 15 �g mL−1; S, sample; R2, H2O2 5×10−4 mol L−1; MV,
ultiposition selection valve; RC, reaction coil (1 m/0.8 mm); D, spectrophotometric

etector (527 nm); W, waste.
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Table 1
SIA analytical cycle used in the determination of phenothiazines in aqueous and micellar media

Position Volume (�L) Time (s) Flow rate (mL min−1) Direction

Aqueous medium Micellar medium Aqueous medium Micellar medium

1 100 2.05 2.92 Aspiration
2 125 2.56 2.92 Aspiration
3
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he aspirated and propelled volumes, especially when dealing with
educed volumes, the starting position of the peristaltic pump at
he beginning of each cycle was controlled. To this end, it was
sed a NResearch 161 T031 solenoid valve (W. Caldwell, NJ, USA),
magnet and a reed relay fixed, on the rotative and fixed com-

onents of the pump head, respectively. When an approximation
etween the magnet and the reed relay was reached, the reed relay
as activated, permitting electrical flow. The signal detected by the

omputer set the beginning for each step of the analytical cycle from
fixed position of the peristaltic pump. The solenoid valve, placed
etween the pump and the holding coil was activated, enabling the
olutions to flow through the holding coil. At the end of the cycle,
he peristaltic pump returned to the initial position. During this
ime, the carrier solution flowed in closed circuit by inactivation of
he solenoid valve.

This system was controlled by a homemade programme writ-
en in QuickBasic language and implemented in a microcomputer
quipped with an interface card (Advantech Corp., PCL 711B, San
ose, CA).

A Jenway 6100 spectrophotometer, with an 80-�L Hellma flow
ell (178.710 QS, Mullheim/Baden, Germany) was also used as
detection system. Analytical signals were recorded on a Kipp
Zonen BD 111 (Delft, The Netherlands) strip chart recorder or

cquired via computer.

.3. Sequential injection procedure

The intermediate product formed [6] in the enzymatic oxida-
ion of chlorpromazine and perphenazine by hydrogen peroxide
n aqueous and micellar media was monitored spectrophotomet-
ically at 527 nm. The developed analytical cycle (Table 1) began
ith the aspiration of 100 �L of peroxidase solution to the hold-

ng coil, followed by 125 �L of sample and the hydrogen peroxide
olution. This aspirated sequence was sent by flow reversal, through
he reaction coil to the spectrophotometric detector. Thereafter, and
epending on the medium used, the analytical cycle ended (micel-

ar) or involved, additionally, a stopped-flow period of 1 min at the
etector, before sending the product zone to waste (aqueous).

The increase of signal, due to the formation of free-radical inter-
ediate is proportional to phenothiazines concentration in the

ample.

.4. Reference methods

For a comparative evaluation of the results obtained, samples
nalysed by the developed methodology were also analysed by ref-
rence methodologies, of the British Pharmacopoeia 2005 (BP) [29]
r of the American Pharmacopoeia (USP) [14]. The samples prepa-

ation procedure differed for each of the drugs and each of the
harmaceutical preparations. Although, the references methods for
hlorpromazine formulations [29] were different, all of them were
ased in the measurement of the absorbance of a solution at a max-

mum at 254 nm. The content of chlorpromazine hydrochloride was

a
d
t
8
a

2.05 2.92 Aspiration
110 1.41 Propulsion
– 0 Stopped flow
– 1.41 Propulsion

alculated taking in 915 as the value of A (1%, 1 cm) at the maximum
t 254 nm.

For perphenazine determinations it was used a reference
ethod referred by the USP for perphenazine and amitriptyline

ydrochloride tablets, since the pharmaceutical formulations com-
ercially available have the both drugs. This method was based

n HPLC, using a mobile phase prepared with water, acetonitrile,
ethanol and methanesulfonic acid.

. Results and discussion

Under peroxidase action, phenotiazines form a cation radical
ntermediate that gives rise, by a non-enzymatic second order reac-
ion, to a colourless sulfoxide (see Eqs. (1) and (2)) [13,30–32].

PHT+H2O2
HRP←→2PHT

•+ + 2H2O (1)

PHT
•+breakdown−→ Products (PHT and PHT sulfoxide) (2)

The coloured cation radicals formed from chlorpromazine and
erphenazine are monitored at 527 nm.

This reaction was studied in a sequential injection system and
he optimum conditions were set for the aqueous and micel-
ar oxidation of chlorpromazine and perphenazine, respectively.
hereafter, the designed and optimized SIA system was applied in
he determination of these phenotiazines in pharmaceutical for-

ulations.

.1. Choosing the micellar medium

In choosing the surfactant, it was considered that cationic sur-
actants are generally inhibitors of the enzyme [3]. Therefore, a
on-ionic surfactant (Tween 80) and anionic surfactants (sodium

aurate and lauryl sulphate sodium) were tested. Horseradish per-
xidase action was affected in the presence of high surfactant
oncentration which could be associated either with the drug local-
zation in the micelles in a way not accessible to the enzyme
r to the inactivation of the enzyme [33]. Therefore, for each
ne of the surfactants, the lowest concentration of surfactant was
sed that was sufficient to dissolve the necessary amount of per-
henazine when preparing the 5×10−3 mol L−1 stock solution. For
ll surfactants, this was obtained with concentrations above the
ritical micelle concentration. Thereafter, to evaluate the perfor-
ance of the determination with different perphenazine micellar

olutions, 125 �L aliquots were aspirated between peroxidase and
ydrogen peroxide aliquots (100 �L) to the holding coil of the SIA
ystem and then propelled to the detector through a l m coil,
t a flow rate of 2.92 mL min−1. It was verified that sodium lau-
ate caused a decreased precision, as particles of a precipitate

ppeared occasionally, while with the lauryl sulphate sodium a
ecrease in the upper limit of the analytical concentration range
o 7×10−5 mol L−1 was shown. The chosen surfactant was Tween
0, since with this it was possible to improve the sensitivity of
bout 220% and the upper limit of the linear concentration range
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3.3. Interferences

Considering that the developed methodology can be applied
in the determination of phenothiazines, as the active components

Table 2
Interfering effect of excipients on the developed methodology

Excipient Tolerance weight ratio

Aqueous medium Micellar medium

Lactose 100a 50
Titanium dioxide 50 –
Ethanol 10 –
Magnesium stearate 100a 100a

Sacarose 100a 50
NaCl 5 –
Sodium sulphite 5b –
Ascorbic acid 5b –
M.L.C. Passos et al. / T

o 1.25×10−4 mol L−1, when compared with the lauryl sulphate
odium medium. This may result because as the non-ionic sur-
actants are considered “soft” surfactants, they do not interact
lectrostatically with enzymes and therefore do not cause coop-
rative denaturation [34].

The importance of using micellar medium was also evident
n the increment of sensitivity obtained in the determination of
hlorpromazine when aqueous medium was replaced by micellar
edium.

.2. SIA system optimisation

Preliminary studies involved the establishment of the physi-
al characteristics of the manifold, being defined a 2 m serpentine
olding coil, sufficient to prevent the stack of zones aspirated

rom entering the pump conduit, and a 1 m serpentine-shaped
oil, placed between the valve and the detector. The flow
ate used for the aspiration of solutions to the system was
.9 mL min−1 as with higher values the precision of the results
as adversely affected. A lower flow rate (1.4 mL min−1) was
sed to propel the solutions towards the detector, enabling the
ime required for production of the coloured cation radical to
e extended. Regarding the aspiration order of the solutions
o the holding coil, the aspiration of the sample plug between
he peroxidase and H2O2 solutions was set. In this way, when
owing towards the detector, the peroxidase zone superim-
osed the mixing zones of sample and hydrogen peroxide to
xert its catalytic action. This option was confirmed as a 36%
ecrease in sensitivity was obtained when the inverse option was
ested.

Low pH is essential for the stability of the cation radical formed
nd for its detection by spectrophotometry [10,35–38] as in alka-
ine media values, the rate of decay of the coloured radicals appears
o be faster. The pH dependence of the peroxidase catalysed oxida-
ion of chlorpromazine and perphenazine was however examined
n the pH range 3.5–6. This interval was chosen as a pH of 3.5 was
eported as optimum for the stability of several cation radicals [11]
nd 6 is in the optimum pH interval referred for peroxidase activ-
ty [39]. Consequently, both the hydrogen peroxide solution and
he enzyme were prepared in an acetic/acetate buffer solution of
ifferent pH values. There was a threefold increase in sensitivity,
bserved between the pH interval limits, showing the versatility of
eroxidase in catalysing at different pH values. Afterwards, and in

ace of the results obtained, it was also assayed the replacement of
he water, used as carrier and solvent of the standard solutions, by
he buffer solution. Comparing the results obtained, no significant
ifferences in analytical signals were observed and consequently
he replacement was not made.

The solvent of the reagent and sample solutions was then
efined as water and surfactant in the case of perphenazine. There-
fter, it was necessary to evaluate the volumes of solutions to be
ntroduced into the system.

The volume of peroxidase solution was tested between 50 and
25 �L. While for volumes below 100 �L the amount of peroxi-
ase (1.5 �g) became insufficient and the reaction rate decreased,
ith higher volumes the analytical signals obtained were similar.
similar range of volumes was tested for H2O2 solution. The phe-

otiazines’ response increased 40% until 100 �L; volumes lower
han 100 �L gave rise to smaller linear concentration ranges. For

he highest concentration of the linear range (1.25×10−4 mol L−1),
he analytical signal decreased by 13% and 30% when volumes of
5 and 50 �L, respectively were used.

Using 100 �L of peroxidase solution and 100 �L of hydrogen
eroxide, the optimum sample volume in the range of 75–150 �L

P
A
A
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as evaluated. Between 75 and 125 �L there was a 49% increase in
ttained sensitivity. For sample volumes greater than 125 mL, the
roportion of reagents/sample became lower, which would make

t necessary to use greater volumes of peroxidase and H2O2.
Therefore, having established these volumes, the concentrations

ere evaluated. As this was a two-substrate reaction and as the
bjective was to determine just one, it was important to ensure
hat co-substrate concentration was not limiting, nor the enzyme
mount.

Several calibration curves were made for peroxidase concen-
ration between 3 and 120 �g mL−1. Results confirmed that a
5 �g mL−1 solution was sufficient to guarantee progression of
he reaction. In fact, with lower concentrations there was a
ecrease in reaction rate and no enhancement was seen when
he concentration was raised. The dependence of the reaction
n H2O2 concentration was also studied between 1×10−4 and
×10−3 mol L−1. A slight increase in sensitivity (30%) of the mea-

urements occurred but a pronounced increase (350%) in the
ynamic concentration range until 5×10−4 mol L−1 was obtained,
ighlighting a severe shortage of co-substrate present in the
eaction. This concentration was then used for further stud-
es.

As this is a fixed-time methodology, the absorbance moni-
ored for each sample with the same concentration, independently
f the medium used, should correspond to the same concentra-
ion. However, in the event of different reaction kinetics between
he enzyme and substrate in the presence of different media,
his may result in an underestimation of the respective sub-
tance [40]. Therefore, to confirm this possibility, the flow was
alted in the detector and the absorbance measured during stop
eriods between 60 and 300 s. Standards and pharmaceutical
amples of chlorpromazine and perphenazine with the same
oncentration were analysed. A similar behaviour between sam-
les and standards dissolved in Tween 80 was observed while
or chlorpromazine the kinetics of the enzymatic reaction were
ifferent and, only after 60 s of stop period, the absorbance
alue was the same. It seemed that with surfactant, there was
n increase in reaction rate. However, a stopped-flow period
f 60 s was adopted for aqueous samples. The defined con-
itions allowed a sampling rate of approximately 17 and 31
eterminations per hour, for aqueous and micellar media, respec-
ively.
VP – 50
mide – 100a

mitryptiline hydrochloride – 50

a The highest value tested.
b The lowest value tested. With this value the interference was noted.
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Table 3
Figures of merit of SIA system

Aqueous medium Micellar medium

Regression equation AU = (1.97±0.16)×103 Conc + (1.9±1.3)×10−2 AU = (2.72±0.14)×103 Conc− (0.15±1.12)×10−2

R2 0.9981 0.9993
Detection limit (mol L−1) 6.00×10−6 3.76×10−6

Quantification limit (mol L−1) 2.00×10−5 1.25×10−5

Upper limit (mol L−1) 1.25×10−4 1.25×10−4

R.S.D.% (sample concentration, mol L−1) 1.6 (5.03×10−5) 1.5 (5.47×10−5)
R.S.D.% (sample concentration, mol L−1) 1.0 (1.09×10−4) 0.6 (1.03×10−4)
Determination frequency (determ. h−1) 17 31

Table 4
Results obtained by the proposed flow methodology and the comparison reference methodologies for the determination of chlorpromazine and perphenazine in pharma-
ceutical formulations

Medium Drug Pharmaceutical preparation Amount declared
(mg/formulation)

Amount found (mg/formulation)± S.D.

Reference methodology Developed methodology Relative error (%)

Aqueous Chlorpromazine-HCl

Largactil 25 (tablets) 27.86 28.54 ± 0.12 27.87 ± 0.43 −2.4
Largactil 100 (tablets) 111.44 111.18 ± 0.10 106.52 ± 0.93 −4.2
Largactil I.V. (injection) 55.72 mg/2 mL 55.66 ± 0.55 54.53 ± 1.13 −2.0
Largactil I.M. (injection) 27.85 mg/5 mL 30.26 ± 0.28 29.12 ± 0.82 −3.8
Largactil (oral solution) 44.57 mg/mL 46.23 ± 1.87 46.22 ± 0.91 0.0
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icellar Perphenazine
Mutabom D (tablets) 2
Mutabom F (tablets) 4
Mutabom M (tablets) 2

n pharmaceutical formulations, it was important to assess the
otential interfering effect of several compounds commonly used
s excipients in the analysed formulations. Standard solutions,
n aqueous media, with a fixed amount of chlorpromazine and
ncreasing concentrations of lactose, titanium dioxide, ethanol,

agnesium stearate, sacarose, NaCl, sodium sulphite and ascor-
ic acid were analysed in the flow system. Perphenazine standard
olution, in micellar medium, with a fixed amount of drug and
ncreasing concentrations of lactose, magnesium stearate, sac-
rose, PVP, amide and amitryptiline hydrochloride were also
nalysed. A species was considered as non-interfering when the
nalytical signal variation was lower than 3% when compared
o the analytical signal obtained in the absence of the referred
pecies.

In aqueous medium, it was observed (Table 2) that up to a
00 ratio of interferent/drug (highest value tested) for lactose,
agnesium stearate and sacarose, no interfering effect was notice-

ble. Regarding titanium dioxide and ethanol, no interference was
bserved for a ratio under 50 and 10, respectively. Finally, NaCl,
odium sulphite and ascorbic acid were shown to interfere with
he analytical signal at a ratio of 5. However these did not affect the
etermination of chlorpromazine in the pharmaceutical prepara-
ions since these excipients are present at very low concentrations,
o that the present procedure could be applied directly.

No interfering effect was observed in micellar medium, when an
nterferent/drug ratio of 100 for magnesium stearate and amide was
tudied. For lactose, sacarose, PVP and amitryptiline hydrochloride,
o interference was noted for a ratio lower than 50.

.4. Analysis of pharmaceutical formulations

After system optimisation, the linear working range, detec-
ion and quantification limits, sampling rate and repeatability

Table 3) were evaluated for chlorpromazine hydrochloride in aque-
us medium, and for perphenazine in micellar medium.

Detection and quantification limits were calculated as the con-
entrations corresponding to the intercept value plus 3 and 10 times

y/x, respectively [41].

p
t
m
r
H

2.08 ± 0.03 2.01 ± 0.01 −3.4
4.04 ± 0.04 4.12 ± 0.01 +2.0
1.96 ± 0.05 2.05 ± 0.01 +4.6

Sample throughput was calculated by adding the time necessary
o perform each step of the protocol sequence, including aspira-
ion of solutions to the holding coil, propulsion to the detector and
topped flow in the detector (for aqueous medium). Repeatabil-
ty was estimated by calculating the relative standard deviation
R.S.D.%) from 10 consecutive sample injections of different con-
entrations.

The developed analytical methodology was then applied to
ommercially available pharmaceutical formulations containing
hlorpromazine hydrochloride and perphenazine.

To evaluate the accuracy of the proposed system all samples
ere analysed according to the proposed method and their ref-

rence batch methods [14,29]. Relative deviations of <4.2% for
queous medium and <4.6% for micellar medium were found
Table 4).

Furthermore, linear relationships, described by the equation
SIA = (0.951±0.042) CREF + (1.1±2.6) for the aqueous medium and
SIA = (1.03±0.89) CREF− (0.0±2.6) for the micellar medium, were
stablished. CSIA and CREF correspond to the sequential injection
nd reference procedure results respectively, with 95% confidence
imits for the intercept and slope. From these figures it is evident
hat the estimated intercept and slope values do not differ signifi-
antly from 0 and 1, respectively [41].

The agreement between both methods was also evaluated, using
he t-test, carried out as a bilateral coupled test [41]. The tabulated
-values of 2.78 and 12.71 when compared with the calculated t-
alues of−1.88 and 0.64 show the absence of statistical differences
or those results obtained by the methodologies (using the aqueous
nd micellar medium, respectively) at the 95% confidence level.

. Conclusions

Enzymatic oxidation in aqueous and micellar media was
uccessfully applied in a sequential injection system. The

eroxidase–hydrogen peroxide system promoted the oxidation of
he two phenothiazines in both media in a near mode. After opti-

isation of the SIA manifold it was obtained similar working
anges and precisions in the determination of the two compounds.
owever it was observed for perphenazine determination in the
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icellar medium a better sensitivity and a superior determination
requency.

The advantages of performing this evaluation by SIA were evi-
ent by the ease in manipulating the solutions and changing the
tudied parameters simply by computer control. Moreover, the
orking mode of these systems guarantee economy in the spent

eagents and effluents produced.
The applicability of the developed system to the determi-

ation of both phenotiazines was demonstrated. The system is
imple and versatile requiring only a change of samples to per-
orm the determination of any of the phenotiazines. The obtained
esults were in good agreement (95% confidence level) with those
urnished by the British Pharmacopoeia and United States Pharma-
opoeia.

The use of the surfactant led to the solubilisation of the low
ater-soluble phenothiazine and avoided the use of organic sol-

ents, which carry a greater toxic and pollutant effect. Moreover,
he reagents used involved only the enzyme and hydrogen peroxide
s an oxidant with benign reaction products.
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a b s t r a c t

This manuscript presents the development of a new photochemically induced fluorescence flow-injection
system, combined with solid-surface adsorption, for the determination of the benzoylurea pesticide
linuron. The determination is carried out by measuring the fluorescence intensity of a photoproduct,
formed by on-line irradiation with ultraviolet light, and retention on a solid matrix filling the flow-cell.
eywords:
esticides
inuron
hotochemically induced fluorescence
low-through sensor

The procedure is developed in the presence of two surfactants: sodium dodecyl sulphate and hexade-
cyltrimethylammonium chloride, which are critical for the detection of the fluorescence emission in the
solid surface. The possible interactions between the linuron photoproduct, the micellar medium employed
and the solid support (C18 silica gel) are discussed. Parameters related to the analytical signal and to the
FIA manifold are optimized. Finally, the feasibility of the developed method was tested by the determina-
tion of linuron in both environmental and drinking water samples. Determinations at �g L−1 level were
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nvironmental waters accomplished after a solid

. Introduction

Phenylureas constitute a large and important family of herbi-
ides widely used in agriculture for both selective and non-selective
eed control [1]. Because of their persistence in the environment,

hey represent a risk of contamination for natural and drinking
aters [2].

Phenylurea herbicides have been determined by different meth-
ds including capillary electrophoresis [3], gas chromatography
4–6] and liquid chromatography (LC) [7–9]. On the other hand,
t was previously demonstrated that UV irradiation of non-
uorescent phenylureas yielded fluorescent photoproducts and,
aking advantage of this property, several methods for determi-
ation of phenylureas using photoinduced fluorescence (PIF) were
roposed. This is due the advantages of PIF over ordinary chemical
eactions, such as quicker reaction times, lower dilution factors and

ess chemicals involved. A method based on PIF for the determina-
ion of linuron, diuron, isoproturon and neburon was developed
y the Aaron group in collaboration with the Muñoz de la Peña
roup [10]. This method was then improved by using organized
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se pre-concentration procedure.
© 2008 Elsevier B.V. All rights reserved.

edia such as micellar systems and cyclodextrins to enhance the
uorimetric emission [11,12]. It was also corroborated that cou-
ling LC with on-line PIF detection was a very suitable approach
or the analysis of these compounds in river water samples [13,14].

ore recently, the determination of phenylurea herbicides [15] and
ther compounds of pharmaceutical, agricultural and environmen-
al interest [16–18] have been performed by measuring on-line PIF
n a flow-injection analysis (FIA) system.

Several authors have demonstrated that both sensitivity and
electivity of techniques employing FIA coupled to luminescence
etection can be improved using solid-matrix fluorescence (SMF)
mploying an active solid support placed inside the flow-cell
19–21]. A review of the fundamental principles of flow-through
ptosensors describing practical considerations and applications
as been published by Molina Díaz et al. [22]. The potentiality of
he combination of PIF and SMF methodologies was proposed for
he determination of vitamins B2 and B6 [23]. Similarly, a photo-
hemically induced fluorescence-based optosensor was recently
roposed for the determination of the pesticide imidacloprid in

eppers and environmental waters [24], taking advantages of on-

ine PIF and FIA–SMF.
In the present paper, we report the development of a new

ptosensor for linuron (Fig. 1), based on PIF detection in an FIA sys-
em, combined with solid-surface immobilization in the flow-cell.
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he interest is focused in this phenylurea derivative since a possi-
le carcinogenic effect has been reported in humans [25]. Further,

t is an emerging pollutant considered by the United State Environ-
ental Protection Agency (US EPA) as a drinking water contaminant

andidate [26,27].
The nature of the interaction between the linuron photoprod-

ct, the surfactants employed for detecting the signals and the used
olid-surface (silica gel C18-bonded phase), as well as the optimum
onditions to carried out the determinations are analysed and dis-
ussed. The improvement in sensitivity when PIF is coupled to an
IA–SMF system in comparing with those determinations in homo-
eneous solution, is demonstrated. Finally, the application of the
eveloped method in natural waters is evaluated.

. Experimental

.1. Reagents and solutions

All reagents were of high-purity and used as received. Linuron
3-(3,4-dichlorophenyl)-1-methyl-1-methoxyurea) was purchased
rom Riedel-de Haën (Seelze, Germany). Methanol was pur-
hased from Merck (Darmstadt, Germany) and 2-propanol was
btained from Panreac (Barcelona, Spain). Hexadecyltrimethy-
ammonium chloride (HTAC) was purchased from Fluka (Buchs,
witzerland) and sodium dodecyl sulfate (SDS) was obtained from
erck (Darmstadt, Germany). Silica gel 100 C18-bonded phase of

.040–0.063 mm particle size (Fluka, Seelze, Germany) was used
ithout any preliminary treatment. C18 solid-phase extraction
isks were purchased from Varian (Lake Forest, CA, USA). Water
as obtained from a Milli-Q System (Waters Millipore, Milford, MA,
SA).

Stock solutions of linuron (in the range c.a. 700–1050 �g mL−1)
ere prepared in 2-propanol. Working solutions were prepared by
ilution with the appropriate surfactant.

.2. Instrumentation

A Gilson Minipuls-3 (Villiers-Le-Ber, France) peristaltic pump
ith rate selector was used to generate the flow stream. A six-
ort medium pressure injection valve, equipped with exchangeable

xed volume loops, was used to introduce the sample. A pho-
oreactor (Softron, Gynkotek HPLC, Germany), consisted of a
olytetrafluoroethylene (PTFE) tube network (2 m×0.5 mm i.d.)
nitted around a 4 W mercury lamp, was used for the photoirra-
iation. A Hellma (Müllheim, Germany) 176.052-QS flow-through

Fig. 1. Structures of linuron and its photoproducts.
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ig. 2. The manifold for FIA on-line PIF. C, carrier; P, peristaltic pump; V, injection
alve; S, sample solution; PR, photoreactor, Cell, filled with C18; W, waste.

ell, with a light-path length of 1.5 mm and 25 �L inner volume,
as packed with C18 bonded phase silica gel and placed in the

ample compartment of the fluorescence spectrometer. The entire
ight-path of the cell was filled with a methanol suspension of the
18 silica gel with the aid of a syringe. While the inlet of the flow-
hrough cell was kept free, its outlet was blocked with some glass
ool to prevent displacement of solid support particles by the car-

ier. PTFE tubing (0.50 mm i.d.) and fittings were used to connect
he flow-through cell, the rotatory valves and the carrier solution
eservoir.

Fluorescence signals were measured using a Varian Cary-Eclipse
pectrofluorimeter (Varian, Mulgrave, Australia) which was con-
rolled by a microprocessor fitted with the Cary Eclipse software
ackage. Instrumental variables were optimized to obtain the maxi-
um sensitivity for the detection of the linuron photoproduct. The

nally selected values were: excitation and emission slit widths
f 10 and 20 nm, respectively, and excitation and emission wave-
engths of 324 and 418 nm, respectively.

.3. Optosensing manifold and general procedure

A schematic FIA-PIF–SMF system is shown in Fig. 2. A volume
f sample solution was inserted into the carrier stream, composed
y methanol 40%, v:v, and pumped through the flow system. The
hotolysis reaction on-line was performed by irradiating with UV

ight (254 nm) the injected linuron solution in the photoreactor. No
ooling device was necessary, since no significant heat was gen-
rated during irradiation. When the linuron photoproduct reached
he solid support filling the flow-cell, it was transiently retained and
ts PIF was measured at the maximum peak height. The photoprod-
ct was eluted by the carrier itself, avoiding the use of an additional
luting solution. Every sample was inserted in the system at least in
riplicate, and all PIF intensity measurements, at �ex = 324 nm and
em = 418 nm, were corrected for the background signal using the
ppropriate blank.

.4. FIA-PIF–SMF calibration curves

Convenient dilutions of the linuron standard solutions with
ither SDS or HTAC were performed in order to obtain concentra-
ions in the range 0–6 �g mL−1. Thus, small volumes of linuron were
ransferred into a 10.00 mL flask, and diluted with the correspond-
ng surfactant solution in order to obtain its optimal concentration.
t is necessary to point out that the maximum percentage of 2-
ropanol in the most concentrated final solution is negligible (0.5%,
/v). FIA-PIF and SMF measurements were then performed using
he procedure described above. Each calibration curve was obtained
sing seven linuron concentration levels by triplicate.
.5. Water sample procedure

FIA-PIF–SMF methodology was applied for the quantification of
inuron in water samples. All investigated water samples were pre-
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ared by spiking them with linuron, obtaining concentration levels
etween 0.7 and 4.9 �g mL−1, and solid surfactant was added in
rder to achieve their optimum concentrations. Tap, underground
nd mineral water samples underwent no treatment, were used as
eceived. Guadiana river and Paraná river samples were collected
ear Badajoz (España) and Rosario (Argentina) cities, respectively,
nd after spiking them with linuron, they were filtered through a
lter paper to remove suspended solid materials.

In order to improve the sensitivity of water analysis, an SPE
echnique was applied to several river waters. Thus, linuron was
piked in 200 mL of river water samples, and concentration levels
etween 5 and 50 �g L−1 were obtained. These solutions were fil-
ered through a filter paper, and the compound was then extracted
n a C18 silica gel disk, previously conditioned with 8 mL of acetoni-
rile and 8 mL of water. The retained compound was washed with
0 mL of water and 5 mL of acetonitrile:water (1:4). Finally, linuron
as eluted with 2 mL of acetonitrile and the solvent was evapo-

ated under a nitrogen stream at room temperature. The residue
as re-dissolved with 2.00 mL of the surfactant at its correspond-

ng optimal concentration and the procedure described above was
erformed.

. Results and discussion

.1. Preliminary studies

Although linuron is a naturally non-fluorescent compound, flu-
rescence signals develop upon UV irradiation, indicating the for-
ation of one or more emissive photoproducts [28]. The four main

hotoproducts when a water solution of linuron is irradiated during
h at 254 nm were identified as: 3-(3-chloro-4-hydroxyphenyl)-
-methoxy-1-methylurea (I), 3-(4-chloro-3-hydroxyphenyl)-
-methoxy-1-methylurea (II), 3,4-dichlorophenylurea (III) and
-(3,4-dichlorophenyl)-1-methylurea (IV) (Fig. 1), with compound

V being the main reaction product [28]. On the other hand, it was
erified that upon UV irradiation, a 2-propanol:water 90:10 (v/v)
inuron solution shows two distinct fluorescent photoproducts.
t has not been determined whether these two products coincide

ith those produced in the former more drastic conditions. They
how emission maxima at 345 nm (�ex = 283 nm) and 405 nm
�ex = 325 nm) [10], and according to the excitation and emission
avelengths selected for our experiments (see above) this latter
hotoproduct is the compound detected in our studies.

The selection of the solid support was restricted to those sup-
orts potentially able to retain compounds of non-ionic nature such
s the linuron photoproduct. Preliminary experiments showed that
o significant signals were observed in nylon powder, silica gel and
ilica gel C18-bonded phase. However, the addition of certain sur-
actants such as SDS and HTAC to the samples produced higher
uorescence signals when C18 silica gel was used as solid support.
hus, these systems were selected for subsequent studies.

According to the non-ionic nature of the linuron photoproduct,
negligible protonation effect is expected with changes in the pH.
he pH values of the sample solutions were approximately neu-
ral and therefore the pH was not adjusted. In fact, exploratory
xperiments demonstrated that the change of the pH in the range
–10 does not produce any significant modifications in the read
ignal.
.2. FIA parameters

Different methanol–water ratios (0, 10, 20, 30, 35, 40, 45, 50 and
0% methanol) were checked as carrier solutions and it was con-
luded that 40% (v/v) methanol produced the highest photoproduct

1
t
a
t
w

77 (2008) 852–857

IF signal and a faster recovery of the baseline. The retention of the
hotoproduct in the solid support is transient, and the same carrier
cts as an effective eluting solution. Higher methanol percentages
roduce detrimental effects in the signals, possibly due to a high
ethanol amount favouring the photoproduct desorption process.
In a FIA-PIF system, for each sample volume there is an opti-

um irradiation time which is related to the flow rate and to the
ength of the photoreactor. For the three sample volumes assayed
68, 104 and 150 �L), three photoreactor lengths (120, 200 and
00 cm) and flow rates in the range 0.6–1.1 mL min−1 were probed.

t was corroborated that 200 cm photoreactor length and a flow
ate of 0.9 mL min−1 produced better signals. Besides, the PIF sig-
al obtained by using 150 �L as injection volume was similar to
hat using 104 �L. Therefore, taking into account that smaller vol-
mes lead to better sampling frequencies, the value of 104 �L was
elected. In conclusion, the final conditions for subsequent deter-
inations were: 104 �L loop, using a 200 cm photoreactor length

nd a flow rate of 0.9 mL min−1.
The stability of the optosensor is also an important variable in

ow-through sensor analysis. It was established that it is possible
o perform at least thirty and twenty uninterrupted determinations
ith the same C18 solid-phase, when SDS and HTAC are employed

s surfactants, respectively. It is important to indicate that the cell
s filled with few milligrams of C18 silicagel support (about 20 mg)
nd its replacement is easy and quick.

.3. Effects of SDS and HTAC

In general, the use of micellar media significantly enhance the
IF signals of pesticides relative to an aqueous solution [2,4,13].
his may be attributed to the decrease of vibrational motions
nd increase of the rigidity of photoproduct molecules when they
ecome included in the organized media [4].

However, in our case the surfactant could play a different func-
ion, due to the fact that interactions with the solid support (C18)

ay occur. Lavine et al. have studied the interactions of two sur-
actants (SDS and hexadecyltrimethylammonium bromide, HTAB)
ith silica gel C18-bonded phase, concluding that the use of the

urfactant solutions above the corresponding critical micellar con-
entration (cmc) produces adsorption of surfactant into or onto
he bonded phase, modifying its retention properties [29]. Two dif-
erent forms of surfactant monomer association with the bonded
hase have been proposed. The authors suggest that both the
ydrophobic alkyl tail and the �-carbon of SDS are associated
ith the bonded-phase, with the polar head group projected away

rom it. Thus, the hydrophobic adsorption of SDS monomers to
18 leads to the formation of an anionic hydrophilic surface layer,
hich would favour some type of selective hydrogen bonding

nteraction between certain compounds with this layer. On the
ther hand, the head group of HTAB is oriented closer to the sil-
ca surface due to hydrophobic interactions between the N-methyl
roups and the bonded phase. Incorporation of HTAB as described
ields a significantly denser phase and would ensure that much of
he hydrophobic character of the modified bulk phase would be
etained.

Due to the deleterious effect of bromide in the fluorescence sig-
als, in our experiments HTAB was replaced by HTAC. It is also

mportant to point out that the adsorbed amount of surfactant
emains constant for surfactant concentrations higher than the
orresponding cmc [30]. The cmc for SDS and HTAC are 8.1 and

.3×10−3 M, respectively [31]. Therefore, the surfactant concentra-
ions were optimized ranging from 9×10−3 M to 0.024 M for SDS
nd from 2×10−3 M to 5×10−2 M for HTAC. The optimum concen-
ration which generated the maximum PIF signal when SDS is used
as 0.012 M, while the optimum value for HTAC was 0.020 M. Con-
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Fig. 3. Flow injection response for successive 104 �L of 3.50 �g mL−1 linuron injec-
tions in the presence of 0.020 M HTAC after on-line UV irradiation and using
m
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interferents were assayed at concentrations five times higher than
linuron, with the exception of certain compounds with very low
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ethanol 40% (v/v) as carrier; �ex = 324 nm, �em = 418 nm. The blank signal corre-
ponds to a 0.020 M HTAC solution.

equently, these surfactant concentration values were selected for
he corresponding experiments.

Fig. 3 shows typical shapes of PIF signals vs. time obtained when
linuron-HTAC solution is subjected to flow analysis under the

xperimental conditions discussed above. As can be appreciated
n this figure, the blank (an HTAC solution) produces a signal which
s related to surface modifications produced by this surfactant over
he silica gel C18-bonded phase, as discussed above. This blank sig-
al is subtracted from each signal subsequently obtained in the
resence of linuron. In this figure, it can also be observed that after
he first injection with blank solution, the baseline slightly changes.
his variation can be attributed to the fact that the support is mod-
fied by the surfactant. Further, the slight changes observed after
inuron injections, could be attributed to some non-monitored lin-

ron photoproduct which is not eluted by the carrier. However, this
mall baseline modification did not produce significant problems
n the repeatability of the obtained results.

w
t
T

able 1
omparison of the analytical performance of reported PIF methods for linuron determina

ethod Linear range (�g mL−1) LOD (�g mL−1) LOQ (�g

EPIFb 0.87–6.23 0.41c

DEPIFd 2.5–8.7 0.66c 1.93
0.58e

IA-MEPIFf 0.5–12.5 0.33 0.41

PLC-PIFg 0.6–3.6 0.19c,h

0.22c,i

PLC-PIFg 0.4–2.8i 0.26c,i

0.5–2.4i 0.13c,i

IA-PIF–SPF (SDS)j 0.64–6.00 0.22e 0.64
IA-PIF–SPF (HTAC)k 0.39–6.00 0.13e 0.39

a Relative standard deviation for the concentrations (�g mL−1) given in parentheses.
b Micellar (SDS)-enhanced photochemically induced fluorescence.
c LOD calculated by Clayton’s method (˛ = ˇ = 0.05) [36].
d Cyclodextrin (�-CD)-enhanced photochemically induced fluorescence.
e LOD according to IUPAC [37].
f Micellar (SDS)-enhanced photochemically induced fluorescence combined with flow
g High-performance liquid chromatography with photochemically induced fluorescenc
h Results obtained from the chromatographic peak height.
i Results obtained from the chromatographic peak area.
j Flow injection analysis combined with photochemically induced fluorescence and sol
k Flow injection analysis combined with photochemically induced fluorescence and sol
77 (2008) 852–857 855

.4. Analytical figures of merit

Table 1 shows the figures of merit obtained in the present work
sing SDS and HTAC as surfactants and those previously reported
or linuron by using PIF methods. The linear relationship between
he amount of retained photoproduct and the fluorescence inten-
ity was corroborated applying the F test recommended by IUPAC
32]. The statistical values in Table 1 suggests that the use of HTAC
n the FIA-PIF–SMF system produces better figures of merit than
DS. This table also suggests that the use of a solid support in
he FIA system does improve the results. In comparing the limit
f detection of the presently proposed method employing HTAC
LOD = 0.13 �g mL−1) with those carried out using PIF in orga-
ized medium solutions, such as surfactants (LOD = 0.41 �g mL−1)
r cyclodextrins (LOD = 0.58 �g mL−1), and with micellar-enhanced
IF combined with FIA (LOD = 0.33 �g mL−1), we may assert that
he results here obtained are very satisfactory. On the other hand,
lthough the sensitivity of the proposed method is similar to that
btained using HPLC with PIF detection, the sampling frequency
ere attained (about 17 samples h−1) is larger than that employing
hromatographic techniques.

.5. Interference study

The methods here presented for the determination of linuron
ight be susceptible to interference from compounds concomi-

antly retained in the solid support. These interferences can either
ncrease the resulting signal (if they emit near the photoproduct
mission), or produce a less intense signal by quenching or by com-
etition with the binding sites. Therefore, a systematic study for
etecting interferences was undertaken, testing SDS and HTAC as
urfactants. Foreign agrochemicals and inorganic ions which are
ikely to be present in water samples were analysed (Table 2). The
ater solubility. In these cases, the highest interferent concen-
ration tested was around the corresponding solubility value (see
able 2).

tion

mL−1) Analytical sensitivity (�g mL−1) R.S.D (%)a References

0.17 4.0 (2.49) [11]

0.27 4.8 (3.73) [12]

11 [15]

0.08h 2.5 (1.4)h [13]
0.09i 2.4 (1.4)i

0.10i 1.6 (2.0)i [14]
0.04i 1.2 (1.7)i

0.09 1.6 (3.1) This work
0.06 0.8 (3.5) This work

injection analysis.
e detection.

id-phase-spectroscopy, in the presence of SDS.
id-phase-spectroscopy, in the presence of HTAC.
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Table 2
Interference study

Foreign species Water solubility (�g mL−1)a Tolerated foreign species/linuron (�g mL−1/�g mL−1) ratiob

SDS system HTAC system

Fungicides
Thiram 30 5 5
Carbendazim 2 0.3 c

2,3-Dichloro-1,4-naphthoquinone 8 c c

Imazalil 0.44 c c

Dichlorophene 30 0.5 1
Thiabendazole 50 0.01 0.8
Fuberidazole 71 d d

Insecticides
Dimethoate 25000 5 5
Carbaryl 40 0.25 1
Cypermethrin 0.01 c c

Herbicides
2,4-Dichlorophenoxy acetic acid 900 5 5
4-Chloro-2-methylphenoxy acetic acid 825 5 5
Neburon 5 0.1 0.8
Isoproturon 65 0.1 0.05

Plant growth regulator
1-Naphthylacetic acid 420 3 3

Inorganic ionse

Sulfate 200 100
Chloride 100 100
Phosphate 20 50
Nitrate 0.5 0.5
Fe3+ 1 3
Al3+ 5 50
Cu2+ 200 50
Co2+ 10 15
Ni2+ 10 25

a Refs. [33,38–42].
b Clinuron = 3.50 �g mL−1; unless otherwise indicated, the maximum tested tolerance levels for organic and inorganic compounds were 5 and 200, respectively.
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c These species were probed at concentrations around their water solubilities an
d Tolerance lower than 0.01.
e Other ions are indirectly evaluated in the recovery studies carried out in real wa

In the SDS system, the systematic study was performed adding
nown amounts of each tested species to a solution containing
.5 �g mL−1 of linuron. Then, each solution was injected in the
IA system and processed by the usual procedure. When inter-
erence effects occurred, the concentration of the foreign species
as progressively reduced until the effect was not significant. Tol-

rance was defined as the relative amount of interfering species
hat produced an error not exceeding ±4.8% in the determina-
ion of linuron. This value represents three times the relative
tandard deviation (R.S.D) corresponding to the evaluated exper-
mental condition (R.S.D = 1.6, see Table 1). When HTAC was used
s surfactant, a similar procedure was developed, but in this case
he tolerance was defined as the relative amount of interfering
pecies that produced an error not exceeding ±2.4% (3×R.S.D)
n the determination of linuron. A rapid inspection of Table 2
ndicates that the phase formed by C18-HTAC seems to be less
usceptible to suffer interference by the assayed species than C18-
DS.

Most of the evaluated inorganic ions do not produce serious
hanges in the measured fluorescence intensity of linuron. The
ighest interference in both systems is produced by iron (III). Alu-
inum (III) interferes in the SDS system when it is present at

oncentrations five times higher than linuron, probably due to

he interaction between the metal ion and the anionic surfactant.
itrate ion produces a decrease of the signal intensity, probably due

o an inner filter effect, since this anion absorbs electromagnetic
adiation at a wavelength near that corresponding to the excitation
f linuron photoproduct.

a
w
w
i
w

terference was detected.

mples (see Table 3).

In both C18-HTAC and C18-SDS systems, the highest interfer-
nces are produced by fuberidazole, thiabendazole, neburon and
soproturon. These compounds produce an increase of the result-
ng fluorescence signal, due to the fact that they also fluoresce with
mission wavelengths near that of the linuron photoproduct. The
emaining species do not produce severe interference in the deter-
ination of the studied analyte at the evaluated tolerance levels.
On the basis of all these interference studies, we can conclude

hat the tolerance of the proposed methods is, in several cases, not
ptimal. In these cases, the direct univariate determination might
e replaced by a more complex analysis (e.g. multivariate calibra-
ion). This type of analysis will be included in future investigations.

.6. Application of the method

With the purpose of evaluating the application of the present
ethod and the potential interference from background matrices,
aters from different origins were analysed. Since HTAC showed
etter results, this surfactant was selected to carry out the experi-
ents.
The water solubility of linuron (64 �g mL−1) [33] suggests that

t may filter readily through soils, reaching natural waters. In
egions of intensive agriculture, linuron concentrations up to 1.1

nd 2.8 �g mL−1 have been detected in surface waters and ground
aters, respectively [34]. These levels can be directly investigated
ith the proposed method without a pre-concentration step. Thus,

n a first phase, a recovery study was performed by spiking each
ater sample with an appropriate amount of linuron in triplicate
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Table 3
Recovery study of linuron for spiked water samplesa

Taken
(�g mL−1)

Found
(�g mL−1)

Recovery±R.S.D. (%)b

Tap waterc 0.73 0.74 101 ± 2
2.10 1.99 95 ± 3
4.90 5.00 102 ± 4

Tap waterd 0.73 0.75 103 ± 2
2.10 2.08 99 ± 1
4.90 5.00 102 ± 2

Underground watere 0.73 0.75 103 ± 6
2.10 1.99 95 ± 3
4.90 4.87 99 ± 2

Mineral waterf 0.73 0.70 96 ± 1
2.10 1.98 94 ± 2
4.90 4.91 100 ± 1

River waterg 0.73 0.76 104 ± 1
2.10 1.92 91 ± 2
4.90 4.90 100 ± 1
0.0050h 0.0048 96 ± 4

River wateri 0.73 0.70 96 ± 1
2.10 2.16 103 ± 2
4.90 4.67 95 ± 3
0.010h 0.010 100 ± 6
0.050h 0.054 107 ± 6

a Using HTAC as surfactant.
b Mean of three determinations.
c From Buenos Aires City (Buenos Aires, Argentina).
d From Rosario City (Santa Fe, Argentina).
e From Funes City surroundings (Santa Fe, Argentina).
f From Villavicencio hills (Mendoza, Argentina). This water contains NaHCO3

(350 �g mL−1), Ca(HCO3)2 and Mg(HCO3)2 (259 �g mL−1), Na2SO4, CaSO4 and
MgSO4 (234 �g mL−1), NaCl, CaCl2 and MgCl2 (47 �g mL−1), CaF2 (1.4 �g mL−1) and
oligoelements (1.5 �g mL−1).
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From the Paraná River (Santa Fe, Argentina).
h A pre-concentration step was performed (see text).
i From the Guadiana River (Extremadura, España).

t three different concentration levels. The results are shown in
able 3, and suggest that interference from the background (inor-
anic ions and organic compounds possibly present in the studied
amples) is absent in the investigated waters.

Additionally, taking into account that residue concentrations
eported for ground waters are at the part-per-billion lev-
ls (0.1–30 �g L−1) [35], the sensitivity of the present method
as improved using a pre-concentration step by employing C18
embrane-SPE. The technique was applied to the two river water

amples, and the results are shown in Table 3.

. Conclusions

A novel and simple FIA-PIF–SMF method for linuron determina-
ion was developed and successfully applied to the quantitation of
his toxic herbicide in tap, underground, mineral and river water
amples. The method is rapid and shows good sensitivity in com-
arison with other PIF methods. The results suggest that the use of
he surfactant HTAC leads to a more sensitive and selective method.
lthough the use of an active solid support placed inside the flow-

ell produced an improvement on the sensitivity, allowing linuron
etermination in water at concentrations usually found in regions
f intensive agriculture, the attained limits of quantification are not
roper for trace linuron residues. In these cases, it was found that
he determination could be carried out by applying a simple pre-

[
[
[

[
[
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oncentration step, without interferences from matrix compounds
nd also without chemical treatment.
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a b s t r a c t

An approach based on the use of water/1-butyl-3-methylimidazolium tetrafluoroborate ([bmim][BF4])
mixtures in a sequential injection analysis (SIA) system is presented. The rapid and robust procedure
developed was used to evaluate horseradish peroxidase activity in [bmim][BF4] and is intended to be a
generic tool for enzymatic assays in ionic liquids.

The horseradish peroxidase activity tests were based on the implementation of the 4-aminoantipyrine
(4AAP)/phenol test in the SIA system, using 1-naphtol as substrate. Small volumes (12 �L) of sample,
reagents and enzyme were sequentially aspirated to the holding coil before being sent to the spec-
trophotometric detector (� = 510 nm), where a coloured product proportional to the enzyme activity was
measured.
Bmim][BF4]
ethanol

The results were compared to those obtained when the assay was performed in water/methanol mix-
tures under the same conditions, to evaluate [bmim][BF4] as an alternative to conventional organic
solvents. Comparative evaluation of the enzyme behaviour revealed that the enzyme activity increased
significantly when the assay was performed in water/[bmim][BF4] mixtures.

The SIA methodology exhibited good repeatability over the full concentration range (R.S.D. < 3.3%, n = 15)
studied, produced approximately 1.7 mL of effluent and consumed approximately 36 �L of solutions

[BF4]

s
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prepared in water/[bmim]

. Introduction

The implementation of procedures involving enzymatic reac-
ions in flow systems has grown with the evolution of enzyme
atalysis and use of new reaction media, leading to a large number
f enzymatic procedures with a wide range of analytical purposes
1]. Among flow techniques, sequential injection analysis (SIA) has
een used for a large variety of analytical determinations includ-

ng enzymatic reactions, proving itself to be a robust and accurate
olution handling approach [2,3]. Its unique mode of operation,
ased on the forward and reversed flow of well defined zones of
ample and reagent solutions through a multiposition valve makes
t a very economic tool since it permits the aspiration of precise
olumes and an effective utilisation of solutions, in the process
rastically reducing the consumption of sample and reagents [4].

urthermore, the effective computer control of the most relevant
nalytical parameters at run-time ensures great operational flexi-
ility, which allows the assessment of distinct analytical strategies
ithout physical reconfiguration of the flow set-up and facilitates

∗ Corresponding author. Tel.: +351 222078939; fax: +351 222004427.
E-mail address: ppinto@ff.up.pt (P.C.A.G. Pinto).
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mixtures for each analytical cycle.
© 2008 Elsevier B.V. All rights reserved.

ystem optimisation [5]. This is particularly important in proce-
ures that demand precise control of the reaction conditions such
s enzymatic reactions, since it guarantees standardised conditions
ith all assays. These features greatly increase the analytical poten-

ial of SIA manifolds, making it a first choice technique and explain
hy SIA has been increasingly used for the mechanisation of enzy-
atic procedures that either involve expensive enzymes or small

ample amounts, mostly in the biological area. The new develop-
ents in the enzymatic catalysis field that transcended from totally

queous procedures not so many years ago, to techniques based on
rganic solvents [6] and more recently to other non-aqueous media
7], reinforced the idea that the benefit of most enzymatic pro-
esses passes trough its implementation in flow systems. Within
his perspective, SIA, due to its particular advantages, can once
gain become a powerful tool in this area.

The use of water as solvent in enzymatic reactions for years
imited the field of application of enzymes in biocatalysis and
he productivity of some processes, particularly those involving

ydrophobic substrates [6]. As a consequence, the applicability of
atalysis in non-aqueous solvents has been tested and discussed
nd as a result, new reaction media have been suggested [8]. The
ossibility of working with hydrophobic substances, the decrease

n microbial contamination and reduction of side reactions are the
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ain advantages related with the development of procedures in
on-aqueous media [6]. Organic solvents helped to reduce some
roblems such as the insolubility of hydrophobic compounds and
ropagation of radicals in aqueous solutions and were shown to be
ood solvents for enzymes catalysis, in some cases offering bene-
ts related with enzyme stability and selectivity [9,10]. However,
rganic solvents exhibit known disadvantages such as human and
nvironmental toxicity and high volatility that make their appli-
ation in routine procedures difficult. These drawbacks can be
ubstantially reduced through implementation of these procedures
n closed flow systems but some cases of enzyme inactivation in
rganic polar solvents have been related, limiting the applicability
f these solvents and requiring specific activity studies [11].

As a consequence, researchers have in the last decade embarked
pon exploring a new group of compounds, room temperature

onic liquids (ILs), in an attempt to establish their applicabil-
ty in biocatalysis [12]. Due to their particular characteristics, ILs
ave emerged as “green” substitutes for conventional organic sol-
ents in enzymatic reactions, sometimes with remarkable results,
ffering new possibilities for the application of solvent engi-
eering to biocatalytic reactions [13]. Their specific properties
uch as nonflammability, nonvolatility and good chemical and
hermal stability made them a safe alternative to conventional
rganic solvents [14]. However, the study of enzyme activity in
Ls, apart from enzyme availability and reagents toxicity, must
onsider the high cost of these solvents that hinder their routine
tilisation. Moreover, although IL are known as green solvents,
he assays must still be performed in order to produce mini-

um wastes, since its long-term toxicity is not as yet known
15].

Considering the characteristics of enzymatic assays in ILs, its
mplementation in a SIA manifold, although having never been
ried, seems very promising and challenging, since it combines the
dvantageous features of enzyme catalysis in IL with the versatil-
ty and low consumption of SIA. Thus, the present paper describes
he implementation of an enzymatic assay, performed in a water

iscible IL in a SIA system. The assay was based on implemen-
ation of the 4-aminoantipyrine (4AAP)—phenol test [16] using
orseradish peroxidase as catalyst, 1-naphtol as substrate and
-butyl-3-methylimidazolium tetrafluoroborate ([bmim][BF4]) as
olvent. This is a very well known reaction catalysed by an enzyme
hat is very abundant in nature and involved in many biological
eactions. Besides this, the peroxidase mediated coupling of phe-
ols is one of the most studied redox processes in biochemistry
nd highlights the importance of the use of non-aqueous reaction
edia to aid solubilisation of hydrophobic substances, increasing

he field of the studies [17].
The developed work also involved a comparative study of the

nzyme activity in methanol, to evaluate ILs as an alternative to con-
entional organic solvents. The presented approach was intended
o provide a fast, robust and economic generic means of evaluating
nzyme activity in IL which could additionally represent a basis for
he future mechanisation of analytical procedures.

. Experimental

.1. Reagents

All solutions were prepared using chemicals of analytical

eagent grade and high purity water (milli-Q) with a specific con-
uctance <0.1 �S cm−1.

The carrier solution of the flow system comprised a Briton and
elford universal buffer solution with pH adjusted between 6 and

2.

c
w
p
p
u

ig. 1. SIA system. PP, peristaltic pump; SV, selection valve; HC, holding coil (4 m);
C, reaction coil (1 m); D, spectrophotometric detector; W, waste.

Daily, a horseradish peroxidase solution (Sigma, Type VI-A) of
.1 mg mL−1 was prepared in water from a 1 mg mL−1 stock solu-
ion. The stock solution was stored in the refrigerator and remained
table for about 3 days.

A stock solution of 1-naphtol 0.15 mol L−1 was prepared by dis-
olving the appropriate amount of powder in a water/[bmim][BF4]
ixture (1:2), which guaranteed the full solubilisation of the com-

ound. Standard solutions of 1-naphtol were prepared from the
tock solution by suitable dilutions in water/[bmim][BF4] mixtures
f 1:0.5, 1:1 and 1:1.5, all of which were stable for several weeks.
or the comparative studies of enzyme activity, stock and standard
olutions of 1-naphtol were prepared as described but by replacing
bmim][BF4] with methanol.

4AAP 0.025 mol L−1 and hydrogen peroxide 0.0175 mol L−1 were
repared daily in water/[bmim][BF4] mixtures of 1:0.5, 1:1 and
:1.5.

.2. Apparatus

Spectrophotometric measurements were made in a 6300 Jen-
ay spectrophotometer, set at 510 nm and equipped with a 30 �L
ow cell (Helma 178.711QS, Müllheim, Balden, Germany).

The SIA system (Fig. 1) consisted of a Gilson Minipuls 3 peristaltic
ump, equipped with PVC pumping tube (1.2 mm i.d.) and a 10-
ort multiposition Vici Valco selection valve. Manifold components
ere connected by means of 0.8 mm i.d. PTFE tubing which was also
sed for the holding and reaction coil (4 and 1 m, respectively).

Analytical system control, including the operation of the peri-
taltic pump and selection valve, was achieved by means of an
dvantech PCL 711B interface card and a Pentium-I-based micro-
omputer. Software was developed in Microsoft Quick-Basic and
ermitted the control of flow rate, flow direction, valve position,
ample and reagent volume as well as data acquisition and process-
ng. During optimisation, the analytical signals were also recorded
n a Kipp & Zonen BD 111 strip chart recorder.

In the evaluation studies on the influence of temperature
n horseradish peroxidase, the reaction coil was thermostatized
etween 30 and 45±0.5 ◦C in a Falc FA90 temperature controller.

.3. Sequential injection procedure

The analytical cycle established for the implementation of the
AAP-phenol test in the SIA system is summarised in Table 1.

nitially, small volumes (12 �L) of horseradish peroxidase, H2O2, 1-
aphtol and 4AAP were sequentially aspirated to the holding coil.
hen, the flow was reversed and the reaction zone propelled by the
arrier solution through the reaction coil, directly to the detector

here the product of the reaction was measured. For the com-
arative assays involving the use of water/methanol mixtures, the
rocedure was exactly the same in order to conduct a comparison
nder the same conditions.
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Table 1
Analytical cycle for the evaluation of horseradish peroxidase activity

Step Position Time (s) Flow rate
(mL min−1)

Volume (�L) Description

1 1 1 0.67 12 Aspiration of peroxidase
2 2 1 0.67 12 Aspiration of H O
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slightly with the temperature of the water bath up to 40 C and
higher temperatures led to a significant decrease in analytical
signals, revealing the onset of the process of enzyme denatura-
tion. With the aim of evaluating the influence of concentration of
[bmim][BF4] on horseradish peroxidase activity, a study involving
2 2

3 1 0.67 12 Aspiration of 1-naphtol
4 1 0.67 12 Aspiration of 4AAP
7 50 2 – Propulsion to the detector

. Results and discussion

This approach based on insertion of water/[bmim][BF4] mix-
ures in a SIA system to evaluate horseradish peroxidase activity
as developed in four steps that involved the implementation of

he 4AAP-phenol test in the flow system, evaluation of enzyme
ctivity in [bmim][BF4], study of the influence of media conditions
pH, temperature, concentration of IL) on the activity and compar-
son of these results with those obtained when the reaction took
lace in water/methanol.

.1. Implementation of the 4AAP-phenol test on a SIA system

The 4AAP-phenol test was used as a means to evaluate
orseradish peroxidase activity since it is a very well known chem-

cal reaction that fits the purpose of the developed work which
oes not involve, at this time, an innovative analytical application.
he reaction is based on the oxidation of phenol by H2O2 in the
resence of horseradish peroxidase and subsequent reaction of the
ormed radical with 4AAP to form a coloured product, with maxi-

um absorption at 510 nm. The enzymatic reaction was performed
n [bmim][BF4], a water miscible IL that has been successfully tested
n some enzymatic reactions.

The main problem related with the insertion of IL, namely
bmim][BF4], in a SIA system is its high viscosity that complicates
he reproducible aspiration of small IL volumes and its dispersion
n an aqueous carrier solution. However, [bmim][BF4] is a water
iscible IL, so it is possible to work with mixtures that exhibit less

iscosity and can be reproducibly aspirated to the flow system. Nev-
rtheless, while optimising the procedure it proved very difficult,
ven with water/IL mixtures, to get an effective mixture of the aspi-
ated aliquots in the SIA system. It is important to highlight that,
ue to the specific characteristics of SIA manifolds, the interdisper-
ion of the aspirated zones in this kind of system is only partial but
s essential for development of the chemical reaction. In the stud-
ed situation, when the aspirated volumes were between 50 and
50 �L, double peaks were recorded, revealing mixing problems
ue to different viscosities of the aspirated zones and carrier solu-
ion. To solve this problem, the aspirated volumes were reduced
o a minimum in order to get a homogeneous reaction zone and

easurable analytical signal. The final analytical cycle involved
he aspiration of 12 �L of each solution since this volume guaran-
eed repeatable results and high analytical signals in a single peak
hape.

The concentrations of 4AAP and H2O2 were established as 0.025
nd 0.0175 mol L−1, respectively. These were maximum concentra-
ions above which no variation in analytical signal was apparent,
o that the future analysed changes were undoubtedly related with
he change of enzyme activity and not due to the lack of reagents.

The aspiration flow rate was 0.67 mL min−1 since it permitted

he reproducible aspiration (R.S.D. < 3%) of the chosen small vol-
mes. Due to the high sensitivity of the 4AAP-phenol reaction, the
ropulsion flow rate was set at 2 mL min−1 in order to decrease
he residence time and dispersion of the reaction zone. Flow rates
etween 0.8 and 1.5 led to an increase in residence time of the

F
i
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eaction zone which could reach 75 s, resulting in a decrease in
nalytical signals due to the enhanced dispersion.

Among several coils (0.5–1.5 m), a 1 m long figure-eight-shaped
eaction coil was chosen to perform the assays since it permitted
fficient mixing of the aspirated zones without excessively increas-
ng the dispersion of formed product.

The developed analytical procedure exhibited very interesting
haracteristics, performing around 60 determinations per hour and
roducing around 1.7 mL of effluent per analytical cycle. Repeated
nalysis of samples (n = 15) of different concentrations did not show
.S.D. (%) greater than 3.3, which is very acceptable considering the
mall aspirated volumes.

.2. Evaluation of horseradish peroxidase activity in [bmim][BF4]

Under the described set of conditions it was possible to pro-
uce 1-naphtol calibration curves up to 0.015 mol L−1, showing that
he enzymatic catalytic action is proportional to the amount of 1-
aphtol. The evaluation studies of enzyme activity were based on
he sensitivity of the determinations.

Once established the initial assay conditions, the effect of pH,
emperature and concentration of [bmim][BF4] on horseradish per-
xidase activity were studied.

The composition of the buffer carrier solution was changed
n order to attain solutions with pH values between 6 and 12
nd then study the effect of this parameter on the enzyme activ-
ty. These studies were performed at room temperature using

water/[bmim][BF4] mixture (1:0.5) as reaction media. It was
bserved that enzyme activity increased with pH up to 11.2, above
hich the analytical signals decreased, being inexistent at pH 12

Fig. 2). These observations confirmed the results of Sgalla et al.
10] and showed that under these conditions, the maximum activ-
ty peak is achieved in conditions distinct from that obtained in
queous media [18]. This difference could be related with the inhi-
ition of horseradish peroxidase by the F− anion of [bmim][BF4],
hich binds to the heme iron of peroxidase under acidic pH condi-

ions [10]. Thus, the enzyme activity in ILs is strongly pH dependent
nd increases under alkaline conditions.

The effect of temperature on enzyme activity was studied by
mmersing the reaction coil of the SIA system in a thermostati-
ally controlled water bath. Assays were performed with a carrier
olution of pH 11.2 and as before, with a water/[bmim][BF4] mix-
ure (1:0.5) as reaction media. Analytical signals increased very

◦

ig. 2. Influence of the pH of the carrier solution on horseradish peroxidase activity
n [bmim][BF4].
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Fig. 3. Comparison of horseradish peroxidase activity in [bmim][BF4] and methanol.
Assays performed at room temperature, with carrier solution pH 11.2 and
water/[bmim][BF4] and water/methanol mixtures 1:0.5.

F
[
w

p
T
i
b

o
1
4
f
i
i
a
v
s
m
t
o
t

a
e
p
e

82 P.C.A.G. Pinto et al. / T

he use of water/[bmim][BF4] mixtures using different proportions
1:0.5, 1:1, 1:1.5) was performed. As previously described in Sec-
ion 2, these mixtures were used as solvent for the preparation of
-naphtol, 4AAP and H2O2 solutions which were then introduced

n the SIA system. It was verified that the sensitivity of the deter-
ination as well as enzyme activity, increased with the increase in

bmim][BF4] concentration until proportions with water of 1:1.5.
hese observations confirm the excellent activity of horseradish
eroxidase in this IL but also its enhancement in the presence of

ncreasing concentrations of [bmim][BF4]. The implementation of
he assay in a SIA system hindered efforts to test more concentrated

ixtures due to the increased viscosity of the resulting solutions.
owever as expected, it was verified that the enzyme activity was

otally lost if prepared exclusively in [bmim][BF4], showing that
he presence of water is essential for enzyme activity. This issue has
lready been discussed regarding other enzymes activity in organic
edia [19] and very recently in IL [20] and it is accepted that a few
ater molecules, presumably bound to charged groups on the sur-

ace of the enzyme, are required for catalytic function. It is also
mportant to consider the problem of enzyme solubility which also
inders the exclusive use of organic solvents or IL [13]. If it was tech-
ically possible to continue increasing the amount of [bmim][BF4]

n the solvent mixture, in the SIA system, the enzyme activity would
ncrease until the amount of water was so small that deactivation
f the enzyme occurred.

.3. Evaluation of horseradish peroxidase activity in methanol

The study of horseradish peroxidase activity in methanolic
edia was intended to provide information on performing a

omparative evaluation of enzyme behaviour in [bmim][BF4] and
ethanol, with a view to suggesting the utilisation of ILs as an

lternative to conventional organic solvents. On this basis, using
he same manifold and the same conditions used in the test
nvolving [bmim][BF4], an evaluation of horseradish peroxidase
ctivity in methanol was performed. This evaluation comprised
he implementation of the 4AAP-phenol test in the SIA system,
sing water/methanol mixtures as reaction media, the assess-
ent of pH influence, temperature and methanol concentration

n enzyme activity and a comparison of the results obtained with
hose obtained in the presence of [bmim][BF4].

The 4AAP-phenol test was again implemented in the SIA system,
aintaining all of the established conditions except the solvent for

he preparation of the solutions, which in this case was methanol.
t this point it was important to evaluate whether the optimum
nzyme activity would be achieved under the same conditions
escribed in the studies with IL and if the studied parameters would
ave the same influence on enzyme activity.

To begin, the evaluation of horseradish activity was performed
t room temperature and pH 11.2, and using a 1:0.5 water/methanol
ixture, which comprised the initial set of conditions for the assays
ith [bmim][BF4]. These conditions were chosen in order to con-
uct the studies in the same direction and perform comparisons
tep by step. This assay showed that the enzyme activity was
aintained but decreased significantly when compared under the

ame conditions, with the activity exhibited in the presence of
bmim][BF4] (Fig. 3).

The study of pH influence on the sensitivity of the determina-
ion was performed as before by changing the pH of the carrier
olution between 6 and 12. It was concluded that the optimum

ituation in terms of the enzyme activity was achieved at pH 7.5.
ffectively, there was an enhancement of horseradish peroxidase
ctivity until this value and beyond which a significant decrease
ccurred, showing that, in the absence of inactivation phenomena
y ILs in acid solutions, the enzyme exhibits maximum activity at

i
c
s
b
t

ig. 4. Influence of the temperature on horseradish peroxidase activity in
bmim][BF4] and methanol. Assays performed with carrier solution pH 11.2 and
ater/[bmim][BF4] and water/methanol mixtures 1:0.5.

H values similar to those described as the optimum in water [18].
hese results are in good agreement with several studies involv-
ng peroxidase catalyzed reactions performed in methanol at pH
etween 7 and 7.5 [21,22].

The influence of temperature on the activity of horseradish per-
xidase in methanol was evaluated using a carrier solution of pH
1.2 (Fig. 4). A significant enhancement in enzyme activity up to
0 ◦C was observed, showing that in this media, temperature per-
orms an important role on enzyme activity, probably due to an
ncrease in stability of the enzyme–substrate complex. Above 40 ◦C,
t was only possible to evaluate the enzyme activity at 45 ◦C but
lready with some problems related with the volatility of the sol-
ent which resulted in the formation of air bubbles inside the flow
ystem. Nevertheless, the obtained results showed that the enzyme
aintained its activity at this temperature, meaning that under

hese conditions there is no denaturation of the proteic structure
f horseradish peroxidase and confirming the theory of enhanced
hermal stability of enzymes in organic media [23].

Solutions of water/methanol 1:0.5, 1:1 and 1:1.5 were prepared
nd as previously described, tested in the SIA system, in order to
valuate the influence of methanol concentration on horseradish
eroxidase activity. As in the case of [bmim][BF4], an increase in
nzyme activity up to proportions of 1:1.5 was observed, show-

ng that a predominantly aqueous media does not provide the best
onditions for horseradish peroxidase performance. The results are
imilar and probably related to the high solubility of 1-naphtol in
oth [bmim][BF4] and methanol that results in a preferential par-
ition of the hydrophobic compound into the non-aqueous phase.
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s a result, when the non-aqueous phase increases, there is also
n increase of substrate in the interface between the organic and
queous phase, enhancing its contact with the enzyme and conse-
uently, the sensitivity of the determination.

. Conclusions

This approach based on the insertion of water/[bmim][BF4]
ixtures in a SIA system is intended to be a generic tool for the

mplementation of enzymatic assays in ILs and has allowed us
o confirm once again that SIA is an accurate fluids handle tech-
ique that minimizes consumption of reagents and production of
ffluents, thus being an excellent choice for enzymatic assays in
eneral.

Furthermore, it is important to highlight that the presented
pproach resulted in a fully automatic procedure and represents
n evolution relative to the classic methods traditionally used in
his kind of study that are subject to constant operator interven-
ion and all the drawbacks and errors associated with this. On this
asis, the developed methodology reduced the operator exposure
o 1-naphtol and solvents and produced a very small amount of
ffluent when compared to conventional batch procedures, result-
ng in increased environmental and human safety. Moreover, the
onsumption of reagents was dramatically reduced due to the pos-
ibility of strictly aspirating the required small solution volumes on
reproducible basis. This fact is of utmost importance considering

he high prices of the commercial ILs and makes the assays less
xpensive and more promising due to the possibility of exploiting
ll potentialities of this kind of solvent with reduced amounts of
olutions.

Moreover, the implementation of the 4AAP-phenol test in the
IA using water/[bmim][BF4] as reaction media, led to a fast, versa-
ile and robust methodology that could also be applied in routine
etermination of phenols.

Regarding horseradish peroxidase activity, the assays showed
hat the enzyme has maximum activity at pH 11.2 and 40 ◦C and

aintained its activity in water/[bmim][BF4] mixtures up to 1:1.5.

urthermore, the comparative evaluation of enzyme behaviour
nder these conditions showed that there is an enhancement in
nzyme activity of about 5 times when the assay was performed
n water/[bmim][BF4], confirming the thesis that in this media
nzymes exhibit improved stability, selectivity and activity and

[
[
[
[
[
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hat this solvent can be advantageously used as an alternative to
onventional organic solvents [14]. This is probably explained by
he polarity of ILs that results in strong charge–charge interac-
ions with the enzyme that may be responsible for its activation.
owever, it is obvious that this complex issue is related to other
arameters, most of them unexplained, that affect enzyme–solvent

nteractions. Globally, it is accepted that IL generate a stabilizing
icroenvironment that enhances enzyme activity. Nevertheless,

he enormous variety of IL and its tuning nature open up many pos-
ibilities in terms of research and do not allow general conclusions
nd considerations to be taken.

With this work it was possible to yet again confirm the poten-
ial and importance of SIA for the mechanisation of biocatalytic
rocedures by opening a new perspective on the implementation
f enzymatic assays in IL, so that in the near future, this kind of
trategy could become an important analytical tool for enzymatic
rocedures that demand increased sensitivity.
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a b s t r a c t

In this work, polyurethane foams (PU) were developed, characterized and applied as new generation poly-
meric phases for stir bar sorptive extraction (SBSE) using seven triazinic herbicides (simazine, atrazine,
prometon, ametryn, propazine, prometryn and terbutryn) as model compounds in water matrices. Assays
performed for PU synthesis and characterization demonstrated that seven formulations presented remark-
able stability and excellent mechanical and chemical resistance, for which the P6 formulation showed the
best results. By performing systematic assays on 25 mL of water samples spiked at the 10 �g/L level, it was
established that the best experimental conditions using stir bars coated with P6 were an equilibrium time
of 6 h (1250 rpm), 5% of methanol as organic modifier, followed by liquid desorption with methanol as back
extraction solvent under ultrasonic treatment (20 min) and high performance liquid chromatography with
diode array detection (SBSE(PU)-LD-HPLC-DAD). This methodology provided good recoveries (20.4–62.0%)
and remarkable reproducibility (R.S.D. <7.0%). Furthermore, excellent linear dynamic ranges between 0.9

2

ater matrices
and 16.7 �g/L (r > 0.9949) and detection limits (0.1–0.5 �g/L) at trace level were also achieved. The appli-
cation of the proposed analytical approach to analyze triazinic herbicides in ground and superficial water
matrices, showed remarkable performance and by using the standard addition methodology the matrix
effects are negligible. By comparing the best PU formulation (P6, 71 �L) with commercial stir bars coated
with PDMS (126 �L), recoveries normalized to the polymeric volume up to five times higher (atrazine)
were attained. The ability of PU foams to extract the more polar compounds rather than PDMS makes this

ontrib

o
p
t
f
T
s
b
r
m
a
o

polymer a very valuable c

. Introduction

Stir bar sorptive extraction (SBSE) is an emerging sample prepa-
ation technique, proposed in the last decade, for the enrichment
f organic compounds from aqueous matrices prior to chromato-
raphic analysis [1–5]. So far, several research studies applied
uccessfully this “environmental friendly” methodology in dif-
erent scientific fields, namely, in the study of the aroma wine
ompounds [6], pharmaceutical drugs [7–10], as well as to mon-
tor many classes of anthropogenic substances in environmental

atrices, such as pesticides, polyaromatic hydrocarbons and poly-

rominated diphenyl ethers [11–14]. This analytical approach has,
owever, been based in the use of polydimethylsiloxane (PDMS),
hich is an extracting phase with higher affinity for the less polar

ompounds, but presents limitations concerning the extraction

∗ Corresponding author at: DQB/FCUL, Campo Grande Ed. C8, 1749-016 Lisbon,
ortugal. Tel.: +351 217500899; fax: +351 217500088.
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oi:10.1016/j.talanta.2008.07.026
ution for SBSE.
© 2008 Elsevier B.V. All rights reserved.

f the more polar ones (log KO/W < 3), leading to low affinity and
oor sensitivity, in particular during trace analysis. The attempt
o develop new polymeric phases for SBSE with higher affinity
or the more polar compounds is therefore, of great importance.
o overcome this limitation, several authors have proposed new
trategies, such as the dual-phase stir bar [15], involving PDMS com-
ined with adsorbents, such as activated carbons, to enhance the
ecovery of the more polar analytes. Nevertheless, these enrich-
ent approaches have presented a limited range of applicability

nd proved to be much more acceptable for headspace analysis
f particular matrices or classes of compounds [16,17]. Further-
ore, other authors have already proposed new polymeric phases,

ut for very specific analytes without embracing the robustness
nd the wide range of applicability demonstrated by the PDMS
lone [18–20]. Despite all these efforts, there is still the need for

polymeric material that allows better sensibility to recover the

road group of polar organic compounds, enlarging further the
BSE applicability. Since most of the polar compounds are thermo-
abile or non-volatile, liquid desorption (LD) and high performance
iquid chromatography (HPLC) analysis are preferable, avoiding the
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transform infrared spectroscopy (FTIR) was performed in a Nicolet
66 F.C.M. Portugal et al. /

ndesirable derivatization step required when thermal desorption
nd gas chromatography are used. In recent years, solid adsor-
ent materials have been gaining great importance in applications
elated with the environmental protection [21]. Polyurethane (PU)
oams are polymers with a wide variety of applications [22–24],
hich have been described to have a high capacity to retain organic

apors in their open cell structure [21,25,26]. These polymers are
roduced by the reaction of polyisocyanate with polyols and water

n the presence of a specific catalyst [22,27]. Through this reac-
ional synthesis, a very versatile material is obtained, whose degree
f rigidity depends on the desired application [22], making of this
ype of material a very attractive polymeric phase for SBSE, as it has
een demonstrated recently by our group [28].

Among the class of compounds for which SBSE(PDMS) has
howed weak affinity, are some triazinic herbicides, in particu-
ar atrazine and simazine [29,30], widely used in agriculture and
requently detected in surface and ground waters [31]. Due to
heir high toxicity, endocrine disrupting effect, persistence, water
olubility, low log KO/W and widespread application [32,33], state-
f-the art analytical methodologies proposed for the determination
f triazines in water samples involve an enrichment step, i.e.
iquid–liquid extraction, solid phase extraction and solid phase

icroextraction prior to analysis by chromatographic or hyphen-
ted techniques [14,29–33,34]. However, to our knowledge, SBSE
as never been proposed exclusively for this particular class of her-
icides, which can represent a great analytical alternative to analyze
riazines in water matrices. In the present contribution, we describe
n detail the synthesis, optimization, characterization and applica-
ion of PU foams as new and valuable generation polymeric phases
or SBSE. Among the tested formulations, one showed remarkable
tability and excellent mechanical and chemical resistance. This
ormulation was tested in the SBSE of seven triazinic herbicides
simazine, atrazine, prometon, ametryn, propazine, prometryn and
erbutryn) in water matrices, chosen according to their log KO/W
2.40 < log KO/W < 3.77), in order to include examples of compounds
o which PDMS has a reasonable affinity (e.g. prometryn and ter-
utryn) and simultaneously others to which it has low affinity
e.g. simazine and atrazine). The performance of the proposed

ethodology was evaluated in terms of limits of detection and
uantification, linearity and precision for which systematic studies
ere carried out in order to foresee the best experimental param-

ters that could affect the overall efficiency. The application of the
ptimized methodology to analyze triazines in water matrices and
he comparison between SBSE(PU) and SBSE(PDMS) performance
ere also addressed.

. Experimental

.1. Chemicals, materials and samples

A certified standard mixture of seven triazinic herbicides
simazine, atrazine, prometon, ametryn, propazine, prometryn and
erbutryn) with 100 mg/L each was supplied from Sigma–Aldrich.
he chemical structures of the triazines under study are depicted
n Fig. 1. HPLC-grade methanol (MeOH) and acetonitrile (ACN)

ere obtained from Sigma–Aldrich. Ammonium acetate (99%, Lot:
259A) and acetic acid (99.8%, Lot: 90740) were supplied from
iedel-de Haën. Sodium chloride (NaCl, 99.9%) was supplied by
nalaR (BDH Chemicals, Poole, England). Ultra-pure water was
btained from Milli-Q water purification systems (Millipore, Bed-

ord, MA, USA). For the synthesis of the polymeric phases, a tin
atalyst was used, silicone oil (Dow Corning, Midland, MI) was the
oam stabilizer, methylene bisphenyl diisocyanate (MDI, Lupanat,
ASF, Lemförde, Germany) was used as the isocyanate monomer
nd ultra-pure water as the expander. The polyols were ethylenedi-

6
o
a
Z
2
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mine tetrakis (ethoxylate-block-propoxylate) tetrol (EDA-PO-EO),
lycerol propoxylate (PPG), trimethylolpropane ethoxylate (TMPE)
nd glycerol (99.8%), all supplied from Sigma–Aldrich. Conventional
eflon bars (15 mm×4.5 mm) and commercial stir bars coated
ith 126 �L of PDMS (Twister; Gerstel, Müllheim a/d Ruhr, Ger-
any) were used for the SBSE assays. A stock standard solution

f the analytes (5 mg/L) was prepared by dilution of 75 �L of
he standard mixture to 1.5 mL MeOH. The working and calibra-
ion solutions were prepared by dilution of the stock solution
ith MeOH at the desired concentration and stored refrigerated

t −20 ◦C. The 0.1% ammonium acetate buffer (pH 6) used as
obile phase was prepared by dissolution of 7.71 g of ammonium

cetate (Riedel-de Haën) in 1 L of ultra-pure water and addition
f 0.32 mL of acetic acid (Riedel-de Haën). Superficial and ground
ater samples were collected in a dam (Castelo de Bode, Portugal)

nd in a well near of an orchard area (Tomar, Portugal), respec-
ively.

.2. PU synthesis, preparation and characterization

The polyurethane (PU) foams were prepared combining one or
ore poyols from the available ones with MDI, water, silicone oil

nd a catalyst, in different amounts, yielding different formulations.
or simplicity, we only present the seven best formulations, which
rovided the best recovery yields for simazine (Table 1). The water
nd isocyanate quantities varied accordingly in order to maintain
he NCO index (i.e. the number of NCO groups per OH group in the
eaction mixture) [26] in 105% for each formulation, thus allowing
n excess of isocyanate, assuring that the reaction is complete. The
pecific quantities of polyols, ultra-pure water, foam stabilizer and
atalyst were added to a polyethylene flask and mixed vigorously
or 1 min using a mechanical stirrer (Heidolph Elektro KG, Kelheim,
ermany), followed by the addition of the isocyanate and stirring

or about 15 s. The resulting mixture was left undisturbed for 1 min,
llowing the formation and growth of the foam, and then kept in
n oven at 60±1 ◦C for 24 h. The resulting polymer was cut into
omogeneous and symetrical polymeric cilinders (13 mm in length
nd 0.2 mm film thickness) that were pre-conditioned by a clean-
p step before use, consisting in an ultrasonic treatment (Branson
510) with ACN and MeOH for 20 min (2×), after which they were
ried in an oven. The PU cilinders were weighed (Mettler Toledo
G135, Switzerland) and used to coat the conventional teflon bars
sed for the SBSE assays.

For determination of the density of the PUs, an automatic
icnometer (Micromeritics AccuPyc 1330) was used. For the cal-

bration of the picnometer, a steel sphere with known volume
as applied. The various PUs were weighted and introduced in

he picnometer. Since the picnometer determines the volume of
he sample, by introducing the weight we can therefore, deter-

ine the density. The procedure for determination of the density
ncluded ten purges and ten assays, at a pressure of 10 psi. In
able 1, we present the density of the studied formulations as
ell as the volume corresponding to a bar with the dimensions

13 mm×0.2 mm) previously described for the PUs. For the mor-
hological characterization of the synthesized PU foams, scanning
lectron microscopy (SEM) micrographs were obtained using a JEOL
SM-5200LV, operated at 15 kV, with a metalizer JEOL JFC-1200.
or the characterization of the chemical bonds involved, Fourier
700 FT-IR spectrometer (Thermo Electron Corporation), at a res-
lution of 4 cm−1, with the collection of 256 scans [27], using the
ttenuated total reflectance (ATR) technique with a multibounce
nSe crystal (Smart Multibounce HATR Combo Kit Nexus 0028-
99).
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Fig. 1. Chemical structures of the seven

.3. SBSE-LD assays

In a typical assay, 25 mL of ultra-pure water spiked at a
oncentration level of 10 �g/L were introduced in a glass vial
Macherey-Nagel, Düren, Germany), where a teflon stir bar coated
ith PU was immersed and closed with a seal using a hand crimper.

he assays were performed in a fifteen-agitation point plate (Var-
omag Multipoint, Germany) at room temperature (25 ◦C). For the
ptimization procedure, parameters such as extraction time (0.5, 1,
, 4, 6 and 16 h), agitation speed (750, 1000 and 1250 rpm), ionic
trength (5, 10 and 15% of NaCl) and organic modification (5, 10
nd 15% of MeOH) were studied in triplicate. For LD assays, the
tir bars were removed with clean tweezers, squeezed to remove
esidues of water, placed in a sealed 10 mL glass vial filled with
mL of organic solvent, ensuring their total immersion, and sub-

ected to ultrasonic treatment for 20 min at constant temperature
25 ◦C). In order to optimize the LD conditions, triplicate assays
ere performed to test back extraction solvents (MeOH, ACN and

n equimolar mixture of both) and time (20, 40 and 60 min). The
ccurrence of carry-over was tested by performing a consecutive
econd back extraction of 20 min with ultrasonic treatment. After
he LD, the stir bars were removed and the stripping solvent was
vaporated to dryness (Minivap 6MV EA, Sigma–Aldrich) under a
entle stream of purified nitrogen (>99.5%). The dried residues were

edissolved in 100 �L MeOH and transferred to a 2 mL glass vial
VWR International), which was sealed using a hand crimper and
laced in the automatic sampler tray for HPLC-DAD analysis. To
nsure that the losses occurred during the evaporation to dryness
ere minimum, triplicate assays were performed by spiking 5 mL

e
t
a
f
[

able 1
ormulations of the seven PU foams developed, average density, volume and recovery yie

P1 P2 P3 P

ormulation 10.00 g PPG 10.00 g PPG 10.00 g PPG 5
3.40 g MDI 0.50 g glycerol 0.50 g glycerol 5

5.70 g MDI 4.60 g MDI 3

verage density (g/mL) 1.1788 1.2151 1.1729 1.
verage volume (�L) 63 100 140 9
ecovery for simazine (%) 17.3±4.3 19.5±5.5 20.2±8.3 1
ic herbicides used in the present study.

eOH at three concentration levels (5, 10 and 20 �g/L), evaporating
hem to dryness under a gentle stream of nitrogen and redissolving
n 100 �L of MeOH. The signal obtained for the standards used to
pike the MeOH and for the samples obtained after redissolution
ere compared. Blank assays were also performed using the same
rocedure as described above, with ultra-pure water samples with-
ut spiking. For data comparison, the optimized methodology was
erformed with commercial stir bars coated with 126 �L of PDMS.
he optimized methodology was applied in triplicate to real matri-
es, previously filtered and spiked at the desired concentration and
lank assays were performed for each sample using the same pro-
edure as described before. The standard addition methodology
SAM) was used, consisting in the addition to the matrix of known
mounts of the compounds under study prior to analysis using the
roposed methodology. The data obtained was used to define a
alibration plot. Therefore, 25 mL of real samples with concentra-
ions between 0.8 and 16.7 �g/L of triazinic herbicides and blank
ssays (zero-point) were analyzed in triplicate using the optimized
BSE(PU)-LD-HPLC-DAD methodology.

.4. HPLC-DAD analysis

HPLC analysis were carried out on an Agilent 1100 Series LC chro-
atographic system (Agilent Technologies, Waldbronn, Germany)
quipped with the following devices: vacuum degasser, qua-
ernary pump, autosampler, thermostated column compartment
nd a diode array detector (DAD). Data acquisition was per-
ormed with the software LC3D ChemStation (version Ver.A.08.03
847]; Agilent Technologies). A Tracer Excel 120 octadecilsilica-

lds obtained for simazine under standard conditions

4 P5 P6 P7

.00 g PPG 10.00 g EDA-PO-EO 5.00 g PPG 7.00 g PPG

.00 g EDA-PO-EO 3.93 g MDI 5.00 g TMPE 0.50 g glycerol

.66 g MDI 4.90 g MDI 1.00 g EDA-PO-EO
1.50 g TMPE
6.15 g MDI

0756 1.1691 1.2014 1.2015
9 88 71 89
6.6±5.4 16.6±3.7 23.2±2.7 18.7±5.2
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Fig. 2. SEM micrographs of P6 formulation w

, 150 mm×4.0 mm column, with 5 �m particle size from
eknokroma (Spain) was used. The injection volume was 20 �L
ith a draw speed of 200 �L/min. The analysis were performed

t 25 ◦C in isocratic conditions with a flow of 1 mL/min, using
mobile phase consisting of a mixture of 42% of ACN and 58%

f 0.1% ammonium acetate buffer (pH 6). UV spectra of the ana-
ytes were recorded from 220 to 300 nm using a fixed wavelength
t 226 nm. For identification purposes, the samples were spiked
ith pure standards. The identification was based on the retention
arameters and UV–vis spectra information obtained from pure
tandards, while for quantification purposes calibration plots using
he external standard methodology were performed. For recovery
alculations, peak areas obtained for each assay were compared
ith those obtained from the standard controls used for spiking

he samples. The quantification on real matrices was performed by
he SAM.

. Results and discussion

.1. Synthesis and characterization of the PUs

In this work, we intended to optimize new PU foams and test
heir ability as polymeric phases for SBSE. Thus, we synthesized and
ested seven formulations in the extraction of simazine, the most
olar triazine (log KO/W = 2.40) of the model compounds selected.

able 1 summarizes the different tested PU formulations (P1–P7),
heir average volumes and densities, as well as the simazine recov-
ry yields achieved under standard experimental conditions (SBSE:
0 min (750 rpm); LD: 5 mL MeOH, 20 min with ultrasonic treat-
ent). The highest average recovery observed was obtained for

b
t
t
d

Fig. 3. FTIR spectra of P6 formulation obtained with
ferent enhancements; 75× (a) and 150× (b).

6 (23.2±2.7%), whose formulation includes the polyols PPG and
MPE, with an average density of 1.2014 g/mL. This polymer also
howed the best mechanical and chemical resistance, which are
mportant features for the SBSE analytical process, as well as for
egeneration purposes, which makes P6 the best formulation for
urther assays. The volumes of the tested formulations ranged
etween 63 �L (P1) and 140 �L (P3), thus showing that the volumes
f the polymeric formulations present the same order of magni-
ude of those available in the commercial stir bars coated with
DMS (24–126 �L). The average density of the several formulations
tudied, as well as the corresponding volumes of the polymeric
ars, allowed us to conclude that the recovery yields for simazine
hould not be related with the polymer’s volume, since the best
verage recovery yield was achieved for P6, which presents the sec-
nd lowest volume (71 �L). This variation should be related to the
pecific morphology of each polymer and possibly with the differ-
nt affinities of the analytes with the functional groups present on
he specific formulation. This question is under study and will be
ddressed soon. Fig. 2 shows SEM micrographs, where it can be
bserved, in a qualitative way, some surface characteristics such
s the cell shape, size, and homogeneity for P6 formulation. In
oth micrographs (Fig. 2a and b), it can be observed that P6 is a
ery homogeneous material, with both open and closed cells, with
pherical shape and slightly wrinkled, and an average cell size of
19±8 �m.
Subsequently, to better understand the nature of the chemical
onds formed on P6, FTIR analysis was performed using the ATR
echnique, as depicted in Fig. 3. ATR is a technique that allows
he investigation of the surface-near area of the substances, by
irect contact with a crystal, through which the infrared beam

ATR, at a resolution of 4 cm−1 and 264 scans.
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Fig. 4. Chromatograms obtained for the mixture of triazinic herbicides by HPLC-
DAD (a) and after analysis by SBSE(P6)-LD-HPLC-DAD in ground (b) and superficial
(c) waters (10 �g/L), under optimized experimental conditions; (1-simazine, 2-
atrazine, 3-prometon, 4-ametryn, 5-propazine, 6-prometryn and 7-terbutryn).
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Fig. 5. Effect of back-extraction solvent (a) and time (b), extraction time (c), agitation spe
by SBSE(P6)-LD.
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asses, penetrating into the PU sample and being totally reflected
27,35]. According to Zhang et al. [36], the bands at 1533 and
510 cm−1 (N H bend) and 1220 cm−1 (C N stretching), indicate
he occurrence of amides type II and III, respectively, confirming
he formation of PU foams. Comparing the obtained spectra with

DI spectral data in the Spectral Database for Organic Compounds
SDBS) [37], we can observe in the latter the disappearance of the
ingle band at 2282 cm−1, related to the N C O group in MDI,
hile the single band at 1641 cm−1 (related to the C O stretch-

ng in N C O group of MDI), moved to 1721 and 1723 cm−1, which
s related to the formation of amide bonds in PU foams. These bands
re broad, consisting on overlapping peaks, due to the existence of
arious carbonyl groups in the polymeric matrix, since the polyols
nd the MDI used were constituted by monomer mixtures. In the
pectra, it can also be observed bands at 2870 cm−1, correspond-

−1
ng to C H stretching of CH2 groups, and at 1596 cm from C C
tretching in aromatic rings of MDI. Therefore, from the FTIR-ATR
ata of P6 formulation we can confirm the occurrence of polar sites
onstituted by chemical groups that commonly occur in PU foams.

ed (d), ionic strength (e) and matrix polarity (f) during the optimization evaluation
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Table 2
Estimated log KO/W, LODs, LOQs, linear dynamic range, correlation coefficients, precision (R.S.D.) and average recoveries obtained for the seven triazinic herbicides by
SBSE(P6)-LD-HPLC-DAD, under optimized experimental conditions

Triazinic herbicide log KO/W
a LOD (�g/L)b LOQ (�g/L)c Linear range (�g/L) r2 R.S.D.d (%, n = 6) Average recoveryd (%)

Simazine 2.40 0.5 1.5 2.5–16.1 0.9993 4.3 20.4 ± 6.1
Atrazine 2.82 0.5 1.7 1.7–16.3 0.9979 4.3 30.2 ± 3.6
Prometon 3.57 0.1 0.5 1.7–16.3 0.9949 5.6 29.7 ± 4.8
Ametryn 3.32 0.2 0.5 0.9–16.4 0.9993 4.4 36.0 ± 7.7
Propazine 3.24 0.3 0.9 0.9–16.2 0.9995 5.4 34.7 ± 5.7
Prometryn 3.73 0.3 1.0 1.7–16.2 0.9956 6.7 62.0 ± 1.8
Terbutryn 3.77 0.5 1.7 2.6–16.7 0.9988 4.6 58.0 ± 4.8

a According to Ref. [38].
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b S/N = 3.
c S/N = 10.
d Assays at 10 �g/L level.

.2. SBSE(P6)-LD-HPLC-DAD assays

.2.1. HPLC-DAD operating conditions
Before evaluating the performance of the SBSE methodol-

gy using the P6 formulation, the instrumental conditions were
ssessed, including the HPLC retention parameters and the DAD
esponse (220–300 nm) for the detection of the triazinic com-
ounds under study. According to the UV–vis spectral data, 226 nm
as the wavelength that provided the maximum response for

he seven herbicides. Subsequently, the mobile phase was also
ptimized in order to achieve the best separation under isocratic
onditions, using 42% of ACN and 58% of 0.1% ammonium acetate
uffer aqueous solution (pH 6), allowing reasonable resolution in
suitable analytical time (<20 min), as depicted in Fig. 4(a). The

nstrumental calibration was performed with working standard
olutions having concentrations ranging from 0.1 to 4.0 mg/L, where
xcellent linear response was observed for the seven triazinic herbi-
ides under study, with correlation coefficients higher than 0.9979.
he instrumental precision was evaluated by six repeatability injec-
ions of a standard solution (2.5 �g/L), resulting in relative standard
eviations (R.S.D.) ranging from 0.9% (prometon) to 3.6% (atrazine).
he instrumental sensitivity was also checked through the limits
f detection (LOD) and quantification (LOQ) obtained by injecting
ix times the most diluted standard and calculated with signal-
o-noise ratio (S/N) of 3/1 and 10/1 for each herbicide, respectively.
ODs and LOQs ranged from 15.9 to 52.5 �g/L and 53.0 to 175.0 �g/L,
espectively, and no carry-over was noticed.

.2.2. Optimization of the SBSE(P6)-LD efficiency
According to literature [1,5], several experimental parameters

re known to affect the SBSE-LD efficiency, such as extraction time,
gitation speed, matrix characteristics (polarity and ionic strength),
nd back extraction conditions. These parameters were optimized
y performing systematic assays using the P6 formulation. Start-
ng with the LD studies, the solvent type and desorption time are
mportant parameters concerning the back extraction of the com-
ounds from the polymeric phase. The solvent must have enough
apacity to ensure the best recovery of the triazinic herbicides from
he PUs, which can be accelerated by ultrasonic treatment. Dur-
ng these assays, we tested MeOH, ACN and an equimolar mixture
f both solvents. Fig. 5(a) shows that the equimolar mixture of
eOH and ACN decreases the recovery yields, while the differences

bserved with MeOH and ACN alone can be considered negligi-
le. Since four triazinic herbicides (simazine, atrazine, prometryn

nd terbutryn) present maximum yields with MeOH, we chose this
olvent for the back extraction process. After assessing the desorp-
ion solvent, the time of desorption was tested, by comparing 20,
0 and 60 min under ultrasonic treatment with 5 mL of MeOH. As
hown in Fig. 5(b), the best time is not the same for all compounds,

a
e
t
n
y

ut since the differences between the tested times can be consid-
red negligible and, 20 min was the best for three of them, this was
he desorption time used for the further studies. The occurrence
f carry-over was also assessed, by performing consecutive sec-
nd back extraction assays after desorption with 5 mL of MeOH for
0 min, under ultrasonic treatment, and no evidence for this phe-
omenon was observed. It must be emphasized that the PU foams
eveloped in the present study, in particular the P6 formulation, are
egenerable, which makes them suitable phases for dozens of SBSE
nalysis, by just making a clean-up step between runs, using the
rocedure described in Section 2. After LD, takes place an evapora-
ion step to eliminate the solvent to dryness, under a gentle stream
f purified nitrogen followed by redissolution of the dried residues
n MeOH. Since this step can lead to some losses of analytes, we
lso evaluated the performance of this procedure by spiking 5 mL
f MeOH at three concentration levels (5, 10 and 20 �g/L), where
nsignificant losses were observed. After establishing the best LD
onditions, we proceeded to the optimization of the SBSE(P6) by
erforming assays during 0.5, 1, 2, 4, 6 and 16 h at room tempera-
ure. Fig. 5(c) shows the extraction profile obtained for all the seven
erbicides under study. For prometryn and terbutryn the optimum
xtraction time was achieved at 4 h, whereas for prometon was
h, and 16 h for the remaining herbicides. Since 16 h is an excessive
eriod for any analytical process, and taking into consideration that
here are negligible variations among the recoveries observed, we
elected 6 h for the subsequent experiments. The agitation speed
nfluences the SBSE efficiency as well, since it controls the mass
ransfer of the analytes from the aqueous media towards the poly-

eric phase during the equilibrium process and thus, we tested
hree stirring speeds (750, 1000 and 1250 rpm) using a period of
h. Although the differences were negligible (Fig. 5d), in general

t can be observed that the higher the agitation speed, the higher
re the recovery yields achieved, with the exception of prometon.
onsequently, 1250 rpm was chosen as the agitation speed for the
ubsequent assays. The characteristics of the aqueous matrix play
very important role in the SBSE efficiency. For compounds that
ave lower log KO/W, the ionic strength is very important, usually
ontrolled by the addition of NaCl to the matrix. This procedure can
romote the “salting out” effect, by increasing the recovery yields
f the more hydrophilic compounds. Fig. 5(e) shows the effect of
he NaCl content (5, 10 and 15%), where all the compounds present
igher recoveries in the absence of salt. This phenomenon can be
xplained through the occupation of the superficial area of the poly-
eric phase with the salt ions, which diminishes the superficial
rea available to interact with the herbicides. A substantial loss of
fficiency can also occur by the adsorption of the analytes onto
he glass of the sampling flask “wall-effect”, which can play a very
egative role leading to analyte loss and decreasing the recovery
ields [30]. In order to reduce possible adsorption effects, several
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Fig. 7. Comparison of the average recovery normalized to the polymeric volume
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ig. 6. Theoretical line and experimental recovery data against log KO/W for the seven
riazinic herbicides by SBSE(P6)-LD-HPLC-DAD, under optimized experimental con-
itions; (1-simazine, 2-atrazine, 3-prometon, 4-ametryn, 5-propazine, 6-prometryn
nd 7-terbutryn).

ssays were performed through the addition of MeOH (5, 10 and
5%). Although the results exhibit only slight variations (Fig. 5f),
aximum recovery yields were obtained for matrices with 5%
eOH, with the exception of simazine, atrazine and terbutryn, for
hich better efficiency was obtained in the absence of this organic
odifier. In general, this phenomenon can promote a higher solu-

ility of the more hydrophobic compounds in the aqueous medium,
ecoming less polar and therefore, reducing their affinity towards
he polymeric phase, hence diminishing the recovery yields [8]. In
hort, the absence of NaCl and the addition of 5% MeOH seem to be
he best matrix characteristics to increase the overall SBSE(P6) effi-
iency for the herbicides under study. The pH of the matrix was also
ested by performing assays with pH values of 3, 7 and 10, where
egligible differences were observed and therefore, did not show
ny influence during the assays performed, demonstrating not to
e a critical parameter during the recovery studies of the seven
riazines by SBSE(P6)-LD.

.3. Validation of the SBSE(P6)-LD-HPLC-DAD methodology

After establishing the best experimental conditions to imple-
ent the SBSE(P6)-LD-HPLC-DAD methodology, we proceeded

o the corresponding analytical validation. In a first approach,
ssays performed in water samples spiked at 10 �g/L level, under
ptimized experimental conditions (SBSE(P6): 6 h (1250 rpm), 5%
eOH as organic modifier; LD: MeOH (20 min)), showed that the

roposed methodology presents good performance, with average
ecovery yields between 20.4±6.1% (simazine) and 62.0±1.8%
prometryn). According to SBSE theory [1], the distribution coef-
cients of the analytes between the aqueous matrix and PDMS
re correlated with the corresponding octanol–water partitioning
oefficients (KPDMS/W≈KO/W). Thus, if we apply to the PU phase
he same principles, i.e. KPU/W≈KO/W, we can establish the cor-
esponding equilibrium theoretical line (% recovery vs log KO/W).
onsidering 25 mL of water sample (VW) and a stir bar coated with
1 �L of P6 (VPU), a phase ratio (ˇ = VW/VPU) value of 352 is estab-
ished (while the commercial stir bars coated with 126 �L of PDMS
ave a ˇ value of 198). On the other hand, the log KO/W for each tri-
zinic herbicide can be estimated according to a fragment constant
stimation methodology (Table 2) [38]. Fig. 6 depicts the equilib-
ium theoretical line and the experimental recovery data obtained
sing the optimized methodology for the seven triazines plotted

gainst their correspondent log KO/W, with their precision values
eing also denoted by means of error bars for each compound. By
omparing these data, it can be observed that the average recov-
ry yields for each compound do not fit the theoretical line, which
eans that KPU/W is slightly lower than KO/W. Nevertheless, it must

l
p
P
a
y

nvolved, obtained for the seven herbicides at 10 �g/L, using SBSE(PDMS, 126 �L)
nd SBSE(P6, 71 �L) followed by LD-HPLC-DAD, under optimized experimental con-
itions.

e emphasized that the values of log KO/W estimated do not take
nto consideration the specific interactions between the analytes
nd the polymeric phase during the sorption equilibrium process.
herefore, if this affinity is weak, KPU/W is only roughly similar to
O/W. Moreover, the polymeric phase used at this stage is not PDMS,
hich means that, although we are applying the same theoreti-

al principles as those proposed for SBSE [1], PUs may not obey
hem entirely, which can also explain the deviations observed. Even
o, calibration can still be performed, according to literature [1].
he linear dynamic range of the global methodology (SBSE(P6)-
D-HPLC-DAD) was evaluated using nine calibration standards on
5 mL of spiked water samples having the seven triazinic herbi-
ides with concentrations ranging from 0.9 to 16.7 �g/L. The data
btained (Table 2) showed excellent linearity (r2 > 0.9949). The pre-
ision was evaluated through repeatability assays calculated as
.S.D. on six replicates, which gave rise to values between 4.3%
simazine and atrazine) and 6.7% (prometryn). The sensitivity of
he optimized methodology was defined by the LODs and LOQs,

easured at a S/N ratio of 3/1 and 10/1, respectively. The values
chieved ranged from 0.1 to 0.5 �g/L for the LODs and from 0.5 to
.7 �g/L for the LOQs. Table 2 summarizes the estimated log KO/W,
ODs, LOQs, linear dynamic range, precision (R.S.D.) and average
ecoveries obtained for all herbicides in water samples by SBSE(P6)-
D-HPLC-DAD, under optimized experimental conditions. In order
o prove that the PU phase proposed exhibits better ability to
ecover the triazinic compounds, SBSE assays were performed with
he P6 formulation (71 �L) and the commercial stir bars coated
ith PDMS (126 �L), under the optimized experimental condi-

ions. Fig. 7 shows the average recoveries obtained by SBSE(P6) and
BSE(PDMS) in both polymers normalized to the polymeric vol-
me involved, where better efficiencies are definitely obtained with
he former for all herbicides under study. For atrazine in particu-
ar, the average yields normalized to the polymeric volume are up
o 5 times higher in comparison with PDMS, while for the remain-
ng are between 2 and 4 times higher. These results allowed us to
onclude that these PUs, a new generation of polymeric phases for
BSE, definitely proved to have much more affinity for this particu-
ar type of polar compounds, for which PDMS did not show enough

erformance. The fact that P6 is a more reticulated polymer than
DMS, with more possibilities for analytes sorption and polar sites
s demonstrated before, is a possible explanation for the better
ields achieved for this particular class of compounds. Moreover,
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Table 3
Contamination (C0) and regression parameters obtained for the seven herbicides using the SAM on real matrices by SBSE(P6)-LD-HPLC-DAD, under optimized experimental
conditions

Triazinic herbicide Superficial water Ground water

Slope r2 C0 (�g/L) Slope r2 C0 (�g/L)

Simazine 6.0728 0.9957

<LOD

6.1843 0.9944
Atrazine 6.4601 0.9991 7.6484 0.9992
Prometon 6.0174 0.9891 6.8140 0.9995
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metryn 7.5663 0.9948
ropazine 8.8084 0.9899
rometryn 13.2751 0.9937
erbutryn 13.3474 0.9965

he volume of polymeric phase used (71 �L) is much lower than
he maximum amount of PDMS available in the commercial stir
ars (126 �L), which shows that even with less polymeric phase
e can achieve much higher sensibility for the herbicides under

tudy.

.4. Application to water matrices

Although the present methodology (SBSE(P6)-LD-HPLC-DAD)
emonstrates excellent performance to analyze the seven triazinic
ompounds in water matrices at trace level, there is lack of sensitiv-
ty in particular to be in compliance with international regulatory
irectives on water quality. The European Union directive on drink-

ng water quality (98/83/CE) establishes 0.10 �g/L as the maximum
oncentration level for individual pesticides and 0.50 �g/L for the
um of them, while in surface water these limits are about an
rder of magnitude higher, i.e. 1–3 �g/L [32]. On the other hand,
he United States Environmental Protection Agency considers the
oxicity of the pesticides, thus establishing different limits for each
ne [32]. Throughout the present work we have decided to test
he analytical ability of the proposed methodology in real matrices,
ncluding surface and ground water samples. The SAM is always the
referred approach for quantification, in particular when sample
atrices are too complex, accounting the occurrence of potential

nterferences and thus minimizing possible errors [39]. Table 3
ummarizes the data obtained from the SAM assays performed by
he present methodology for surface and ground waters spiked with
he seven triazines. From the data achieved, the regression parame-
ers showed convenient correlation coefficients (r2 > 0.9891) as well
s slopes presenting the same order of magnitude in both matri-
es, meaning that matrix effects are almost negligible by using the
resent methodology. Additionally, the particular water matrices
tudied showed the absence of contamination (C0 < LOD) of the
even herbicides studied. For surface waters, and according to lit-
rature [32], the obtained limits of detection can be considered
cceptable, since the sum of them is lower than 3 �g/L, but they
re not in compliance with the directive 98/83/CE for drinking
ater matrices. Therefore, altough the present methodology has
roven to be a suitable analytical tool to analyze triazinic herbicides
t trace level, the performance can be further improved by using
PLC coupled to mass spectrometry or tandem systems (HPLC-MS
r HPLC-MS/MS), to achieve much better analytical selectivity and
ensitivity, and lower the limits of detection. Fig. 4(b and c) exem-
lify chromatograms obtained after the application of the proposed
ethodology, showing a remarkable selectivity and enough sensi-

ivity to analyze triazinic herbicides in ground and superficial water
atrices.
. Conclusions

In this work, polyurethane foams were developed and character-
zed as new generation polymeric phases for SBSE and successfully

[

[
[
[

<LOD8.9667 0.9947
6.5973 0.9978

11.8200 0.9914
11.5069 0.9964

pplied to analyze triazinic herbicides in water samples. By per-
orming systematic assays with stir bars coated with 71 �L of the
6 formulation, using an amount of 5% of methanol as organic mod-
fier, an equilibrium time of 6 h (1250 rpm) and methanol as back
xtraction solvent under ultrasonic treatment (20 min), very good
nalytical data to analyze triazinic herbicides in water matrices
as obtained. Under optimized conditions, a remarkable precision,

inearity and limits of detection at trace level were achieved. The
pplication of the present method to analyze triazinic herbicides
n ground and superficial water matrices, allowed convenient per-
ormance and negligible matrix effects using the standard addition

ethodology. This work can be used as a starting point to develop
new method to monitor these herbicides. By comparing the best
olyurethane formulation (P6, 71 �L) with the commercial stir bars
oated with PDMS (126 �L), recoveries normalized to the polymeric
olume up to five times higher (atrazine) were attained. The abil-
ty of polyurethane foams to extract the more polar compounds
ather than PDMS, makes this polymer a very attractive new gener-
tion phase for SBSE. Furthermore, these polymeric phases are very
esistant and regenerable materials, suitable for several dozens of
nalysis.
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(2003) 91.
30] P. Serôdio, J.M.F. Nogueira, Anal. Chim. Acta 517 (2004) 21.

[

[

[

a 77 (2008) 765–773 773

31] L. Balduini, M. Matoga, E. Cavalli, E. Seilles, D. Riethmuller, M. Thomassin, Y.C.
Guillaume, J. Chromatogr. B 794 (2003) 389.

32] S.-D. Huang, H.-I. Huang, Y.-H. Sung, Talanta 64 (2004) 887.
33] H. Katsumata, S. Kaneco, T. Suzuki, K. Ohta, Anal. Chim. Acta 577 (2006)

214.
34] O. González-Barreiro, C. Rioboo, C. Herrero, A. Cid, Environ. Pollut. 144 (2006)

266.
35] K. Sahre, U. Schulze, T. Hoffmann, M.A. Elrehim, K.-J. Eichhorn, D. Pospiech, D.

Fischer, B. Voit, J. Appl. Polym. Sci. 101 (2006) 1374.
36] C. Zhang, Z. Ren, Z. Yin, H. Qian, D. Ma, Polym. Bull. 60 (2008) 97.

37] SDBSweb: http://riodb01.ibase.aist.go.jp/sdbs/ (Nacional Institute of Advanced

Industrial Science and Technology, SDBS Nr. 2289, date of access: november
6th 2007).

38] W.M. Meylan, SRC KOWWIN Software SRC-LOGKOW Version 1. 66, Syracuse
Research Corporation, USA, 2000.

39] M. Ribani, C. Bottoli, C.H. Collins, I. Jardim, L. Melo, Quim. Nova 27 (2004) 771.



M
d

N
D

a

A
R
A
A

K
R
T
C
S

1

b
I
t
a
s
t
t
t
T
B
m
O
B
m
[

u
M
c

0
d

Talanta 77 (2008) 733–736

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

icelle-mediated cloud point extraction and spectrophotometric
etermination of rhodamine B using Triton X-100

. Pourreza ∗, S. Rastegarzadeh, A. Larki
epartment of Chemistry, College of Science, Shahid Chamran University, Ahvaz, Iran

r t i c l e i n f o

rticle history:
eceived 2 July 2008
ccepted 9 July 2008
vailable online 25 July 2008

eywords:

a b s t r a c t

A new micelle-mediated cloud point extraction method is described for sensitive and selective determi-
nation of trace amounts of rhodamine B by spectrophotometry. The method is based on the cloud point
extraction of rhodamine B from aqueous solution using Triton X-100 in acidic media. The extracted sur-
factant rich phase is diluted with water and its absorbance is measured at 563 nm by a spectophotometer.
The effects of different operating parameters such as concentration of surfactant and salt, temperature
hodamine B
riton X-100
loud point extraction
pectrophotometry

and pH on the cloud point extraction of rhodamine B were studied in details and a set of optimum condi-
tions were obtained. Under optimum conditions a linear calibration graph in the range of 5–550 ng mL−1

of rhodamine B in the initial solution with r = 0.9991 (n = 15) was obtained. Detection limit based on three
times the standard deviation of the blank (3Sb) was 1.3 ng mL−1 (n = 10) and the relative standard deviation
(R.S.D.) for 50 and 350 ng mL−1 of rhodamine B was 2.40 and 0.87% (n = 10), respectively. The method was
applied for the determination of rhodamine B in soft pastel, hand washing liquid soap, matches tip and

les.
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. Introduction

Rhodamine B with the chemical structure shown in Fig. 1,
elongs to the class of xanthene dyes, which is highly water-soluble.

t is among the oldest and most commonly used synthetic dyes. Ini-
ially, it was used as a colorant in textiles and foodstuffs, and is also
well-known water tracer fluorescent. Rhodamine B is harmful if

wallowed by human beings and animals, and causes irritation to
he skin, eyes and respiratory tract. The carcinogenicity, reproduc-
ive and developmental toxicity, neurotoxicity and chronic toxicity
owards humans and animals have been experimentally proven [1].
hus, due to the hazardous nature and harmful effects of rhodamine
, it was considered worthwhile to make efforts to develop a simple
ethod for the determination of rhodamine B in different samples.
nly few methods are available for the determination of rhodamine
[2–6]. These methods are based on electrokinetic capillary chro-
atography [5] and high-pressure liquid chromatography (HPLC)

2–4].

In the last decade, there has been an increasing interest on the

se of aqueous micellar solution in the field of separation science.
icellar-mediated cloud point technique is often used as a precon-

entration method prior to instrumental analysis, e.g. HPLC. This

∗ Corresponding author. Tel.: +98 611 3331042; fax: +98 611 3337009.
E-mail address: npourreza@yahoo.com (N. Pourreza).
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echnique can be also used to recover various organic pollutants and
etal cations [7,8], the latter after complexation with hydrophilic

eagents [9].
At certain temperature, aqueous solution of a non-ionic surfac-

ant separates into two phases. The first one is a surfactant-rich
hase containing a high concentration of surfactant, which has
mall volume compared to the solution and the second one is the
queous phase containing a low concentration of surfactant. This
emperature is known as cloud point temperature (CPT) of the sur-
actant [10]. The solute molecule present in aqueous solution of
on-ionic surfactant is distributed between the two phases above
he cloud point temperature [11]. This phenomenon is known as
loud point extraction (CPE).

In the present paper, a simple and sensitive cloud point extrac-
ion procedure has been developed for the spectrophotometric
etermination of rhodamine B using Triton X-100 as non-ionic sur-

actant. The effect of temperature, concentrations of surfactant and
alt on the extraction of dye has been studied.

. Experimental
.1. Instrumentation

A GBC Cintra 101, UV–Visible spectrophotometer was used for
ecording absorption spectra and absorbance measurements using
cm glass cells. A Metrohm digital pH-meter model 632 with a
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Fig. 1. Chemical structure of rhodamine B.

ombined glass electrode was used for pH adjustments. A Colora
hermostat bath maintained at the desired temperature was used
or the cloud point temperature experiments.

.2. Reagents

All chemicals used were of analytical grade and double distilled
ater was used throughout.

A solution of Triton X-100 (0.5 mol L−1) was prepared by dissolv-
ng 64.88 g of Triton X-100 (Aldrich) in water and diluting to 200 mL
n a volumetric flask.

A stock solution of 500 �g mL−1 of rhodamine B was prepared
y dissolving 0.05 g of the rhodamine B (Merck) in water and dilut-
ng to 100 mL in a volumetric flask. More diluted solutions were
repared daily using this stock solution.

A solution of hydrochloric acid (0.1 mol L−1) was prepared by
iluting 8.3 mL of HCl (Merck, d = 1.19 and 37%) in water and diluting
o 1000 mL in a volumetric flask.

A 1.0 mol L−1of sodium chloride was prepared by dissolving
.85 g of NaCl (Merck) in water and diluting to 100 mL in a volu-
etric flask.

.3. General procedure

In a 50 mL volumetric flask were added: an aliquot of the rho-
amine B solution, 3.5 mL of 0.5 mol L−1 of Triton X-100, 5 mL of
.0 mol L−1 of NaCl and 5 mL of 0.1 mol L−1 HCl. This solution was
hen diluted to the mark with water and transferred to a 50 mL tube
nd placed in a thermostat bath at 78 ◦C for 30 min. After the sepa-
ation of two phases, the turbid solution was placed in an ice bath
or the surfactant rich phase to become viscose. Then the dilute
hase was removed by decantation. The surfactant rich phase was
iluted with water in a 5 mL volumetric flask. The absorbance of
he solution was measured at 563 nm. A blank solution was also
un using water instead of rhodamine B.

.4. Preparation of samples

Appropriate amounts of soft pastel (Mongyu, Korea), hand
ashing liquid soap (Top Company, Iran), matches tips (Tabriz Com-
any, Iran) or textile dyes mixture (Textile Company, Iran) samples
ere dissolved in water, filtered if necessary and diluted to 50 mL

n a volumetric flask. An aliquot of the above solutions was treated
nder the general procedure for cloud point extraction and subse-
uent determination of rhodamin B.
. Results and discussion

The rhodamine dyes exist in solution as ionized specie, neutral
orm, lactone and/or molecular aggregates, depending on pH, sol-

o
i
t
o
t

77 (2008) 733–736

ent, temperature and concentration. Each form of rhodamine is
haracterized by typical absorption spectra, which is further influ-
nced by specific medium effect, i.e. ionic strength and presence of
dditives [12]. The absorption spectrum of rhodamine B in acidic
edia shows that maximum absorbance occurs at 563 nm and the

resence of surfactant does not have significant effect on its �max.
herefore, all the absorbance measurements were performed at this
avelength. As the extent of cloud point extraction is influenced

y the presence of additives, the surfactant concentration and the
H of the medium, these parameters were optimized in order to
chieve the highest sensitivity.

.1. Effect of hydrochloric acid concentration

The absorption band of rhodamine B at 563 nm was observed
n acidic media, an increase in the pH of the solution caused a
ecrease in intensity of this absorption band. At higher pH values,
he cationic form is converted to the neutral one and its absorbance
t 563 nm is decreased. Thus, the effect of different acids such as
itric, sulfuric and hydrochloric acid in the same concentration was

nvestigated. The results indicated that there is not much differ-
nce between them. Therefore, hydrochloric acid was chosen as
onvenient and the effect of its concentration was studied. Max-
mum absorbance was observed when acid concentration was in
he range of 0.008–0.014 mol L−1. Thus, an acid concentration of
.010 mol L−1 in the final solution was chosen as the optimum for
ubsequent experiments.

.2. Effect of Triton X-100 concentration

For successful cloud point extraction of dye, it is desirable
o use minimum amount of surfactant for maximum extraction
f dye. Therefore, the effect of the surfactant concentration was
nvestigated in order to ensure maximum extraction efficiency.
uantitative extraction was observed when the Triton X-100 con-
entration was above 0.030 mol L−1. The surfactant concentration
f 0.035 mol L−1 was chosen as optimum.

.3. Effect of electrolytes

It has been reported that the presence of electrolytes decreases
he cloud point temperature (salting-out effect), resulting in a

ore efficient extraction. The lower cloud point is attributed
o electrolytes promoting dehydration of the poly(oxyethylene)
hains. The salting-out phenomenon is directly related to
he desorption of ions from the hydrophilic parts of the

icelles, increasing inter-attraction between micelles and con-
equently leading to the precipitation of surfactant molecules
13].

In order to study the effect of the addition of electrolytes and
dditives on micellar solutions of rhodamine B, NaCl, KCl and
aCl2 solutions were tested. The results indicated that the pres-
nce of NaCl, KCl and CaCl2 provoked the clouding phenomena
nd decreased the cloud point temperature. In addition, the pres-
nce of electrolytes increased the phase separation and enhanced
he concentration of the solubilized dyes in coacervate phase. The
xtraction efficiency of the dye increased similarly in the presence
f NaCl, KCl and CaCl2. The results of this study are shown in Fig. 2.
s can be observed the results were more consistent in the presence

f NaCl. Therefore, it was chosen as the electrolyte for this study. An
ncrease in the concentration of NaCl up to 0.06 mol L−1 increased
he absorbance and above this value, no significant change was
bserved. Thus, a concentration of 0.10 mol L−1 was chosen for fur-
her work.
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Table 2
Determination of rhodamine B in different samples

Sample Rhodamine B
added (ng mL−1)

Rhodamine B
found a (ng mL−1)

Recovery (%)

Soft pastel 1b – 31.0 ± 0.5 –
50.0 78.0 ± 1.5 96.0

100.0 135.0 ± 1.6 103.0

Soft pastel 2c – 16.5 ± 0.4 –
20.0 37.0 ± 1.5 101.5
40.0 56.5 ± 1.5 100.0

Textile dyes mixtured – 23.5 ± 0.4 –
25.0 50.0 ± 1.5 103.0
50.0 76.0 ± 1.5 103.5

Hand washing liquid soape – 6.5 ± 0.2 –
10.0 16.0 ± 0.5 97.0
20.0 27.0 ± 0.9 102.0

Matches tipsf – 11.0 ± 0.5 –
10.0 21.0 ± 0.6 100.0
20.0 30.0 ± 0.9 97.0

a x ± ts/
√

n at 95% confidence (n = 3).
b Amount of rhodamine B was 97.0 �g g−1.
c Amount of rhodamine B was 51.0 �g g−1.
d Amount of rhodamine B was 112.5 mg g−1.
e Amount of Rhodamine B in hand washing liquid soap was 5.3 �g g−1.
f Amount of Rhodamine B in matches tips was 770.8 �g g−1.

F
B

4

ig. 2. The effect of different concentrations of NaCl, KCl and CaCl2 on the absorbance
f 100 ng mL−1 of rhodamine B after cloud point extraction.

.4. Effects of equilibration temperature and incubation time

Two important parameters in cloud point extraction are incu-
ation time and equilibration temperature. The effect of the
quilibration temperature (50–90 ◦C) on the cloud point extrac-
ion was also investigated. Although the solution turns cloudy at
oom temperature, it was found that better phase separation and
hus maximum extraction efficiency is obtained above 78 ◦C. So, an
quilibration temperature of 78 ◦C was used. The incubation time
as also studied. Maximum extraction efficiency was observed at
8 ◦C after 30 min. Accordingly, an incubation time of 30 min was
hosen for use in the next experiments.

.5. Analytical performance

A linear calibration graph in the range of 5–550 ng mL−1 of
hodamine B in the initial solution was obtained by apply-
ng the optimized conditions. The equation for the line was
= 1.7×10−3C + 0.0141 with regression coefficient (r) of 0.9991

n = 15) where A is the absorbance and C is the concentration of
hodamine B in ng mL−1. Detection limit based on three times the
tandard deviation of the blank (3Sb) was 1.3 ng mL−1 (n = 10) and
he relative standard deviation (R.S.D.) for 50 and 350 ng mL−1 of
hodamine B was 2.40 and 0.87% (n = 10). The preconcentration fac-
or defined as the ratio of the slopes of calibration curve before and
fter preconcentration was 8.5.

.6. Interference studies

The influence of some ions and dyes on the determination of
hodamine B was studied. Various amounts of other species were
dded to a solution containing 200 ng mL−1 of rhodamine B and
he recommended procedure was applied. An error of less than or

qual to ±5% in the absorbance reading was considered tolerable.
he results presented in Table 1 show the good selectivity of the
rocedure. Two similar dyes, amaranth and allura red were also
olerable up to 15 and 8 ratios, respectively.

able 1
he effect of species ions on the determination of 200 ng mL−1of rhodamine B

oreign ions Tolerance ratio (w/w)

i2+, Cu2+, Cd2+, Ca2+, Mg2+, and Zn2+ 1000
b2+, Co2+, Cr3+, NH4

+, Br− , Mn2+, K+, F− , NO3
− ,

Hg2+, HPO4
2− , CO3

2− , HCO3
− , I− , SO4

2− , and Fe3+
500

llura red 8
maranth 15

t
c
t
d
[
T
m
p
s

5

m
w

ig. 3. The absorption spectrum of (a) soft pastel (b) rhodamine B and (c) rhodamine
and soft pastel.

. Application to real samples

In order to test the reliability of the proposed methodology for
he assay of rhodamine B, it was applied to the determination of its
oncentrations in soft pastel, hand washing liquid soap, matches
ip and textile dyes mixture samples. Since an official or stan-
ard method does not exist for the determination of rhodamine B
6], the developed methodology was validated by recovery studies.
he results shown in Table 2 confirm the validity of the proposed
ethod. As also shown in Fig. 3, the UV–vis spectrum of the com-

onent present in soft pastel (a) corresponded very well with the
tandard spectrum of rhodamine B (b).

. Conclusion
Up to our knowledge, only few methods are available for deter-
ination of rhodamine B [2–6] and this method offers a simple
ay for the determination of rhodamine B in different samples.
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he detection limit of the method is lower than some of the previ-
usly reported methods [3–5] and does not require sophisticated
nstruments. The proposed cloud point extraction is an easy, safe
nd inexpensive methodology for the separation and determina-
ion of trace amounts of rhodamine B in aqueous solutions using
on-ionic surfactant Triton X-100. The analytical results obtained

ead to the conclusion that the method developed can be success-
ully adopted for the separation and determination of rhodamine B
ith high sensitivity and selectivity.
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ARC Centre of Excellence for Electromaterials Science, Intelligent Polymer Research Institute, University of Wollongong, Australia
National Centre for Plasma Science and Technology, School of Physical Sciences, Dublin City University, Ireland

r t i c l e i n f o

rticle history:
eceived 31 October 2007
eceived in revised form 19 March 2008
ccepted 4 April 2008
vailable online 12 April 2008

eywords:
iomimetic pump
ow-power microanalytical platform
olypyrrole actuators
ED detector
itrite determination

a b s t r a c t

In this paper we report the development and assessment of a biomimetic pump based on soft poly-
meric actuators, i.e. polyurethane tubes (950 �m internal diameter) with polypyrrole, which expands and
contracts during redox cycling and provides the driving force for liquid movement. This pump can be
integrated in the microfluidic channels, functioning in a similar manner similar to blood vessels. In prin-
ciple, these biomimetic pumps and low power detectors could be integrated into a fully functional and
totally integrated microanalytical platform. It was also low power (of the order of 100 mJ/�L to obtain a
flow rate of 0.08 �L/s), operating using voltages of up to ±1 V, and requiring currents of less than 100 mA.
The flow rates achieved are comparable to miniaturised commercial pumps, with the benefit of consid-
erably reduced power consumption (a conventional miniaturised peristaltic pump consumes ca. 3.6 J/�L
to obtain the same flow rates as the pump integrated in this system).

The microchip was constructed using polydimethylsiloxane (PDMS) and designed to provide the appro-
priate mixing of reagents in order to obtain optimum response from the sensors. The chip incorporated
an optical detection system constructed using miniaturised light emitting diodes (LED) for both the light

source and the detector. This low-cost and low-power detector was surprisingly sensitive due to its inte-
grating mode of operation, and exhibited very low limits of detection. In the present system, conventional
LEDs were employed as proof of concept. However, surface mount LEDs will be employed which will allow
for a much more compact and compatible format for use in microfluidic manifolds than conventional
LEDs.

The low-power biomimetic pump, and the low power detector system were assessed as components
to a

a
[
l
M
c
a

that could be integrated in

. Introduction

The emergence of the lab-on-a-chip concept, which envis-
ges microanalytical instruments capable of performing complex
ample processing and analysis procedures, is one of the most
xciting developments in analytical chemistry in recent years [1].
he development of these sensing platforms involves miniaturi-

ation strategies and has stimulated advances in nanotechnology.
he output of this research is a range of techniques for generat-
ng microfluidic channels and structures with staggeringly small
imensions using a wide range of materials [2,3].

∗ Corresponding author.
E-mail address: sonia.ramirez@dcu.ie (S. Ramı́rez-Garcı́a).
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futuristic integrated microanalytical platform.
© 2008 Published by Elsevier B.V.

Spatial and temporal monitoring of environmental quality using
utonomously deployed sensor networks is an attractive vision
4–6] but its realisation is severely inhibited by the lack of low-cost,
ow-maintenance, reliable chemical sensors and biosensors [7,8].

icrofluidic systems offer a route forward in that the sensing device
an be housed within a protective environment and only occasion-
lly exposed to the sample, which is drawn into the fluidic manifold
hrough a filter interface from the external environment. Between

easurements, the instrument can perform automated calibration
outines to detect and compensate for baseline drift and changes

n sensitivity. However, a key issue with microfluidic analytical
nstruments is how to control the fluid movement, as high power
emand pumps and valves are still employed in many systems [9].
onsequently, there is significant interest in alternative, low-power
pproaches to moving liquids through microfluidic manifolds. One
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trategy, which we report in this paper, is to employ electroactive
oft actuators, which can be regarded as biomimetic, in that as soft
ctuators, they mimic to some extent the behaviour of muscle. In
his particular case, we coated thin-walled polyurethane tubes with
olypyrrole, which expands and contracts during redox cycling.

The present paper reports the efforts made towards develop-
ent of essential components (pump and detector) of a futuristic

ntegrated microanalytical instrument. The work is still in a proof
f concept phase, and future efforts will focus on the total integra-
ion of these components in a fully functioning microfluidic chip.
owever, the results obtained were very encouraging.

The pump was based on polypyrrole (ppy) actuators [10]. Ppy
ased actuators for pumping applications have been previously
eported [10,11]. Ppy is a type of conducting polymer. Ppy can be
ynthesised electrochemically by oxidising the monomer. If the
lectrosynthesis is performed in the presence of large anions, the
nions become trapped in the structure of the polymer. When the
ackbone of the polymer is then reduced, there is an excess of
egative charges that are compensated by diffusion of hydrated
ations to the polymeric matrix. This leads to swelling of the
olymer that can be utilised to produce mechanical work. The oxi-
ation and reduction of the ppy can be achieved by applying 1 V
etween the working electrode (ppy) and a reference electrode.
ince very low currents flow through this system, the power con-
umption of this type of pumps can be as low as 8.7 mW [10]. In this
roject, the swelling of the polypyrrole was used to deform thin-
alled polyurethane tubes. This effect could be used to generate

iquid movement in microfluidic channels. Moreover, stand-alone
olypyrrole tubes were also constructed [12]. This will allow fur-
her miniaturisation of the pumps and their integration inside the
ctual channels of the microchip.

The chip was constructed using polydimethylsiloxane (PDMS).
his is a soft polymer that allows easy integration of different
omponents in the chip. The design of the chip is shown in Fig. 1A.
he detector was based on Light Emitting Diodes (LEDs). These
etectors have shown outstanding properties, from low-power
onsumption and long lifetime to extremely low detection limits
13]. Moreover, the availability of LEDs of a broad range of sizes
nd wavelengths, make them a very attractive type of detectors
or their implementation in microanalytical platforms for a broad
ange of analytes.
. Experimental

The electrosynthesis of polypyrrole (ppy) was performed in
ropylene carbonate (Sigma–Aldrich, HPLC grade) containing 1%

b
p
p
(
t

ig. 1. (A) Picture of the PDMS microchip with dimensions. (B) Photograph of the PDMS
he upper channel and the nitrites solution is pumped through the lower channel. The flo
ta 77 (2008) 463–467

f Milli-Q water. Pyrrole was purchased from Sigma–Aldrich and
acuum distilled previous to electropolymerisation or chemical
eposition. The solution used for electrosynthesis contained 0.06 M
yrrole and 0.05 M support electrolyte, tetrabutylammonium
exafluorophosphate (TBAPF6) (Sigma–Aldrich, electrochemical
rade) unless otherwise stated. Polypyrrole was electrosynthesised
ollowing a previously reported procedure [10,12].

A pump was constructed using electromechanical actuators
ased on Nafion-ppy, and two other methods for micropump con-
truction were also attempted with promising results. The pump
roduced consisted of two Nafion-ppy actuators in a tweezers con-
guration deforming a polydimethylsiloxane (PDMS) chamber. The
ctuators were constructed using Nafion-117 films obtained by
asting 150 mL of a 50 vol.% mixture of dimethylformamide (DMF),
urchased from Sigma and used as received, and a 5% Nafion-
17 solution of saturated alcohols, also obtained from Sigma, in
9 cm diameter circular-flat bottom mould. The polypyrrole was

hen deposited by chemical oxidation of pyrrole on the Nafion
lm using a procedure reported previously [14]. A Nafion-117 film
as pre-treated by first roughening it using sandpaper and it was

hen sonicated for 15 min in Milli-Q water. The Nafion-117 film
as then boiled in HCl 1 M for 30 min and in Milli-Q water for

nother 30 min to swell it. The polypyrrole was synthesised in
itu by chemical oxidation and polymerisation. The Nafion-117
lm was dipped in a 0.2 M pyrrole solution containing 0.005 M
aphthalene-1,5-disulfonic acid disodium salt (NDSA) and a solu-
ion of 0.2 M FeCl3 was then slowly added while constantly stirring
he solution. Once all the FeCl3 solution was added, the mixture
as allowed to react overnight. The actuator was then washed in
illi-Q water and stored in 2 M LiCl for 3 days before use. To con-

truct the pump, two actuators were placed on each side of a PDMS
hamber (1.5 cm long, 6–7 mm i.d. and 100 �m thick walls) and
he chamber was deformed by the actuators, producing fluid dis-
lacement. The direction of the flow was controlled using conical

nlet and outlet channels, following the nozzle-diffuser principle
15,16].

A second approach for pump construction that was attempted
nvolved the by deposition of ppy onto polyurethane tubes
NOVEON, inner diameter 950 �m and outer diameter 1050 �m)
putter-coated with platinum [10]. The ppy coated polyurethane
ubes were then wrapped in polyvinylidene fluoride mem-

ranes (PVDF membrane, 110 �m, 0.45 �m pore size, Milli-
ore) also sputter-coated with platinum and ppy electrode-
osited on one of their sides. Ppy was grown galvanostatically
0.1 mA/cm2 for 12 h at −20 ◦C), producing films of ∼30 �m
hickness.

chip demonstrating effective mixing. The Griess-Ilosvay reagent is pump through
w rate was 30.4 �L/min for both solutions.
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Finally, the third approach to pump construction involved the
lectrosynthesis of polypyrrole onto a 500 �m platinum wire with
25 �m platinum wire wrapped around it (to facilitate electrical
onnexion) at −20 ◦C during 6 h [12]. Ppy was also grown galvano-
tatically at 0.15 mA/cm2.

Polydimethylsiloxane (PDMS) was purchased from Dow Corning
nd used as received. The chips were made using a polymethyl-
etacrylate (PMMA) mould constructed using milling technology.

he Light Emitting Diode (LED) detector was constructed as pre-
iously described [13]. The optical device was fabricated using
wo identical (5 mm) LEDs (�max at 530 nm) (Knightbright, France).
ll solutions were prepared using deionised water from a Milli-Q
ystem (Millipore, Billerica, MA, USA). The standard nitrite solu-
ions were prepared daily from a concentrated stock solution
f 1 g/L of nitrite sodium salt (Sigma–Aldrich, 99.5%) previous
o analysis. The chromogenic reagent (Griess-Ilosvay) was pre-
ared by dissolving 2.5 g of sulfanilamide (Sigma–Aldrich, 99%),
.250 g of N-(1-naphtyl)ethylenediamine dihydrochloride (NED)
Sigma Aldrich, 98%) and 40 g of phosphoric acid (Sigma Aldrich,
9%) in 250 mL of Milli-Q water [17]. The solution was stored
t 4 ◦C.

. Results and discussion

The final aim of this project was to produce a fully integrated
icroanalytical system. To achieve this, a miniaturised pump and
miniaturised detector were developed. The first pump studied
as constructed using Nafion-polypyrrole actuators. The dimen-

ions of this pump were of the order of centimetres (the PDMS
ump chamber had 5 mm internal diameter and 2 cm length, and
he actuators were 4–5 mm wide and 0.8–1.2 cm long). Fig. 2 shows
n image of the prototype of this miniaturised pump. This pump
as capable of producing flow in mainly one direction with very

mall backflow. This was achieved by using conical inlets and out-
ets. The difference in diameter between the smallest and the
argest cross-section of the conical channels was more than two
rders of magnitude. This valveless strategy for flow control is
ased on the nozzle-diffuser principle, previously reported [15,16].
he actuators were stimulated by applying 3 V between the two
py layers coated on both sides of the Nafion film. A capacitor
as thus formed. The voltage applied between the two ppy elec-

rodes promoted migration of the hydrated cations trapped in the
afion (which is an ionic polymer) towards the cathode. During
igration, the cations also dragged water molecules with them
18]. This produced a differential swelling of the Nafion film on
ne of the sides of the polymer, causing a bending motion to the
ctuator. Therefore, it was possible to control the flow rate by
imply changing the length of the potential steps used to actuate
he Nafion-ppy actuators [11]. The average current going through

d
b
T
o
n

ig. 3. Scanning electron microscopy (SEM) images of a ppy tube obtained by electrode
ontaining pyrrole monomer, TBAPF6 and 1% water, at −20 ◦C during 6 h.
onstructed using Nafion-ppy actuators and the pump chamber was constructed
sing a 100 �m thick PDMS film. The inlet and outlet were conical polyethylene
eaces.

he system was of the order of milliamps. Consequently, it was
ound that the power consumption of this pump was significantly
ower than that of other miniaturised pumps reported to date,
articularly at low flow rates. For example, at 0.4 �L/s, the power
onsumption of this pump was 188 mJ/�L, while that of a minia-
ure peristaltic pump (BVT Technologies, model 2PP10.S [19]) was
50 mJ/�L and that of a piezoelectric pump (Deak Technologies,
odels DTI-200-12 P and DTI-200-12A [20]) was 375 mJ/�L. How-

ver, as it can be seen in Fig. 2, further miniaturisation was required
f the pump was to be integrated inside the actual channels of the
hip.

The next step in the miniaturisation of the pump was its inte-
ration onto the actual microfluidic tubes. A first prototype was
onstructed by coating a polyurethane tube with ppy as detailed in
he experimental section. This prototype was tested in a closed sys-
em, i.e. no overall flow movement was achieved; instead the liquid
as moved back and forth in response to ppy swelling/contraction

round the polyurethane tube on actuation of the ppy coating. Actu-
tion was achieved by applying 1 V between the ppy deposited
nto the polyurethane tube and the ppy deposited onto the PVDF
embrane using a potentiostat. The inner Pt layer was used as

oth reference and counter electrode and the ppy layer was used
s working electrode. Flow in one direction avoiding the use of
alves using the nozzle-diffuser principle was no longer feasible
ue to the dramatic decrease of the dimensions of the pump cham-

er, which with this latter design had 950 mm internal diameter.
he nozzle-diffuser principle operates based on a large difference
f diameter between the two cross-sections of the conical chan-
els. Once the ‘larger’ diameter is dramatically reduced, the ‘lower’

position of ppy onto a 500 �m diameter platinum wire, in a propylene solution
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iameter becomes practically impossible to achieve with current
icrofabrication technologies. Therefore, peristaltic motion can

nly be achieved by placing several miniaturised pumps at dif-
erent locations in the channel or by attaining a swelling gradient
hroughout the length of the tube. The first approach involves using
lectrical circuitry capable of applying 1 V to the different pumps
n a pre-programmed sequence. The construction and assembly
f the different pump segments is currently undergoing. The sec-
nd approach can be achieved by making the electrical connection
f the actuator to the power source on one end of the tube. The
eproducibility of this latter actuation method is currently being
ptimised and therefore it has not been yet applied to the con-
truction of the pumping device.

The third type of pumps currently being developed in our lab-
ratory consists of stand-alone ppy tubes. This approach broadens
he range of internal diameters that can be achieved, since it is
ow determined by the diameter of the platinum wire used to elec-
rodeposit the ppy tube. Fig. 3 shows Scanning Electron Microscopy
SEM) images of a ppy tube obtained by galvanostatic electrodepo-
ition of ppy onto a 500 �m diameter platinum wire, in a propylene
arbonate solution containing pyrrole monomer, TBAPF6 and 1%
ater, at−20 ◦C, using a current density of 0.15 mA/cm2 during 6 h.
ifferent electrodeposition conditions are currently being studied

o optimise the properties of these ppy tubes. However, preliminary
esults are very encouraging.

Future efforts will focus on the full integration of these pumps
nside a PDMS chip. The first prototype of PDMS chip developed
n this work was shown in Fig. 1A. The chip was designed to pro-
uce effective mixing at low flow rates. Fig. 1B shows a photograph
emonstrating the effectiveness of the mixing in the chip. The
riess-Ilosvay reagent was pumped through the upper channel and

he nitrite solution was pumped through the lower channel using
commercial peristaltic pump. This figure shows that mixing was
ffectively achieved at flow rates as low as 30.4 �L/min. As it can be
bserved, mixing and chemical reaction were achieved very soon
fter the two channels joined. Therefore, mixing can be expected
sing the same flow rate but reducing the diameter and maintaining
he same length of the channels in the chip. Furthermore, the ppy
ased biomimetic pumps will provide lower flow rates, thus ensur-

ng mixing and chemical reaction even with channels of smaller
iameter. Future design of the PDMS chip will involve a reduction
f the diameter of the channels and therefore a reduction of the
verall size of the chip.

The detector used in this work was based on LEDs of �max at
30 nm (Fig. 4). This type of detectors have been characterised and

alidated off line in previous works [13]. In this paper we report a
ED based detector coupled to a PDMS chip (Fig. 1B). In this case, the
ixing and chemical reaction between the Griess-Ilosvay reagent

nd nitrite takes place in the actual chip. Fig. 5 illustrates a typical

Fig. 4. Photograph of the LED detector used in this project.

m
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ig. 5. Typical responses obtained with the LED based sensor when the Griess-
losvay reagent and the analyte are mixed in the PDMS microchip for different
oncentrations of nitrites. The flow rate was 30.4 �L/min.

esponse obtained with the detector attached to the PDMS chip,
nd the inset in Fig. 5 shows a typical calibration curve. Slopes of
.033±0.001 �s/ppm and regression coefficients with four nines
ere typically obtained. The response of the detector coupled to

he PDMS chip was comparable to that reported previously with the
etector used with pre-mixed solutions. This proves the effective-
ess of the chip as mixer and reactor for this application. Moreover,
ood reproducibility for different injections was obtained. The rela-
ive standard deviation for these injections was less than 1% (0.2%).

An important drawback of the current platform design and
ntegration is the formation of bubbles due to sudden changes
f channel diameter. These changes arise from the different tub-
ng used to attach the detector to the PDMS chip. Future work

ill involve the use of surface mounted LED for the construc-
ion of the detector. These LEDs can have dimensions of the order
f few millimeters. This will allow their integration in the actual
DMS chip, thus eliminating the need for tubing of different
iameters.

In conclusion this paper reports preliminary work on the minia-
urisation of the different parts of a microanalytical platform, from
umps to detectors, with the ultimate aim of their integration

nto a functioning microfluidic chip. Both the miniaturised pump
nd the chip were made of soft materials. Moreover, the minia-
urised biomimetic pump and the LED based detector both have
ow-power consumption. The resulting microanalytical platform

ill be suitable for field deployment, since it will be low power,
orrosion resistance since it will be mostly constructed using poly-
eric materials, and also resistant to ingress due to the flexibility

f its components.
Encouraging results were obtained both with the pump and

ith the detector. This work describes an important step towards
he realization of a functioning microfluidic analytical device with
ntegrated low-power pumping and detection. This approach can
pen the way to much more reliable, low-cost and low-power
pproaches to controlling fluidic movement within microfluidic
anifolds. Work is continuing to further optimize and integrate

he various elements of the microdimensioned analytical platform.
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a b s t r a c t

Solid-phase microextraction (SPME) was applied to the determination of 7 volatile organic sulfur com-
pounds (VOSCs), which were analysed by gas chromatography–mass spectrometry. The compounds
studied were ethyl mercaptan (CH3CH2SH), dimethyl sulfide ((CH3)2S), carbon disulfide (CS2), propyl mer-
captan (C3H8S), butyl mercaptan (C4H10S), dimethyl disulfide ((CH3)2S2) and 1-pentanethiol (C5H12S).
eywords:
ir monitoring
arboxen–polydimethylsiloxane
ewage treatment plant
olid-phase microextraction

Temperature and time conditions of SPME extraction were optimised and the method was validated,
with good linearity in a calibration range between 0.1 and 1000 �g m−3. Method detection limits ranged
between 0.01 and 0.08 �g m−3 and method quantification limits were between 0.10 and 0.25 �g m−3,
allowing real samples taken from several different areas of a sewage treatment plant to be analysed.
Repeatability of the method between samples went from 5.6% for pentanethiol up to 14.2% for carbon disul-
fide, and concentrations of total target compounds were found between 18 and 529 �g m−3, depending
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olatile organic sulfur compounds on the sampling site.

. Introduction

In the past two decades there has been increasing interest in
etecting volatile sulfur compounds (VSCs) in the atmosphere. This

s mainly due to their effects on the environment, to their toxicity
ven at very low levels, and to the frequent unpleasant smells asso-
iated with them [1]. Volatile sulfur compounds are released into
he atmosphere from several natural and anthropogenic sources.
atural sulfur compounds such as hydrogen sulfide, dimethyl sul-
de and dimethyl disulfide are released from oceans, marshes,
oils, vegetation, and geothermal and volcanic activity [2]. Anthro-
ogenic VSCs are commonly discharged during industrial processes
hat involve the handling or degradation of organic material. These
rocesses include biogas production, sewage treatment, landfilling,
ulp milling, and slaughtering [3,4]. VSCs have also been identi-
ed as the predominant odorants from bioindustry emissions [5]
ecause of their very low odour threshold and extremely negative
edonic value. They therefore contribute to odour pollution even
hen very small amounts are emitted, which is bothersome to the

opulation, especially workers and local residents [2,5,6]. More-
ver, exposure to high levels of VSCs can lead to unconsciousness
nd even death [3].

∗ Corresponding author. Tel.: +34 977 55 81 70; fax: +34 977 55 84 46.
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VSCs, which includes volatile organic sulfur compounds (VOSCs)
nd the inorganic species SH2 and SO2, are generally determined
n air by means of gas chromatography (GC), and detected using

ass spectrometry (MS), a specific sulfur detector, like the sulfur
hemiluminescence detector (SCD) or a pulsed flame photomet-
ic detector (PFPD). Since these compounds are present in the air at
ery low concentrations, the analytical methods employed to detect
hem must also include an enrichment step [7]. Volatile organic
ulfur compounds have been determined in the atmosphere using
olid adsorbents or cryogenic trapping to concentrate the sulfur
ompounds and gas chromatography has been used to separate
hem [6,8–12]. In these methods, air is pumped through a solid
orbent, and analytes are thermally desorbed and transferred to
cool trap-a process which requires expensive equipment and is

uite time consuming.
As an alternative to solid sorbent enrichment methods, solid-

hase microextraction (SPME) has been used, being a solvent-free
nrichment method that combines sampling and preconcentration
f analytes in a single step [13,14], without the need for expensive
evices. Numerous studies have used SPME to determine volatile
rganic compounds in many different matrices, applying SPME to
he headspace of both liquid and solid samples [15–18]. SPME has

lso been applied to the analysis of air samples [15,19] by extraction
rom air collected in containers or sampling bags [14,20–22], field
xtraction [23–25], or extraction from the headspace of previously
nriched solid sorbents [26,27], to determine VOCs in general, and
o determine VOSCs in particular [2,4,7,28–30]. For example, Li and
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hooter [2] detected carbonyl sulfide, hydrogen sulfide, sulfur diox-
de, carbon disulfide, methyl mercaptan, dimethyl sulfide, dimethyl
isulfide and butyl mercaptan in air samples from a sewage treat-
ent plant and geothermal areas in Rotorua City (New Zealand)

y air sampling in Tedlar bags and analysis using SPME-GC/PFPD,
nd Nielsen and Jonsson [4] quantified nine VOSCs in samples col-
ected in Tedlar bags from Swedish biogas production and sewage
reatment plants and analysed them using SPME-GC/MS.

There are several difficulties associated with detecting VOSCs,
ncluding their broad range of concentrations, their highly reac-
ive nature, and the complexity of matrices. Special precautions
herefore need to be taken in all steps of their analysis. In
he SPME extraction process, fibre selection is an important
tep and several studies comparing different SPME fibres have
bserved that the most effective coating for extracting VOSCs
s carboxen–polydimethylsiloxane (Car–PDMS) fibre coating. This
oating does, however, present some limitations, such as com-
etitive adsorption which leads to inaccurate quantification
4,21,28,29]. Calibration problems have also been studied through
etermining the effects of temperature and relative humidity on
ampling extraction [14,31,32], or by comparing equilibrium and
on-equilibrium extraction approaches [33]. Another characteristic
f using SPME for air-samples is the need for standard gas mix-
ures; several methods of generating them through dynamic or
tatic dilution [19,34,35] have been described.

This study aims to develop a method for determining a group
f seven VOSCs, ethyl mercaptan, dimethyl sulfide, carbon disul-
de, propyl mercaptan, butyl mercaptan, dimethyl disulfide and
-pentanethiol through field collection of samples in glass bulbs,
ubsequent extraction using Car–PDMS SPME fibre, and analysis by
as chromatography–mass spectrometry. This method is applied to
nalyse real samples taken from several points during the sewage
reatment process.

. Experimental

.1. Chemicals and reagents

Ethyl mercaptan, dimethyl sulfide, carbon disulfide, propyl mer-
aptan, butyl mercaptan, dimethyl disulfide and 1-pentanethiol
ere supplied by Aldrich (St. Louis, USA), and standard solutions
ere prepared in methanol for gas chromatography (Merck KGaA,
armstadt, Germany). Helium with a purity of 99.999% was used
s the carrier gas, and 99.999% pure nitrogen gas was used to clean
he glass sampling bulbs.

.2. Instruments and materials

Glass sampling bulbs with a volume of 0.5 l (Supelco, Belle-
onte, USA) were used for the static generation of standard gas and
eld sampling. Carboxen–polydimethylsiloxane (Car–PDMS) fibre
Supelco, Bellefonte, USA) was used for SPME extraction. An air
ampling pump (SKC, Eighty Four, USA) was used for field sampling
f air into the glass bulbs.

VOSCs were determined in a 6890N gas chromatograph cou-
led to a 5973 inert mass spectrometer (Agilent Technologies, Palo
lto, USA). The analytes were desorbed into a split/splitless injector
quipped with a Merlin microseal (Supelco, Bellefonte, USA), and
eparated into a TRACSIL Meta.X5 capillary column (60 m, 0.32 mm
nd 1.0 �m) (TEKNOKROMA, Barcelona, Spain).
.3. Standard generation

The glass sampling bulbs had been previously cleaned with
entle flow nitrogen gas at a flow rate of 200 ml min−1 for 2 h.

e
t
t
a

ig. 1. Variation of response with time extraction in SPME, for seven target com-
ounds, numbered as in Table 1.

ixed standard solutions of the target compounds in methanol
anging between 0.01 and 100 mg l−1 were prepared at the time
f calibration from a concentrated mixed solution of 2000 mg l−1

n methanol, which was kept at 4 ◦C. Standard gas was generated
y injecting 5 �l of standard solution with a syringe through the
eptum into a clean glass bulb. The bulb was then kept at a tem-
erature of 100 ◦C for 20 s and then cooled to room temperature for
0 min [14].

.4. Analytical procedure

The Car–PDMS fibre, previously conditioned and kept in the
plit/splitless injector of the GC in order to prevent contamination,
as placed in the bulb by inserting the needle through the septum.

he fibre was then exposed to analytes for 45 min at room temper-
ture. The fibre was then retracted into the needle and the needle
ithdrawn. The needle was immediately put into the injector of GC

o desorb the analytes and focus them onto the chromatographic
olumn.

The temperature of the injector was 200 ◦C and the splitless
njection mode was run for 2 min with a subsequent purge flow
f 10 ml min−1. The fibre was kept in the injector until the end of
he analysis or until the next extraction to prevent contamination.
olumn flow was 2 ml min−1 and the oven temperature was ini-
ially maintained at 36 ◦C for 6 min, then raised to 220 ◦C at a rate
f 30 ◦C min−1 and maintained for 10 min. The mass spectrometer
cquired data in SIM mode. The compounds were quantified using
target ion and confirmed using qualifier ions and retention time.

.5. Field sampling

Clean glass bulbs were transported to the field sampling site in
refrigerated box. At the sampling site the air sampling pump was

onnected to one of the ends of a glass bulb and air was pumped
hrough it at a flow rate of 100 ml min−1 for 10 min in order to allow
he nitrogen gas to be completely displaced by the sampled air. The
topcocks were then immediately closed and the bulb was returned
o the refrigerated box. Samples were subsequently transported to
he laboratory, where the sample bulbs were removed from the
efrigerated box and equilibrated for 10 min at room temperature.
ll samples were extracted and analysed within 3 h.
Samples were taken from a sewage management plant at sev-
ral sampling points located at the sites of different plant processes:
he gravitational thickening of sludge, biological settlement tank,
hickening of surplus bio-sludge by flotation and the primary or
cid digestion tank. The differences between samples taken in con-
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Table 1
Target compounds in chromatographic elution order, their quantifier and qualifier ions, and retention times (tR)

No. Compound Quantifier ion Qualifier iona tR (min) LODb (ng)

1 Ethyl mercaptan 62 (100) 47 (58) 45 (20) – 3.8 0.001
2 Dimethyl sulfide 62 (100) 47 (83) 45 (50) – 4.1 0.001
3 Carbon disulfide 76 (100) 44 (11) – – 4.5 0.001
4 Propyl mercaptan 76 (100) 61 (11) 47 (68) 43 (57) 6.6 0.004
5 Butyl mercaptan 90 (70) 56 (100) 61 (20) 47 (31) 9.9 0.003
6 Dimethyl disulfide 94 (100) 79 (50) 61 (12) 64 (10) 10.8 0.001
7 1-Pentanethiol 104 (68) 55 (100) 70 (79) 61 (30) 12.4 0.002
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epeatability and instrumental detection limits for the direct injection of gas stand
a The values in italics next to the qualifier ions are the percent abundances of eac
b Instrumental detection limits, taken as the concentration corresponding to th

cquisition.

ned spaces and samples taken in open spaces have therefore been
onsidered, as in open spaces the dispersion of emission gases into
he atmosphere will obviously greatly influence the levels of com-
ounds in the air samples.

. Results and discussion

.1. Mixed gas standards

The reproducibility and stability of the mixed gas standards was
ested in order to evaluate adsorption processes through direct
njection analysis, directly injecting with a gas-tight syringe 20 �l
f a 4 mg l−1 standard gas, generated by adding 200 �l of a mixed
olution of 10,000 mg l−1, into a clean bulb, as described in Section
. Standard gas was analysed in triplicate, immediately after it was
enerated and then 1, 2 and 3 h later. Repeatability of the triplicate
nalysis, expressed as relative standard deviation (R.S.D.%) ranged
etween 0.8% and 2.3%. We also found good stability of the standard
as in the studied periods, which assured us of the stability of the
eal samples during the process of their collection in the field, trans-
ortation to the laboratory and their analysis within a maximum
eriod of 3 h.

.2. Gas chromatography–mass spectrometry analysis

We compared the responses of the analysis of 1 �l of a standard
olution of 0.05 mg l−1 in selected ion monitoring (SIM) and in full-
can acquisition modes. SIM mode was chosen as the acquisition
ethod despite the loss of information about other organic com-

ounds present in the samples, because although we found only a
light increase in responses in SIM mode, we observed much lower
eviations in responses in SIM than in full-scan, in addition to the

ower detection limits achieved with SIM mode. Table 1 shows the
nstrumental detection limits obtained from the direct injection
nalysis in SIM acquisition mode.

.3. SPME optimisation

SPME fibres of carboxen and polydimethylsiloxane (Car–PDMS)
ith a 75 �m coating thickness were selected for the extraction

f compounds because according to the literature this is the most
uitable fibre for the extraction of VOSCs [2–4], showing higher sen-
itivity and reproducibility compared to other fibres such as PDMS,
r divinylbenzene (DVB)/PDMS [28,29,31].

The optimum SPME desorption temperature was studied in

rder to achieve a total desorption of analytes from the fibre during
he injection time in splitless mode and to prevent the thermal
ecomposition of the analytes. Desorption temperatures of 180,
00 and 250 ◦C were tested by means of analysing standard gas
ixtures of 10 �g m−3, generated by injecting 5 �l of a 1 mg l−1

a

o
b
r

mes the noise of the quantifier ion, in the direct injection analysis in SIM mode

tandard solution into a 0.5 l clean glass bulb. Triplicate analysis
t each temperature showed that the increase in response with
emperature was not, in general, statistically significant. However,
f the three analyses we found lower deviations, expressed as a
ercentage of relative standard deviation (R.S.D.%), at the desorp-
ion temperature of 200 ◦C (from 1% to 7%), than at 180 ◦C (from
% to 16%) or 250 ◦C (from 2% to 18%). A temperature of 200 ◦C was
herefore fixed as the optimum value.

Extraction time was optimised and, using the desorption con-
itions described above, periods of 15, 30, 45 and 60 min were
ested by analysing 10 �g m−3 gas standard mixtures, each one
n triplicate. In this case, an increase in response could be seen
rom 15 to 45 min, when analytes reached equilibrium conditions
etween both the gas and fibre phases. With longer extraction
imes, we found differing increased responses for most compounds,
nd as can be seen in Fig. 1, the response of carbon disulfide
ven decreased slightly. Ambient temperature conditions for SPME
xtraction in the range of 22±1 ◦C were used in order to make the
ethod easier to employ.

.4. Method validation

For the calibration, we analysed standard gas mixtures of several
oncentrations ranging between 0.1 and 2500 �g m−3, generated
y the injection of 5 �l of standard solutions ranging from 0.01 and
50 mg l−1 into 0.5 l glass bulbs. All compounds showed good lin-
ar correlation up to 1000 �g m−3, while at higher concentrations,
loss of linearity was observed in the responses of all compounds.
lthough pentanethiol maintained linearity up to 2500 �g m−3

r2 = 0.992), linearity intervals were fixed at up to 1000 �g m−3

or all compounds, as they are usually found below this concen-
ration in real samples. Thus, 7 standard levels between 0.1 and
000 �g m−3 were used for external calibration, with determi-
ation coefficients above 0.994, as can be seen in Table 2. The

owest calibration levels, which ranged from 0.10 to 0.25 �g m−3,
ere taken as the method quantification limits (MQL). The method
etection limit (MDL) for each compound was defined as the con-
entration corresponding to three times the noise of the quantifier
on in the SPME analysis. Values were between 0.01 �g m−3 for car-
on disulfide and 0.08 �g m−3 for ethyl mercaptan. The MQLs and
DLs of the seven target compounds are shown in Table 2.
SPME recoveries were determined through the analysis of

50 mg m−3 standard gas mixture and comparison with direct
njection calibration. Recoveries were found to be similar to
he values presented in the literature and ranged between 4%

nd 25%.

Repeatability was obtained through the triplicate SPME analysis
f a 10 �g m−3 standard gas mixture. For all compounds repeata-
ility, expressed as relative standard deviation (R.S.D.%), was good,
anging between 1.8% and 5.2%. Reproducibility, defined as the
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Table 2
Method’s validation parameters for the SPME-GC/MS determination of VOSCs in air samples

No. Compound MDLa (�g m−3) MQLb (�g m−3) r2 SPME repeat.c (R.S.D.%, n = 3) SPME reprod.d (R.S.D.%, n = 3) Method’s repeat.e (R.S.D.%, n = 3)

1 Ethyl mercaptan 0.026 0.25 0.997 2.1 4.3 7.7
2 Dimethyl sulfide 0.017 0.15 0.994 1.8 5.1 6.4
3 Carbon disulfide 0.003 0.10 0.995 5.2 6.7 14.2
4 Propyl mercaptan 0.041 0.25 0.999 2.3 5.9 12.0
5 Butyl mercaptan 0.014 0.25 1.000 3.8 4.5 11.6
6 Dimethyl disulfide 0.,015 0.25 0.998 2.8 7.3 13.3
7 1-Pentanethiol 0.017 0.25 0.999 2.1 5.2 5.6

a Method’s detection limits, taken as the concentration corresponding to three times the noise of the quantifier ion.
b Method’s quantification limits, taken as the lowest calibration level.
c Repeatability of the SPME analysis of a 10 �g m−3 standard gas mixture.
d Reproducibility interday of the SPME analysis of a 10 �g m−3 standard gas mixture.
e Repeatability among real samples, determined by sampling three bulbs in parallel, that underwent identical sampling, transport and analytical processes.

Table 3
Average levels of volatile organic sulfur compounds in �g m−3 found at the sampled sections of a sewage management plant (n = 2)

No. Compound Gravitational thickening of sludge Biological settlement tank Thickening of sludge by flotation Primary digestion tank

1 Ethyl mercaptan n.d.a n.d. 21.7 20.0
2 Dimethyl sulfide 5.9 23.9 380.1 1.7
3 Carbon disulfide 2.5 2.5 8.2 9.8
4 Propyl mercaptan 3.4 4.0 50.3 66.3
5 Butyl mercaptan 3.9 4.1 33.2 7.9
6
7

e < MQ

R
t
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w
w
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3

t

Dimethyl disulfide n.d. n.d.
1-Pentanethiol 3.0 n.d.a

a n.d.: compound not detected (value < MDL); n.q.: compound no quantified (valu

.S.D.% of a triplicate SPME interday analysis, was also checked
hrough the analysis of a 10 �g m−3 standard gas mixture and
btained good results with R.S.D.% less than 7.4%. Repeatability
f the method, defined as the repeatability between real samples,

as determined by sampling three bulbs in parallel that under-
ent identical sampling, transport and analytical processes. Values,

xpressed as R.S.D.%, ranged between 5.6% and 14.2%. Repeatabil-
ty, reproducibility and method repeatability values can be seen in
able 2.

s
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Fig. 2. Chromatogram of two samples taken in (a) thickening of surplus bio-sludge b
31.6 0.5
3.8 22.1

L).

.5. Sample analysis

Samples were taken from different sections of the sewage
reatment process at a wastewater treatment plant. The sections

ampled were the gravitational thickening of sludge area, which
eceives the primary sludge collected from the primary settlement
ank; the biological settlement tank located next to the biological
reatment tank, which receives the bio-sewage; the thickening of
urplus bio-sludge by flotation area, which receives the sludge from

y flotation and (b) primary digestion tank, from a sewage management plant.
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ig. 3. Comparison of levels found in present work with minimum and maximum
evels found at the same sampling points in anterior campaign.

he biological settlement tank; and the primary or acid digestion
ank, which receives the sludge from the gravitational thickening
nd thickening by flotation areas. The design characteristics of each
ampling site were different, and while samples from the gravita-
ional thickening of sludge area and biological settlement tank were
aken in the open air, samples from the thickening of sludge by
otation area and primary digestion tank were taken in confined
paces. Samples were taken from the four sites on two different
ays. The average concentrations for individual compounds found
t each site, which showed relative standard deviations (R.S.D.%)
etween 10% and 17%, are shown in Table 3.

The most abundant compound found was dimethyl sulfide,
hich was detected at all four sampling sites and appeared at
high concentration of 380.1 �g m−3 in the thickening of sludge

y flotation area. This compound was also measured at high con-
entrations (about 2000 �g m−3) by Nielsen and Jonsson [4] in an
utdoor air sample taken during the loading of digested sludge at
sewage treatment plant. The next highest concentrations found
ere those of propyl mercaptan, butyl mercaptan and dimethyl
isulfide, although the levels recorded varied greatly depending
n the sampling site.

As can be seen in Table 3, the total VOSCs found at the open-
ir sites – the gravitational thickening of sludge area and biological
ettlement tank – were less than 50 �g m−3, while the total VOSCs
ound in the confined sites were over 100 �g m−3. Previous studies
ave shown that the design of the sewage treatment plant sections

rom which samples are collected determine VOSC concentrations
12]. Li and Shooter [2] also found higher levels of VOSCs in sam-
ling sites at a sewage treatment plant with little ventilation than

n other, open-air sampling sites. Furthermore, concentrations of
ndividual compounds were generally higher at confined sites, and

e found similarities among the concentrations at open sites, and
mong those at confined sites, such as in the case of ethyl mer-
aptan, carbon disulfide and propyl mercaptan. On the other hand,
evels of dimethyl sulfide varied greatly at all the sampling sites.
ig. 2a and b shows the chromatograms of samples taken at both
onfined sample sites.
If we compare these results with those obtained in a previous
tudy carried out in winter 2006 [12], in which target compounds
ere determined by active sampling, thermal desorption and gas

hromatography–mass spectrometry, we can see that in general,
he total VOSC concentrations found in both studies are consistent.

[

[
[
[
[
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ig. 3 compares the results of this study with regard to the gravi-
ational thickening of sludge area, thickening of sludge by flotation
rea and primary digestion tank, with the range of concentrations
ound in a previous study of the same sampling points.

. Conclusions

We have developed an analytical method for determining seven
olatile organic sulfur compounds in air by means of Car–PDMS
PME fibre extraction of grab samples, and analysis by gas chro-
atography and mass spectrometry. The method showed good

etection and quantification limits in SIM acquisition mode as well
s good precision values. Linear intervals allowed us to determine
ompounds in real samples. Finally, the SPME method was found
o be suitable for the quantification of complex samples, offering
n alternative method using easy and simple instrumentation to
etect VOSCs.
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a b s t r a c t

The present work describes the development of an amperometric sensor based on hemin immobilized on
a titanium oxide modified silica toward detection of artemisinin (ARN) in neutral medium at an applied
potential of−0.5 V vs. Ag/AgCl. The sensor presented its best performance in 0.1 mol L−1 phosphate buffer
solution, at pH 7.0. After optimizing the operational conditions, the sensor provided a linear response
vailable online 31 July 2008

eywords:
rtemisinin
emin
ilica gel

range for ARN reduction from 50 nmol L−1 to 1000 nmol L−1 with a sensitivity, detection and quantification
limits of 24.66 A L mol−1, 15 nmol L−1 and 52 nmol L−1, respectively. The proposed sensor showed a stable
response for at least 80 successive determinations. The repeatability of the measurements with the sensor
and the preparation of a series of electrodes, evaluated in terms of relative standard deviation, were 4.1%
and 5.0%, respectively, for n = 10. The developed sensor was applied for the determination of ARN in the
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crude extracts of A. vulgar

. Introduction

Malaria remains in the world as the most widespread and dev-
stating infectious disease. It is a mosquito borne parasitic disease
aused by four protozoan Plasmodium species that infect exclusively
an, P. falciparum, P. vivax, P. malariae and P. ovale. After the ini-

ial stage in hepatocytes where parasites differentiate and undergo
ultiplication originating merozoites, red blood cells are invaded.

he destruction of a massive number of host infected erythrocytes
o release new parasites leads to the characteristic paroxysm, chill
nd fever, associated to the malaria clinical infection [1,2]. Nowa-
ays approximately 40% of the world’s population mostly, those

iving in the world’s poorest countries, is at risk of malaria. The dis-
ase was once more widespread but it was successfully eliminated
rom many countries with temperate climates during the mid 20th
entury. However malaria is still found throughout the tropical and
ub-tropical regions of the world and annually causes more than

00 million acute illnesses and at least one million of deaths [3].
erebral malaria, the most serious life-threatening complication
aused by P. falciparum species, is usually fatal, if not immediately
reated [4].

∗ Corresponding authors. Tel.: +55 19 3521 3127; fax: +55 19 3521 3023.
E-mail addresses: mofg@qui.ufal.br (M.O.F. Goulart), kubota@iqm.unicamp.br
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.043
d the average recovery for these samples is 101.4 (± 3.1)%.
© 2008 Elsevier B.V. All rights reserved.

A range of antimalarials are effective against malaria [5–12].
he majority of drugs are blood antimalarial agents that eliminate
he erythrocytic stages of the plasmodia life cycle. Lately with the
ncreasing rise and spread of drug-resistant strains of plasmodia,
he number of effective antimalarial drugs are becoming limited
8–10,12–14].

Artemisinin (quinghaosu, ARN) (Fig. 1), a sesquiterpene lac-
one endoperoxide isolated from Chinese herb Qinghao, and
emisynthetic derivatives, including artesunate, artemether and
ihydroartemisinin, are short-acting antimalarial agents that kill
arasites more rapidly than conventional antimalarials, and are
ctive against both the sexual and asexual stages of the P. falci-
arum cycle [13]. WHO recommends that all countries experiencing
esistance to conventional monotherapies, such as chloroquine,
modiaquine or sulfadoxine–pyrimethamine, should use combina-
ion therapies, preferably those containing artemisinin derivatives
ACTs – artemisinin-based combination therapies) for falciparum

alaria [15].
The antimalarial activity of this drug involves a rapid mecha-

ism that allows its use for the treatment of multidrug-resistant
ases. Studies of the structure-activity relationships have shown

hat this antimalarial activity appears to involve the endoperox-
de moiety of artemisinin which interacts with intraparasitic heme
o generate unstable free radical intermediates [8–10,14,15]. There
re currently no effective alternatives to artemisinins for the treat-
ent of P. falciparum malaria either on the market or towards the
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Fig. 1. Molecular structure of artemisinin (ARN).

nd of the development pipeline. Many patents claim new synthet-
cal antimalarials, with an attempt to identify the next generation
f antimalarials [16].

Studies focusing ARN determination in several matrices, have
ttracted considerable attention nowadays [17], both for quality
ssurance and consumer safety. In this sense, several methods for
ts detection and quantification have been reported [17], including,
igh performance liquid chromatography [18,19] and electro-
hemical methods [20–23]. However, most of them experienced
ifficulties with sample preparation, necessity of molecules deriva-
ization or lack of sufficient sensitivity, which limit their practical
tility.

Electrochemical techniques have proved to be a sensitive and
elective approach for the detection of numerous compounds.
nfortunately, ARN needs a large overpotential to be reduced at
rdinary electrodes, being unsuitable for these methods [23,24].
hus, the use of chemically modified electrodes containing efficient
edox mediators immobilized on conventional electrode surfaces
an be used to decrease the overpotential for ARN reduction. In
his context, the surface modification of conventional electrodes is
n important development in electroanalysis. A variety of efficient
atalysts has been developed to induce the reduction or oxidation
f some organic compounds [25–27], since these catalysts promote
faster electron transfer between the electrode surface and elec-

roactive species in solution. The versatility of the silica gel surface
n immobilizing many species, while retaining its general proper-
ies such as rigidity, porosity, particle size, high specific surface area,
nd chemical stability, makes it very attractive to immobilize elec-
ron mediators for catalytic and electroanalytical purposes [28].
ilica gel chemically modified with titanium(IV) oxide presents a
urface with amphoteric properties [29].

In a previous report, it was demonstrated that the porphyrin
e(III) moiety in hemoglobin and synthetic porphyrin Fe(III) dis-
lays interaction with artemisinin [30–35].

Inspired by the success of the above outlined molecular recog-
ition research, in the present article, attempts to develop a sensor

or ARN with amperometric detection are described.

. Experimental

.1. Chemical and solutions

All chemicals were of analytical grade. Graphite powder
99.9%) and mineral oil were purchased from Aldrich, Milwau-
ee, USA and used to prepare carbon paste. Hemin (iron(III)
rotoporphyrin IX chloride (Fe(III)P), was acquired from ACROS,

ew Jersey, USA and Artemisinin (ARN), McIlvaine (Na2HPO4
nd citric acid), PIPES [piperazine-N-N-bis[2-ethanesulfonic acid]],
EPES[N-(2-hydroxyethyl)piperazine-N-(2-ethanesulfonic acid)],

tris(hydroxymethyl) aminomethane], hydrogen peroxide solution
H2O2), ferric chloride (FeCl3) and EDTA iron(III) sodium salt were

C
G
w
a
e

77 (2008) 909–914

cquired from Sigma, St. Louis, USA. Disodium, monosodium phos-
hate (Na2HPO4 and NaH2PO4) and sodium cyanide (NaCN) were
cquired from Synth, São Paulo, Brazil. Silica gel was supplied by
luka, Buchs, Switzerland, with an average pore diameter of 6 nm
nd particle size of 0.04–0.063 mm and was used without further
reatment. The solutions were prepared by using Milli-Q-purified
ater and the pH values of the buffer solutions were determined
ith a Corning pH/Ion Analyser model 350. Stock working solu-

ion was prepared by dissolving 1.41 g ARN in 500 ml ethanol. The
esulting solution (1.0×10−2 mol L−1) was stocked in a refrigerator
t 4 ◦C. All ARN solutions in this study were prepared by diluting the
tock working solution with buffer solution containing 20% ethanol.

.2. Construction of the sensors

An electrode with geometrical area of 0.2 cm2 (5 mm diame-
er) was used for modified electrode construction. The preparation
f titanium oxide modified-silica was performed modifying the
ilica gel surface with titanium oxide according to the procedure
escribed by Kubota and coworkers [36]. The first step is based on
he grafting of TiCl4 on the silica surface, and the second is based on
he hydrolysis of remaining chloride, represented by the following
quations [36]:

( SiOH) + TiCl4→ ( SiO)nTiCl4−n+nHCl (1)

SiO)nTiCl4−n+ (4−n)H2O → ( SiO)nTi(OH)4−n+ (4−n)HCl

(2)

here ( SiO)nTi(OH)4−n is denominated as ST. The quantity of ST
rafted on surface of the material was 0.33 mmol g−1 determinated
y X-ray fluorescence and the surface area was determined by BET
ethod (294 m2 g−1) [37].
The immobilization of hemin on modified silica was carried out

y preparing a solution of 1.0 mmol L−1 hemin in DMSO. After this
tep, 600 �L of this solution were added to 75 mg of ST under stir-
ing. After 12 h, the resulting solid was filtered and washed for
everal times with DMSO, and then it was dried at 323 K for 30 min.
he immobilization occurs through the carboxylic group of the
emin and titanium oxide grafted onto silica surface in a similar
ay to those described by Kennedy and Cabral [38]. The quantity of

he immobilized mediator was determined by a PerkinElmer-2400
lemental analyzer (48 �mol g−1).

This material is denoted as “hemin immobilized on titanium
xide-modified silica” (STH). The modified electrode was prepared
y mixing 20 mg of graphite, 20 mg of STH, and 30 �L of mineral
il, until a homogeneous paste is achieved. About 10 mg of this
aste was transferred to the cavity of a home-made Teflon holder
ith an internal diameter of 5 mm and 1 mm deep using pyrolytic

raphite in the bottom for the electric contact. The modified car-
on paste electrode obtained in this work is denoted as CPE/STH. All
he responses obtained with the proposed sensor are given as the
bserved current for a known geometric area of the work electrode
sensor), determined as (A = �r2).

.3. Electrochemical measurements

The voltammetric and amperometric measurements were car-
ied out with a potentiostat PGSTAT-30 Model from Autolab Echo

hemie (Utrecht, The Netherlands) connected to a PC (Software
PES 4.9). An electrochemical cell with three electrodes was used
ith an Ag/AgCl (saturated KCl) electrode as reference, a Pt wire

s auxiliary and unmodified or modified carbon pastes as working
lectrodes, for all measurements. The measurements were carried
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Fig. 2. Cyclic voltammograms for a CPE/STH, in the presence (a) and absence (b)
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noticeable that the electron transfer rate is apparently diminished, a
fact that can be attributed to the lack of charge transport to keep the
electroneutrality of the electrode. In this sense, the concentration
of 0.1 mol L−1 was chosen for further experiments.

Table 1
Influence of the phosphate buffer concentration on the current (�I) obtained by
amperometry with the sensor

[Buffer] (mol L−1) −�I (�A)

0.025 2.98 (±0.04)a

0.05 4.01 (±0.02)
0.1 4.30 (±0.01)
0.2 4.07 (±0.05)
f 0.4 mmol L−1 ARN; unmodified carbon paste electrode in the presence (c) and
bsence (d) of 0.4 mmol L−1 ARN, in 0.1 mol L−1 phosphate buffer solution at pH 7.0.
can rate: 100 mV s−1. Einitial = 0.1 V and E� =−0.7 V.

ut, using 5.00 mL of buffer solutions. Oxygen was removed by
ubbling nitrogen through the solution for at least 10 min. For the
xperiments performed at constant potential, the current response
as recorded as a function of time, following the addition of ARN.

he sensor response was measured as the difference between total
nd residual currents.

.4. Procedure for sample preparation

For amperometric analysis, 1 g of dried leaves of A. vulgaris L.
ere ground into powder, in a porcelain mortar. The resulting pow-
er was then extracted with ethanol (100 mL, 3×). After this step,
n aliquot of 25 �L of the solution was added to the cell containing
.00 mL of the supporting electrolyte to be measured.

. Results and discussion

.1. Electrocatalytic reduction of ARN by CPE/STH

In order to verify the catalytic activity of hemin in the pres-
nce of ARN, several assays were carried out. Fig. 2 shows cyclic
oltammograms for a CPE/STH in phosphate buffer solution (pH
.0), using a cathodic scan, with Einitial = 0.1 V and E� =−0.7 V, in the
resence (a) and absence of ARN (b). For comparative purposes,
yclic voltammograms obtained with an unmodified carbon paste
lectrode in the presence (c) and absence of ARN (d) are also pre-
ented. In these voltammograms (Fig. 2c and d), there is no evidence
f peaks, indicating that the direct reduction of ARN is out of these

imits (Epc <−0.7 V vs. Ag/AgCl). In Fig. 1b, the redox system Ipc/Ipa,
elative to the Fe(III)/Fe(II) redox couple is observed at potentials of
pIa =−0.2 V and EpIc =−0.3 V vs. Ag/AgCl (see arrows, Fig. 2). After
dding ARN to the solution (Fig. 2a), the reduction peak is signifi-
antly increased (IIpc) and is shifted towards more negative values
−500 mV), whilst the oxidation peak current is diminished, indi-
ating that there is an interaction between ARN and protoporphyrin
eading to an electrocatalysis. This implies that ARN can be reduced
t a significant less negative potential on the hemin-modified elec-
rode than on unmodified electrode (about −1 V) as reported by
ang et al. [22]. Furthermore, the reduction of ARN on the CPE/STH

akes place in a similar way to that observed for ARN in the pres-
nce of hemin in solution phase. According to the works reported
y Chen et al. [39] and Zhou et al. [40], the catalytic reduction mech-
nism of ARN, in the presence of hemin, can be expressed by the

0

0
r
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ollowing equations:

emin(Fe3+) + 1e− ↔ Hemin(Fe2+) (3)

Hemin(Fe2+) + ARNox +2H+ +2e−

→ 2Hemin(Fe3+) + ARNred+H2O (4)

he complete elucidation of the mechanism of catalysis is out of
he scope of the present paper.

These results indicate that the electrocatalytic activity of the
odified electrode can be applied for ARN determination at signif-

cantly less negative potentials.

.2. Influence of the graphite power and CPE/STH

The influence of the ratio of STH and graphite powder used
n the modified electrode preparation on the peak current was
nvestigated in the proportions of 2:3, 1:1, 3:2 and 4:2 (w/w),
n phosphate buffer solution (pH 7.0) containing 0.15 �mol L−1 of
RN, with a reduction potential of −0.50 V vs. Ag/AgCl. The results

ndicated that the best analytical signal was obtained using a 1:1
atio (4.30 �A) and therefore, this was chosen for further exper-
ments. For ratios greater than 1:1, good homogenization of the
arbon paste was not obtained, and for lower ratios, the current
as smaller.

.3. Influences of the solution pH, buffer nature and concentration

In order to optimize the electrocatalytic response of the CPE/STH
fter adding ARN (0.15 �mol L−1), the effect of pH on the catalytic
eduction was also investigated in 0.1 mol L−1 phosphate buffer
olution (Fig. 3a). Thus, the current (�I) was investigated in the
H range from 6.0 to 8.0. At pH 7.0, the current reached a maxi-
um. Thus, the optimum pH for the further studies was set to 7.0

s shown in Fig. 3a.
The influence of the buffer solution on the sensor response was

lso tested in four different buffer solutions (HEPES, PIPES, Mcll-
aine, TRIS and phosphate) with concentrations of 0.1 mol L−1. In
hosphate buffer solutions, modified electrodes presented opti-
ised responses (Fig. 3b). In this sense, the phosphate buffer

olution was chosen.
Table 1 shows the results obtained for the measurements car-

ied out in different concentrations of phosphate (0.025 mol L−1,
.05 mol L−1, 0.10 mol L−1, 0.2 mol L−1 and 0.25 mol L−1). Phosphate
uffer concentrations from 0.10 mol L−1 to 0.20 mol L−1 presented
lmost a constant current. In [PBS] values less than 0.1 mol L−1, it is
.25 3.89 (±0.04)

a Measurements carried out in phosphate buffer (pH 7.0), containing
.15 �mol L−1 ARN applying −0.5 V vs. Ag/AgCl. Standard deviation for three
eplicates.
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Fig. 5. (a) Amperometric response obtained with the CPE/STH sensor for eletrore-
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tion:
ig. 3. (a) Response profile for the CPE/STH in 0.1 mol L−1 phosphate buffer solutions
ith different pH values and (b) effect of the buffer nature solution on the current.
pplied potential of −500 mV vs. Ag/AgCl, containing 0.15 �mol L−1 of ARN at pH
.0.

.4. Analytical characterization

For amperometric measurements, the applied potential has
n important influence over the sensor response, because the
pplied potential contributes to the sensitivity of the system. Thus,
he characteristics of the CPE/STH were verified by amperometric
xperiments and an initial study was performed in order to deter-
ine the best potential to be applied to the electrode. In this sense,
he applied potential was chosen based on the measurements of
he catalytic current intensities in the optimized conditions and
he highest current was verified at an applied potential of −0.5 V
s. Ag/AgCl (Fig. 4).

ig. 4. Influence of the applied potential on the CPE/STH response containing
.15 �mol L−1 of ARN in 0.1 mol L−1 phosphate buffer solution at pH 7.0.

�

F
A
0
0

uction of ARN after successive injections of a 10 �mol L−1 ARN solution in to the
ell and (b) typical calibration graph. Applied potential of −500 mV vs. Ag/AgCl, in
.1 mol L−1 phosphate buffer solution at pH 7.0.

In order to obtain an analytical calibration curve for the devel-
ped sensor, amperograms for ARN were carried out at different
oncentrations in 0.1 mol L−1 phosphate buffer at pH 7.0, after opti-
izing the experimental parameters (Fig. 5a). The proposed sensor

howed a linear response range from 50 nmol L−1 to 1000 nmol L−1

Fig. 5b), which can be expressed according to the following equa-
I (�A) = 0.70(±0.20)+ 24.66(±0.36)[ARN] (�mol L−1) (5)

ig. 6. Current-time recordings to successive additions of: (a, c) 0.05 �mol L−1

RN, (b) 0.05 �mol L−1 EDTA-Fe(III), 0.05 �mol L−1 Fe3+, 0.05 �mol L−1 H2O2 and
.05 �mol L−1 CN− at CPE/STH. Applied potential of −500 mV vs. Ag/AgCl, in
.1 mol L−1 phosphate buffer at pH 7.0.
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Table 2
Addition and recovery of ARN in three crude extract samples (n = 3) obtained with the CPE/STH

Samples ARN added (�mol L−1) ARN expected (�mol L−1) ARN found (�mol L−1) ARN found (mg g−1 dried plant) Recovery (%)

A 0.0 – 0.100(±0.020) 1.7 (±0.5)
0.05 0.150 0.150 (±0.020) 100 (±1)

B 0.0 – 0.130 (±0.030) 2.2 (±0.4)
0.19

C 0.09
0.13
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0.05 0.180

0.0 –
0.05 0.140

ith a correlation coefficient of 0.999 (for n = 9). Such good sen-
itivity of 24.66 A L mol−1 can be attributed to the efficiency of
he electron transfer between the hemin and ARN due to the cat-
lytic effect and a consequence of a highly dispersed hemin on
he ST. A detection limit of 15 nmol L−1 was determined using

3�/slope ratio and quantification limit was 52 nmol L−1 using
0�/slope, where ( is the standard deviation of the mean value for
0 amperograms of the blank, determined according to the IUPAC
ecommendations [41].

The sensor response time was very short, reaching 95% of its
aximum response in 0.5 s as observed in Fig. 5a, which also shows

he high stability of the signal as a function of time. This response
ime is excellent considering that it is a carbon paste electrode.
n part, this behaviour may stem from the design and procedure
sed to construct the electrode ensured that it was well-packed,
o that it becomes difficult for the solution to diffuse through the
aste.

.5. Effects of interferences

The study of interferences on the electrode response is useful
o as to ensure correct sample preparation via the minimisation
f their effects. In this sense, four possible interfering substrates
ere used to evaluate the selectivity of the CPE/STH for ARN. This
as performed by investigating the amperometric response, in

he presence of the possible interferences such as EDTA-Fe(III),
e3+, H2O2 and CN−. Amperograms were recorded after adding
.05 �mol L−1 ARN, using CPE/STH as working electrode. The reduc-
ion current rises sharply (Fig. 6). Further additions of 0.05 �mol L−1

DTA-Fe(III), 0.05 �mol L−1 Fe3+ and 0.05 �mol L−1 H2O2 into the
lectrolyte, provoked no response at CPE/STH. A sequential addition
f 0.05 �mol L−1 ARN returned the stable response (Fig. 6). These
esults indicate that the above mentionned analytes do not inter-
ere in the steady state current of ARN at these concentration levels.
t seems that CN− can bind to the central metal Fe(III) of hemin, and
hus, interferes in the determination of ARN.

.6. Stability of CPE/STH

The stability of the CPE/STH was determined with successive
RN additions equivalent to 0.15 �mol L−1 in the electrochemical
ell, recording the current (�I) associated with the analyte reduc-
ion by amperometric measurements in 0.1 mol L−1 phosphate
uffer solution (pH 7.0). After 80 measurements, no significant
hange in the response was observed for the modified electrode.

hen the modified electrode was stored in air at room temper-
ture no significant change in the response was observed, for at
east 1 month. The modified electrode presented a good repeatabil-
ty for ARN determination. The relative standard deviation (R.S.D.)

or 10 determinations of 0.15 �mol L−1 ARN was 4.1%. Additionally,

series of 10 sensors prepared in the same manner and tested
n phosphate buffer (pH 7.0) containing 0.15 �mol L−1 ARN gave
esponses with a relative standard deviation lower than 5.0%. These
xperiments indicate that hemin adsorbed onto ST matrix has good

C
t
i

0 (±0.050) 105 (±3)

0 (±0.010) 1.5 (±0.2)
9 (±0.030) 99 (±4)

tability and repeatability, probably associated with the ability of
he matrix to fix hemin by a strong adsorption.

.7. Application to samples

The modified electrode was applied for ARN determination
n three samples of the crude extract of A. vulgaris L. in tripli-
ate (Table 2). The samples presented values of 1.7 (±0.5) mg g−1,
.2 mg g−1 and 1.5 (±0.2) mg g−1 of ARN in dried plant, respectively.
he concentration of ARN was determined using the standard addi-
ion method. The results suggest that the method is very effective
or ARN determination in low levels.

For an additional check on the accuracy of the developed method
nd the matrix interferences, analytical recovery experiments were
erformed by adding known amounts of ARN in three samples
f the crude extract of A. vulgaris L. The percentage of recovery
as calculated by comparing the concentration obtained from the

amples with actual and added concentrations according to the
quation:

ecovery (%) = concentration found
concentration expected

× 100 (6)

he recovery values for the samples are listed in Table 2. It can
e clearly observed that the matrices did not influence the sensor
esponse.

. Conclusions

This work has demonstrated that ST has great potential to be
sed as a support for immobilizing hemin to develop new mod-

fied electrodes as well as to investigate the behaviour of the
RN electroreduction. This system is a feasible alternative for the
nalytical determination of ARN in crude extract of A. vulgaris
. The modified electrode exhibited high electrocatalytic activity
nd shifted the ARN reduction overpotential to much less nega-
ive values when compared to its reduction on the CPE/ST. Under
ptimized conditions, amperometry measurements in phosphate
uffer (pH 7.0) solutions yielded low detection limit and high sen-
itivity for ARN. The modified electrode showed good repeatability
R.S.D. = 4.1%) and stability for ARN sensing. These results suggest
hat the CPE/STH system can be used as an efficient catalyst for ARN
eduction in aqueous solutions, and, therefore, be used as a simple,
on-time-consuming method and, therefore, suitable for routine
ork and for in field experiments and to analysis of pharmaceutical
roducts.
The authors thank financial support from the FAPESP, FAPEAL,
NPq, CNPq/PADCT, CAPES, PROCAD/NF, BNB, RENORBIO and Insti-
uto do Milênio-Inovação em Fármacos/CNPq. PRL and JRMR are
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a b s t r a c t

Monofluorophosphate was found to be a specific substrate for alkaline phosphatase (EC 3.1.3.1) forming
novel biosensing schemes with potentiometric detection. Several utilities of this substrate/enzyme sys-
tem in analytical chemistry will be demonstrated. The system is useful for direct detection of enzymes
and substrates as well as for indirect determination of enzyme inhibitors and cofactors using common
potentiometric instrumentation. The analytical values of reported biosensing schemes are significantly
improved by their implementation into flow injection analysis. This paper presents recent developments
eywords:
ioanalysis
low injection analysis
otentiometry
lkaline phosphatase
nzyme assay
nhibitors

in this area and suggests important prospects for further investigations and applications.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Alkaline phosphatase (ALP, EC 3.1.3.1) is a nonspecific esterase
atalyzing the hydrolysis of various monoesters of phosphoric acid
ike monophosphates of sugars, alcohols, phenols, nucleotides and

any other organic compounds. According to the name, ALP is a
iocatalysts exhibiting the highest activity in weakly alkaline solu-
ions (pH range 8–10). Generally, in the course of the enzymatic
eaction P–O bonds are cleaved leading to the release of an alcohol
nd phosphoric acid:

OPO3
2− +H2O → ROH + HPO4

2−

At least three areas of modern analytical chemistry where ALP
etection is applied can be indicated. One area is clinical chemistry.
LP is one of the enzymes which activity is the most commonly
etermined in routine clinical analysis nowadays. Its blood serum
ctivity provides useful medical information in case of many disor-

ers, mainly liver and skeletal diseases [1]. Significant increase in
LP activity occurs with all forms of cholestasis, including obstruc-

ive jaundice. High enzyme activity is also observed during skeletal
isorders like Paget’s disease, osteomalacia, bone’s fractures and

∗ Corresponding author. Fax: +48 22 8225 996.
E-mail address: rkoncki@chem.uw.edu.pl (R. Koncki).
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ickets. Moreover, the determination of ALP serum activity is espe-
ially important for oncological patients, because its elevated level
s an indication for sarcoma and malignant tumors. Secondly, ALP is
requently used as an enzymatic label in different immunoassays.
he popularity of this marker is due to its relatively small molec-
lar size, high turnover rate, high stability, simplicity of isolation
nd low cost. Moreover, in this case the low substrate selectivity
f ALP is advantageous, because a variety of substrates implicate a
ariety of available detection methods. Therefore, a large number
f ALP conjugated immunoreagents is commercially available and
ifferent assays have been developed with the use of ALP-labeled
ompounds [2–12]. Owing to the same reasons, several genoas-
ays applying ALP as enzyme marker have been developed recently
13–16]. Finally, the application of ALP enables indirect determina-
ions of its cofactor [17–23] and inhibitors [24–29]. In contrast to
on-selective substrate biorecognition this kind of biodetection is
uite specific.

The recommended clinical method for ALP activity deter-
ination employs chromogenic p-nitrophenylphosphate [30,31].

he other spectrophotometric methods utilize substrates such as
henylphosphate or phenolophthalein phosphate [32]. ALP activity

an be also assayed with conventional spectrophotometric meth-
ds via the determination of released phosphates in the enzymatic
eaction that reduce phosphomolybdate to molybdenum blue [33].
iverse substrates have been found suitable for optical methods
ith phosphorescence [33], fluorescence [34,35] and chemilumi-
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escence [11,28,29] detection. The second large group consists of
mperometric methods developed for ALP determination. Among
he substrates used phosphates of phenol [2,12,36,37], naphthol
3,4], ferrocene [5,6], indol [8] and quinone [9] derivatives are
he most common. These esters after biocatalytic hydrolysis form
lectroactive products easily detected electrochemically. Potentio-
etric methods for ALP determination are not common. An original
ethod utilizes unusual ion-selective electrode sensitive to horde-

ine released from hordenine phosphate (substrate) in the course
f the enzymatic reaction [38]. Unfortunately, to apply this method
he mentioned substrate has to be synthesized according to a rather
aborious, multi-step protocol.

In this paper monofluorophosphate (MFP), an alternative sub-
trate for potentiometric determination of ALP enabling two differ-
nt detection methods is presented. Advantages of MFP/ALP system
nd its applications for various kinds of potentiometric biode-
ections are discussed in detail. Special emphasis is put on flow
njection analysis (FIA) employing this substrate/enzyme system.
inally, some directions for future investigations will be indicated.

. Coupling of MFP/ALP system with potentiometric
etection

The Achilles heel of methods developed for ALP detection is the
ubstrate. Unfortunately, the majority of compounds mentioned in
ection 1 are expensive (when commercially available), and rather
nstable (hygroscopic and easily hydrolysable). Exemplary prices
or the most common ALP substrates are listed in Table 1. MFP rec-
mmended in this contribution has none of these drawbacks. From
he analytical point of view it is important that MFP is commercially
vailable in crystalline, non-hygroscopic, stable form. It should be
mphasized, that in comparison with other ALP substrates MFP is
n extremely cheap reagent (Table 1).

MFP is commonly known as a caries-preservative additive
n dentifrices. Its decomposition is significantly accelerated by
MFPase” present in saliva and dental plaque and recognized as
LP [39,40]. Enzymatic degradation of MFP by ALP finds application

n FIA systems dedicated for toothpaste analysis based on spec-
rophotometric detection of released phosphate ions [41,42]. ALP-
atalyzed decomposition of this compound has also been investi-
ated as experimentally safe model of enzymatic degradation of
arin, a highly toxic organofluorophosphorus MFP analogue [43].

From chemical point of view MFP can be considered as the sim-
lest derivative of phosphoric acid containing a P–F bond. This
eans that in contrast to organic phosphoesters this compound
hould be classified as mixed anhydride. MFP undergoes the hydrol-
sis very slowly. However, in the presence of ALP the reaction is
ignificantly accelerated. Fig. 1 illustrates this enzymatic process.
otentiometric detection of fluoride ions using fluoride ion selec-

able 1
onventional substrates applied for ALP assays
prices from Sigma–Aldrich catalogue 2007)

ubstrate Detection method Price (D mol−1)

-Ascorbic acid phosphate Voltamperometry ∼3×103

-Nitrophenyl phosphate Spectrophotometry
(Vis)
Voltamperometry

∼20×103

-Naphtyl phosphate Spectrophotometry
(UV)
Voltamperometry

∼50×103

-Indoxyl phosphate Voltamperometry ∼80×103

-Lucyferin phosphate Chemiluminescence ∼15×106

luorescein diphosphate Fluorescence ∼40×106

onofluorophosphate (MFP) Potentiometry ∼15

i

3
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t
t

Fig. 1. Scheme of MFP hydrolysis catalyzed by ALP.

ive electrode (FISE) imposes itself. Such detector with crystalline
on-selective membrane made of lanthanum fluoride is known to
e robust, highly sensitive and selective as well as to have excellent
ynamics. Its operational conditions and analytical characteristics
re well-defined. Utilities of FIA based on this FISE coupled with
FP/ALP system, recently developed in our group [44,45], will be

iscussed in the next paragraphs of this paper. Obviously, other
inds of potentiometric as well as optic fluoride sensors should be
lso suitable for such applications.

Beside the assays with FISE, there is one more possibility of
otentiometric ALP activity detection. The hydrolysis of anhydrides

s accompanied with strong environment acidification. Products
f hydrolysis catalyzed by ALP have protolytic properties that can
ause a change in the pH of the reaction environment (Fig. 1).
otentially this change can be followed using any kind of pH-
ensor (potentiometric, as well as optical). It has been already
roved [46] in assay performed under stationary measurements
onditions, that MFP is a specific substrate enabling this kind of
etection. While comparing with other organic ALP substrates, in
he course of MFP hydrolysis, an additional proton responsible for
hanges in the pH of the reaction environment is generated (com-
are stoichiometry of reaction given in Section 1 with this shown

n Fig. 1). The products formed during the hydrolysis of MFP are
ihydrophosphate ions H2PO4

− (more acidic than HPO4
−), that

ause extraordinary environment acidification. The specificity of
FP among other ALP substrates should be stressed—only for this

ompound significant pH changes are observed [46]. This way,
he second specific opportunity of potentiometric detection for

FP/ALP system has been developed. Finally, it should be noticed
hat this sensing scheme could be also suitable for the development
f pH-ALP-biosensors [46,47]. The potentialities of such biosensor
n FIA will be discussed in the next section.

. FIA based on MFP/ALP system

The proposed MFP/ALP system could be easily adapted for ana-
ytical chemistry needs in several ways. Enzyme can be applied in
oluble as well as in immobilized forms as bioreactor or biosensor.
wo kinds of electrodes may be applied as separate detectors or
s internal sensors integrated with enzyme. Finally, these bioana-
ytical systems could be designed for direct detection of MFP and
LP as well as for indirect detection of ALP cofactor and inhibitors.
ome of these applications performed in FIA format are presented
elow.

.1. MFP detection
The detection of MFP is mainly wanted in the control of commer-
ial products for oral hygiene. Toothpastes with MFP contain also
he excess of free fluorides, so the application of FISE-based sys-
ems is difficult if these species are not separated before detection.
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robably due to this reason, the ALP-based FIA system developed
y Tzanavaras and Themelis [41,42] is based on optical detection of
hosphates formed in the course of enzymatic conversion of MFP.
or such kind of samples pH-enzyme-based detection seems to be
ore promising as it is free from mentioned interferences. pH-

ensors are insensitive to fluoride ions until they did not change
hotolytic equilibria. Only recently a polymeric membrane pH-
lectrode modified with covalently bound monomolecular layer of
LP has been developed [46,47]. This MFP-biosensor incorporated

nto simple single-channel FIA setup enables selective detection
f this substrate in the millimolar concentration range [47]. The
ain drawback of this biosensor, common for all kind of pH-based

nzyme electrodes, is its cross-sensitivity to pH and buffer capacity
f samples. However, in case of toothpaste analysis this drawback
ould be easily overcome because MFP detection can be performed
n saline extracts from pastes having low and well-defined buffer
apacity.

.2. ALP activity detection

In principles, enzyme activity measurements have a kinetic
haracter. According to Michaelis-Menten theory the amount of flu-
ride ions generated in any time in the course of MFP hydrolysis is
irectly proportional to ALP activity. This way, the measurement of
uoride ions released from MFP using FISE provides a direct poten-
iometric method for ALP detection. The utility of LaF3-crystalline

embrane FISE has been presented in the analytical literature
48,49]. The reported results obtained with serum standards were
romising, although the measurements were not performed under
ptimal conditions. For example, the choice of pH for such assays
as a compromise between optimal pH for the enzyme and sensor.
oreover, the analytical procedures, including the conditioning of

ISE in substrate solution between consecutive sample analyses,
ere rather long.

Beside obvious advantages accruing from the implementation
f this analytical procedure into the FIA format, such as its automa-
ion and minimization of operations with potentially infectious
amples, many others should be pointed out too. Firstly, the FIA
ystem ensures stable conditions for FISE operation like constant
ow rate and ionic composition of analyzed solutions. Due to
xtremely low cost, MFP can be permanently present at FISE as
component of the carrier stream. Commercially available MFP

eagents contain about 1% of free fluoride ions, what is of con-
iderable importance for the proposed detection scheme. On one
and this fluoride ions content limits the possibility to obtain
useful signal, since the total conversion of MFP into hydrol-

sis products can cause a change in free fluoride concentration
f only two orders of magnitude. Thus the observed maximal
hange in FISE potential can be 120 mV. On the other hand, free
uoride ions continuously present in the system stabilize the elec-
rode potential and ensure its short return time to baseline. These
haracteristics are especially important when FISE is applied as a
etector in FIA. Moreover, in contrast to batch measurements, con-
itions of enzyme reaction and detector operation can be optimized

ndependently, as in FIA manifold shown in Fig. 2A, where these
rocesses are separated. In this three-channel FIA system, sam-
les are injected into carrier solution containing MFP in weakly
lkaline buffer. Enzymatic reaction takes place in the reaction coil
t pH of 9 optimal for enzyme. The stream is acidified before it
eaches the detector by merging with an acid stream to obtain

H of 5, which is optimal for FISE operation. Finally, enzyme reac-
ions conditions, crucial for the accuracy of the assay, like time and
ransport parameters, are strictly defined by flow rate and reaction
oil length. Typical FIAgram showing the detection of ALP activ-
ty is in Fig. 2A. Peaks are recorded in relatively short time with

3

t
o

a 77 (2008) 507–513 509

xcellent reproducibility caused by highly reproducible FIA condi-
ions.

The FIA system presented was calibrated with control sera hav-
ng defined physiological and pathological ALP activity levels as

ell as with intermediate activities and applied for real human
erum samples analysis [45]. The correlation between results
btained for samples with physiological and a little exceeded ALP
ctivities was satisfactory. However, for pathological samples with
ery high enzyme activity results were lowered. The reason for
hese errors is assumed to be the non-linear characteristic of FISE
esponse (logarithmic, accordingly to Nernst equation) as well as
he depletion of MFP in the reaction segment. The system was
ptimized for standards with activities from 30 to 400 U L−1. How-
ver, strongly pathological samples (from oncological patients) can
xhibit higher activities (even to 2000 U L−1). Therefore, without
odification of the FIA manifold, it is possible only to recognize

he pathology of sample, but quantitative ALP determination is
ather inaccurate. To increase the precision of assay (to perform
eterminations within the linear range of FISE response), samples
ith extremely high ALP activity were diluted similarly as sam-
les are pretreated when routine clinical methods are applied. As
xpected, the accuracy of such determinations was significantly
mproved.

Moreover, it was found that after proper sample pretreatment
elective determination of dominant isoenzymatic ALP forms is also
ossible. Sometimes the activity of ALP in serum can be unequiv-
cally assigned to a particular pathological complex, while the
nzyme sources are different organs of human body. Dominant iso-
orms are so-called bone and liver ALP, both coded by this same
ene. The only difference is the glycosyl part of biomolecule formed
fter translation stage and therefore discrimination between their
ctivities is troublesome. Nevertheless, the mentioned differences
n structure result in diversified resistance for thermal denatu-
ation. Skeletal fraction is more heat-sensitive. Thanks to this,
f a serum sample is thermally pretreated before analysis the
esult of determination concerns only the activity of more heat-
esistant liver fraction. The activity of bone fraction is calculated
s a difference in ALP activity for incubated serum sample and
ample analyzed without incubation (in that case the sum of both
soforms—total ALP activity is determined). Details on the reported
IA system and results while applied to clinical analysis have been
ublished only recently [45].

The assays of ALP activity are also possible using MFP as sub-
trate and pH-electrode as a detector. As shown previously [46],
hanges of electrode potential are proportional to enzyme activity
ithin the range of near two orders of magnitude and the detection

imit is lower than physiological ALP activity in blood serum. How-
ver, such analytical characteristics of this biosensing scheme are
ossible under strictly defined conditions (sample with constant
nd low buffer capacity). The signal generated in discussed sens-
ng scheme can be considered as the effect of acidimetric titration
f sample with a titrant generated in the course of the enzymatic
rocess. The rate of titrant generation is proportional to ALP activ-

ty. Thus, the method is not applicable for serum analysis, since
hese samples are known to have high and variable buffer capacity.
ue to mentioned reasons, pH-based sensing found applications

n analytical systems where the detection step is performed under
ell-defined conditions without contact with sample. Examples of

uch approach will be demonstrated in sections below.
.3. ALP inhibitor detection

Methods developed for ALP detection can be easily adapted for
he detection of enzyme inhibitors. These determination meth-
ds stand a chance to be relatively sensitive due to enzymatic
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ig. 2. FIA manifold for potentiometric detection of ALP activity (A) and ALP inhibitor
alibration graphs (insets) are given below.

mplification of signal and selective depending on the nature of
nzyme-inhibitor interactions as well as on conditions in which
nhibition process is performed. It is known from the analytical

iterature that ALP (even if very stable) is sensitive for inhibitive
ction of compounds such as some pesticides [24–26] and selected
eavy metal ions [26–29]. Therefore, these substances can be con-
idered as target analytes detected using the MFP/ALP biosensing
ystem. It is worth to pay attention for economical aspect of such

h
r

c
m

ith fluoride ion selective electrode as detector. Typical FIAgrams and corresponding

nalyses. Besides cheap substrate, second utilized substance is ALP
hat is one of the cheapest biocatalysts, available in the form of sta-
le enzymatic preparates with high specific activity. On the other

and, in case of inhibitive detections the lowest detection limits are
eached when low enzyme activities are utilized.

In the course of preliminary investigations the inhibition pro-
esses were performed outside the FIA system (off-line) whereas
easurements of residue ALP activity were performed in FIA sys-
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em with LaF3-based FISE detector [44]. Manifold the same as
escribed in section about direct detection of enzyme activity was
tilized (Fig. 2A). As mentioned, inhibition process was performed
utside the FIA system expecting that in fixed conditions inhibition
ate is dependent mainly on: kind of inhibitor, its concentration
nd inhibition time. Effects from several cations were investigated
nd results obtained allow to distinguish (i) metal ions inhibit-
ng ALP strongly and fast like beryllium, (ii) metal ions exhibiting
trong but slow inhibition of ALP like copper and mercury, and (iii)
nally a large group of ions that do not have any inhibitive effect on
he enzyme. It was also found that nitric acid solutions, in which
ome metal ion standards were prepared, slowly deactivate ALP as
ell.

For further investigations the FIA manifold was modified to
nable inhibition on-line. In the extended manifold the enzyme
nd the inhibitor solutions were introduced to the system using
wo independent injection valves working synchronously (Fig. 2B).
he distances between valves as well as the lengths of lines were
atched to ensure that after solution mixing, the segment of

nzyme with inhibitor was surrounded by the excess of inhibitor.
he system in that form utilizes the main advantages of flow tech-
iques, enables to eliminate pre-analytical manual inhibition step
nd to shorten the time of analytical procedure as processes of inhi-
ition and enzymatic reaction are performed on-line. Additionally,
odified flow system gives possibility to define strict conditions

nder which the process is performed (inhibition time and trans-
ort conditions). Nevertheless, the most important and expected
dvantage of this system was the elimination of effects from weaker
nd slower inhibitors (time discrimination method). The mani-
old was configured to perform inhibition process in FIA system in

uch shorter time (few minutes only) and in the presence of buffer
nd substrate. As was expected under such conditions only potent
nhibitors can cause a change of the analytical signal. As shown
n Fig. 2B, the developed system enables selective and relatively
ast (6–8 samples per hour) determination of beryllium ions at
pb concentration levels. This very low detection limit, uncommon
or potentiometric detection under non-stationary measurement
onditions, is worth emphasizing. Similarly strong inhibition was
bserved only for vanadate, tungstate and arsenate. Due to the
pplied kinetic discrimination approach, no effects from heavy
etal cations, carbamates, phosphoorganic compounds and sam-

le acidity were observed. Details on the indirect determination
f inhibitors using MFP/ALP/FISE system under flow conditions are
iven elsewhere [44].

In case of inhibitive detection, the MFP/ALP sensing scheme with
H detection seems to be effective because the analyte (inhibitor)
ecognition step could be separated from the detection step. Thus,
he signal could be measured after the inhibition, in the absence
f sample, under conditions optimal for pH-based biosensing of
esidual ALP activity. The enzyme could be applied in free or
mmobilized form as well as a part of a biosensor. The biosen-
or mentioned in Section 3.1 was tested according to a two-step
rocedure in a simple single channel FIA system [47]. Samples of

nhibitor (beryllium was applied as a model ALP inhibitor) and sub-
trate were injected by turn. Conditions of inhibition were defined
y the flow rate and volume of injected samples. Differences in
eak heights for MFP before and after inhibition were treated
s inhibitor-dependent signal. Surprisingly, inhibitive effects from
eryllium and vanadate were not observed. This result can be
xplained in terms of the high durability of the enzyme layer

ormed by covalent immobilization. This means that the proposed
nhibitive biosensing should be realized using biosensors with

eakly immobilized ALP. In our opinion, for such applications
iosensors with physically immobilized enzyme could be effective.
specially promising seem to be disposable biosensors similar to

o
(
s
e
w
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hose for urease-inhibitor detection fabricated by means of screen-
rinting technology [50,51]. Due to the extremely low cost and high
eproducibility these pH-based biosensors can be applied as single-
se devices, until effective methods for their regeneration have
een developed. On the other hand such strip bioelectrochemical
ells are easily implemented into FIA manifold [50]. For the present,
he development of FIA systems based on such biosensors dedi-
ated to ALP-based inhibitive detection requires further investiga-
ions.

.4. ALP cofactor detection

This kind of analysis is concerned only for complex enzymes
hich consist of two parts, the protein part called apoenzyme

nd the non-protein element, i.e. the coenzyme. ALP with zinc
ons playing the cofactor role, became a versatile enzyme for
uch assays. The concept of cofactor recognition using apoALP
as developed nearly 40 years ago [17]. Unfortunately, to obtain

he apoenzyme is the most strenuous, time-consuming and labo-
ious step, which is realized for instance by the dialysis of
nzyme in appropriate chelator solution for several hours. Despite
his drawback, detailed studies on the use of soluble apoen-
yme for cofactor determination are continued [18–20]. Satoh
21–23] developed another approach based on the use of immo-
ilized ALP. In this case processes of apoALP generation and
egeneration after cofactor recognition were significantly faster
nabling reversible and reproducible operation. Two biodevices
ave been developed, a flow-through apoenzyme thermistor
21] and an amperometric bi-enzyme biosensor containing ALP
nd ascorbate oxidase [22,23]. As ALP substrates p-nitrophenyl
hosphate and ascorbate phosphate have been applied. The
FP/ALP system forms several opportunities for the development

f apoenzyme-based sensing scheme with potentiometric detec-
ion performed in FIA format. To the best of our knowledge,
p to now FISE has not been utilized in such assays. However,
entioned above pH-based MFP biosensor has been successfully

pplied.
Generally, coenzyme determination is put into practice by carry-

ng out the following steps of analytical procedure. At the beginning
he fully active enzyme needs to be converted into an apoenzyme,
hat means that the cofactor needs to be removed from the active

ite of an enzyme. This first step of analytical procedure is reached
y the incubation of the biosensor with an appropriate chelator
olution. If the cofactor is absent, resulted apoenzyme activity is
egligibly low, or not observed at all. In a second step the cofactor
present in the sample) is added, thus the enzyme is reactivated
nd the catalytic activity reappears. The recovered enzyme activ-
ty is proportional to the cofactor concentration. All listed stages
re divided by washing steps. This analytical procedure even if
omplicated and laborious seems to be easy to perform under FIA
onditions. The general scheme of such multistep procedure is illus-
rated in Fig. 3.

The developed biosensor working under FIA conditions can be
asily applied for ALP inhibitors detection, due to the advantages of
he utilized enzyme immobilization method. ALP is strongly, cova-
ently immobilized in the form of extremely thin (monomolecular)
ayer, that is easily penetrated (no transport limitations through
rotective membranes or matrix material used for immobiliza-
ion do appear). Therefore the apoenzyme generation should be
elatively fast and repeatable. The performing of each single step

f analytical procedure is very easy in FIA system. All reagents
chelator, cofactor/analyte and substrate) were injected into very
imple single channel FIA system through the same valve. The most
ffective chelator, that converts immobilized ALP into its apoform,
as found to be cysteine. The separation of molecular recogni-
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Fig. 3. Biosensing scheme for cofactor biodetection using pH-based ap

ion step (Zn2+ binding by immobilized apoALP) from the step of
ecovered activity detection (signal for MFP) allows eliminating the
ain disadvantage of pH-based biosensors. Results of preliminary

nvestigations proved that with the developed biosystem, selective
etection of zinc ions is possible without influence of the sample
omposition. Even a non-optimized FIA system enables selective
otentiometric determination of zinc ions in the micromolar con-
entration range. Details on this bioanalytical system have been
ublished only recently [47].

. Conclusions and prospects

The main goal of this paper was to show that MFP as a spe-
ific ALP substrate enables various potentiometric biodetection
chemes using this enzyme. The MFP advantages are worth to
mphasize once again. This compound is chemically stable, non-
ygroscopic and commercially available in crystalline form. In
ontrast to other organic monophosphates, applied as substrates
or ALP, MFP is extremely cheap. Products of MFP hydrolysis allow

easurements using both pH and fluoride ion-selective electrodes
s detectors. The pros and cons of the two different biodetec-
ion systems MFP/ALP/FISE and MFP/ALP/pH are demonstrated.
oth systems can be successfully performed under FIA conditions
xploiting the advantages of this technique. As it was demon-
trated, adequate designing of FIA system allows determination
f all players involved in MFP/ALP system, i.e. detection of sub-
trate, enzyme, inhibitor and cofactor. All presented FIA systems
re based on common potentiometric instrumentation and simple
ensors.
It should be stressed that the detection schemes presented can
e further developed by respective rearrangements of reported FIA
ystems. For example, simple introduction of stop-flow steps into
eported FIA procedures should cause a significant increase in sen-
itivity and an improvement of detection limits. Moreover, these

a
i
c
o
p

yme electrode in FIA system. Detailed description is given in the text.

etection schemes could be coupled with advanced FIA systems
esigned to automate some pre-detection steps of analytical pro-
edure, for example the separation of isoforms of detected enzyme,
n similar way as it was only recently shown by Hartwell et al. [52].

Other prospects for further studies are connected with several
FP-based biosensing schemes not investigated till now. It is worth

o notice that all presented systems could be developed using opti-
al sensors for fluoride and pH, which are simple to implement into
IA manifolds also. Moreover, alternative potentiometric fluoride
ensors like polymeric membrane electrodes only recently devel-
ped and applied for enzyme based FIA by Gorski et al. [53] could
e applied for such applications. Similarly promising seems to be
H-based biosensors for inhibitive detection as well as apoenzyme-
ased biosensing systems with FISE as separate or internal detector.
nother field of investigation important in clinical analysis is the
etection of acid phosphatase activity, since it was found that MFP

s decomposed by this enzyme in the same way as in case of ALP
49].

Finally, it is worth to pay attention to one additional emerg-
ng bioanalytical aspect. As it was mentioned in Section 1,
LP is one of the most commonly used labels in bioanalyti-
al methods based on bioaffinity (immunoassays [2–12,54] and
enosensors [13–16]). Such molecular recognition is especially
ttractive due to high specificity and very wide spectrum of avail-
ble analytes important in clinical and environmental analysis.
he main problem is to follow the proceeding of such processes.
LP activity detection schemes shown in this review could be
seful for these biomolecular recognition assays. The use of pro-
osed substrate and detectors could significantly reduce costs

nd simplify such bioanalysis, whereas performing measurements
n FIA format would additionally automate such multistep pro-
edures. The prospect of future investigation on applications
f MFP/ALP system coupled with FIA seems to be the most
romising.
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a b s t r a c t

A novel flow-injection assay of the pathogenic enterobacteria using novel lectin-based quartz crystal
microbalance (QCM) biosensor has been proposed. The biosensing part of the analytical device contained
the lectins – Concanavalin A, lectins from Ulex europeus, Maackia amurensis, Lens culinaris, wheat germ
agglutinin – immobilized on the gold surface of quartz crystal electrode which served as a transducer. The
immobilization of lectins was carried out using amine coupling on the surface of the crystal modified with
mmobilized lectins
athogenic bacteria
ampylobacter jejuni
elicobacter pylori

11-mercaproundecanoic acid. The biosensor makes it possible to identify the presence of different bacterial
using the lectins immobilized on the surface of QCM crystal which bind specifically to the certain oligosac-
charides present on the cell wall of the bacteria injected. The working conditions of the biosensor – pH of
buffer solutions, concentration of the immobilized lectins, dilution of the bacterial cells, regeneration solu-
tion and flow rate – were optimized. The use of solution of glycine (pH 2.5) makes it possible to remove the
formed complex from the crystal surface to make it reusable and ready for the next experiment. The pro-
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. Introduction

The rapid and precise recognition of pathogenic enterobacte-
ia, such as Campylobacter jejuni, Helicobacter pylori, as the most
ommonly reported bacterial cause of foodborne infection agents
nd gastrointestinal infections [1,2] has stimulated the great inter-
sts in clinical medicine and food quality control. C. jejuni produces
n inflammatory, sometimes bloody, diarrhea, periodontitis [3]
r dysentery syndrome, mostly including cramps, fever and pain.
nfection with H. pylori is associated with a number of pathologies,
ncluding chronic gastritis, peptic ulcer disease, duodenitis, gastric
denocarcinoma [4]. However, in many cases it is difficult to dis-
over any symptoms of disease [1]. That is why the development of
he modern rapid sensitive techniques for the identification of these

icroorganisms is actual. There are great varieties of serotypes
f these bacteria, so another important requirement for the novel
ethods for their indicating is high selectivity that makes it possi-
le to distinguish different bacterial strains.
Lectins are plant or animal proteins or glycoproteins of nonim-

une origin with binding specificity for carbohydrates [5–8]. Inter-
ction between lectins and surface structure of bacteria results in

∗ Corresponding author. Tel.: +46 46 22 28257; fax: +46 46 22 24611.
E-mail address: Bengt.Danielsson@tbiokem.lu.se (B. Danielsson).
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oi:10.1016/j.talanta.2008.03.033
103 cells. The flow-injection assay of the bacterial cells takes about 30 min.
Crown Copyright © 2008 Published by Elsevier B.V. All rights reserved.

pecific cell agglutination [9] can be used for species identification
10]. Wong et al. described the specific interaction of C. jejuni using
ectins as markers for strain differentiation [11,12]. Series of inves-
igations are devoted to the H. pylori isolates identification using
ectin typing system in a microtiter plate assay [13–15]. Described
pproaches are qualitative and based on the visual effect of the
gglutination taking place due to the interaction between microor-
anisms and lectins. However, even several hundreds cells of these
acteria can be dangerous, so the development of modern sensi-
ive techniques which can be easily automated is greatly important.
ne of those techniques which becomes more popular in biologi-
al measurements is quartz crystal microbalance (QCM) based on
he changes in the resonant frequency of a quartz crystal which are
elated to the mass accumulated on it [16]. The main advantages
f the application of QCM in assay odd biosamples are its ability to
easure changes of very small masses and to monitor mass depo-

ition in real time without using any labeling (enzyme, radioactive,
tc.). The possibility to perform the QCM assay in flow-injection
ode makes the method more attractive for rapid identification

f the biological analytes. Combining bacteria and lectin recogni-
ion events with an appropriate QCM transducer can yield sensor

evices highly suitable for the rapid, direct on-line screening and
etection of the microorganisms in food, water and clinical and
iodefense areas. Shen et al. presented the highly sensitive QCM
iosensor exploited the lectin-bacterial O-antigen recognition for
etection of Escherichia coli [17]. The working principle of biosen-

ghts reserved.
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of the main following parts: peristaltic pump, injection valve, sen-
Fig. 1. Flow-through QC

or is based on the resonant frequency changing due to the binding
f the bacterial lipopolysaccharides to the lectin attached to the
urface of quartz crystal modifies with mannose SAM.

However, literature searching showed that there is no lectin-
ased QCM biosensor for the identification of the C. jejuni and H.
ylori. In this work at first time we present fast, sensitive and selec-
ive flow-injection assay of these enterobacteria using novel quartz
rystal microbalance lectin-based biosensor.

. Experimental

.1. Reagents

11-Mercaptoundecanoic acid, N-hydroxisuccinimide (NHS),
-ethyl-3-[3-dimethylaminopropyl]carbodiimide hydrochloride
EDC), analytical grade were purchased from Sigma (Sweden). 1 M
thanolamine–HCl (pH 8.5), 10 mM glycine (pH 2.5) was supplied
rom BIAcore (Sweden). 10 mM phosphate buffered saline (PBS) pH
.4 was prepared from the chemicals of analytical grade (Merck,
ermany).

.2. Lectins

The following freeze-dried native lectins: Concanavalin A

ConA), Ulex europeus (UEA), Maackia amurensis (MAL), Lens culi-
aris (LCA), Triticum vulgaris (WGA) were purchased from Sigma
Sweden) and Vector Laboratories (Burlingame, CA). Lectins were
issolved in 10 mM PBS, containing 1 mM Ca2+, 1 mM Mn2+, at con-
entrations 0.1 mg/ml.

s
w
v

1

Fig. 2. Amine coupling procedure for immobilizatio
tem integrated with PC.

.3. Bacterial strains

Strains of C. jejuni, H. pylori and E. coli were kindly provided
y Prof. Anthony P. Moran (Department of Microbiology, National
niversity of Ireland) and Prof. Torkel Wadström (Department of

nfectious Diseases and Medical Microbiology, Lund University,
weden).

Harvested bacterial biomass was prepared as described by
ynes et al. [15]. Briefly, bacteria were harvested in 10 ml of 0.1 M
hosphate-buffered saline (PBS), pH 7.2, and washed once in PBS.
tored samples were washed once in PBS, resuspended in 5 ml of
BS (pH 4), and incubated for 30 min at room temperature to induce
entle lysis of the cells. The suspensions were heated at 100 ◦C for
min then centrifuged (5000× g, 15 min). The resultant pellet of
ell debris was resuspended in PBS to an optical density of 0.9 at
550 or McFarland standard 4 before lectin typing. Also, representa-

ive strains were tested in lectin agglutination assays as untreated
hole-cell samples suspended in PBS (A550 = 0.9).

.4. Quartz crystal microbalance (QCM)

To carry out the measurements, Attana 100 flow-injection
evice (Attana, Sweden) was used. The Attana 100 system contains
or unit, sensor chip (Fig. 1). The changes in frequency of the QCM
ere monitored using an impedance analyzer (Aglient 53131A, Uni-

ersal Counter) controlled by PC.
A nonpolished gold quartz crystal (with oscillation frequency

0 MHz) (International Crystal Manufacturing Co. Inc.) was used.

n of lectins onto the thiolizad golden surface.
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flow prevents the rapidity if the assay.

The biosensor makes it possible to identify the bacteria presence
70 G. Safina et al. / Tal

.5. Biosensor preparation

In order to make a biosensing part of the sensor immobilization
f the lectin onto the working surface of quartz crystal coated with
old has been carried out. The immobilization was performed using
mine coupling procedure.

Briefly, the biosensor preparation includes several steps:

1) Cleaning of the working surface of the crystal;
2) Thiolization of the gold surface with 11-mercaptoundecaoic

acid carried out off-line;
3) Modification of the surface with EDC/NHS;
4) Immobilization of lectins;
5) Blocking of the excess of reactive groups with ethanola-

mine–HCl.

Schematically the principle of amine coupling procedure is
hown in Fig. 2.

Firstly, the crystal was treated in the boiling mixture of 35% of
mmonia, 33% of hydrogen peroxide and deionized (Milli-Q) water
Millipore, 18.2 M� cm) in ratio 1:1:5 for 10 min to obtain the clean
orking surface.

Then the crystal was rinsed 3 times with double distilled water
nd ethanol and immediately immersed to the alcohol solution
f 11-mercaptoundecanoic acid (1 mM). The crystal was kept in
ark place at room temperature for at least 24 h to obtain the thiol
AM on the gold surface. Afterwards the crystal was sonicated in
thanol to remove unattached thiols, rinsed 3 times with ethanol
nd water, dried on the stream of nitrogen and mounted in the QCM
evice.

As it is shown in Fig. 3 the oscillation frequency of the quartz
rystal after thiolization is decreased comparing with the frequency
f the same crystal non-modified with 11-mercatoundecanoic acid
hich can be a confirmation of the thiolization process taken place.

All the following steps of biosensor preparation were performed
n-line mode. The mixture aqueous solutions of 0.4 M EDC and
.1 M NHS in ratio 1:1 was injected to activate the obtained car-
oxylic groups onto the surface of crystal. The flow rate 15 �l/min
as applied. After that the lectin dissolved in 0.01 M PBS (pH 7.4,
mM Ca2+, Mn2+), which was also a running buffer, was injected
t flow rate 15 �l/min. The presence of metal ions is essential for
he binding activity of lectins [18]. The sensogram presenting the
mmobilization of lectin on the crystal surface is shown in Fig. 4.

As it can be observed from the sensogram, the injection of lectin
eads to the decreasing of the frequency of the crystal that means
he binding of protein to the surface modified with EDC/NHS. The

ectin solution was injected until the frequency stopped to change.
fter that the excess of reactive sites on the surface of crystal was
locked by injection of 1 M ethanolamine–HCl (pH 8.5).

The prepared biosensors were stored in buffer solution at 4 ◦C.

ig. 3. Frequency of oscillation of the quartz crystal coated with gold before and
fter thiolization.

u
b

F
a

ig. 4. Immobilization of the lectin on the surface of QCM crystal using amine
oupling procedure.

. Results and discussion

In this work the biointeractions between the immobilized
ectins and the cells of various bacteria have been investigated.
ectins have been used to identify and distinguish microorgan-
sms based on different sugar components on their cell wall. The
ollowing microorganisms–7 species of C. jejuni, 3 species of H.
ylori, type of E. coli, and lectins–Concanavalin A (ConA), Lens culi-
aris (LCA), Maackia amurensis (MAL), Triticum vulgaris (wheat germ
gglutinin, WGA), Ulex europeus (UEA)–were exploited. The lectins
ere selected by their specific glycan binding properties, i.e., ConA

nd LCA are specific to �-mannose and �-glucose, MAL and WGA-
-N-acetylglucosamine and sialic acid, UEA is able to bind fucose
pecifically.

In order to perform the experiment 50 �l of the sample suspen-
ion in dilution 1:50 (which is corresponded to 2×104 bacterial
ells) was injected and the decreasing of the oscillation frequency of
he crystal was observed. It takes place due to the increasing of the

ass of the crystal because of the formation of the [lectin–sugar]
omplex on the surface of lectin-based biosensor.

The investigations of dependence of the analytical signal of the
iosensor from the flow rate showed that the optimal flow rate

s 40 �l/min (Fig. 5). If the higher flow rate is applied the time for
ormation of complex [lectin–oligosaccharide] is not enough, lower
sing the lectins immobilized on the surface of QCM crystal, which
ind specifically to the certain lipopolysaccharides presenting on

ig. 5. Dependence of the response of the biosensor from flow rate (ligand–ConA,
nalyte–HS:3).
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Table 1
Lectin glycan binding specificity

Lectin Name Source MW Affinity

Con A Concanavalin A Canavalia ensiformis 102,000 Branched �-mannosidic structures;
high-mannose type, hybrid type and
biantennary complex type N-Glycans
(mannose binding lectin)

LCA Lentil lectin Lens culinaris 48,000 Fucosylated core region of bi- and triantennary
complex type N-Glycans (mannose binding
lectin)

WGA Wheat germ agglutinin Triticum vulgaris 34,000 GlcNAc�1-4GlcNAc�1-4GlcNAc, Neu5Ac (sialic
acid)

MAL Maackia amurensis lectin Maackia amurensis 140,000 Neu5Ac/Gc�2-3Gal�1-4GlcNAc�1-R (sialic
acid binding lectin)

UEA Ulex europaeus agglutinin Ulex europaeus 170,000 Fuc�1-2Gal-R (fucose binding lectin)

Fig. 6. The affinity interaction between the lectins immobilized on the surface of QCM chip as ligands and different bacteria as analytes.

Fig. 7. Response of flow-injection lectin-based QCM biosensor. Injection of bacterial
cells with following regeneration of the working surface of chip with 10 mM HCl,
1
o

F
s

t

T
T

I

F

‘

0 mM Gly pH 2.5 (measurements are triplicated). (Flow rate is 40 �l/min; dilution
f the bacterial sample–1:50; injected volume–50 �l.)

u

o
d
o

able 2
he analytical responses of interaction between lectins and bacteria obtained using quart

mmobilized lectin Microorganism

C. jejuni (1:50)

HS:3 HS:4 HS:6 HS:6 or NCTC 81114 HS:10

requency shift (�f), Hz
Con A 60 46 40 * 37
LCA – – 12 0 9
MAL * 100 26 25 38
WGA 0 32 23 16 –
UEA 0 * * * *

–’ Sample has not been tested.
* Non-specific binding.
ig. 8. Non-specific binding of bacterial cells (C. jejuni, O:19) with UEA (quick dis-
ociation without using the regeneration solution).

he cell wall of the bacteria injected. Some properties of lectins

sed presented in Table 1.

Lectin typing system makes possible to identify/distinguish not
nly the different kinds of microorganisms but even shows the great
iversity between the isolates. Different microbial cells of all strains
f C. jejuni and H. pylori investigated showed different binding to

z crystal microbalance technique (10 mM PBS pH 7.4, 1 mM Ca2+, 1 mM Mn2+)

H. pylori (1:50)

HS:41 or 370.95 O:19 or ATCC 43446 33 52 74

30 70 0 26 0
– 17.5 – – –

33 48 0 0 0
12 – 3 – *

* 37 * 20 0
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[14] M.M. Khin, J.S. Hua, H.C. Ng, T. Wadström, B. Ho, World J. Gastroenterol. 6 (2000)
Fig. 9. Calibration curve for the detection of C. jejuni HS:3 using the ConA-b

he tested lectins (Fig. 6). Among the 5 lectins ConA demonstrated
he broad range of specificity to the bacterial cells analyzed. Strong
inding (affinity) on Concanavalin A to almost all the strains of C.

ejuni can be observed from the big changes of the resonant fre-
uency of biosensor. Lectin from Ulex europeus (UEA), vice versa,
howed very limited specificity. As our investigations established
t is enable to bind only 1 strain of H. pylori and C. jejuni (Table 2).
he following injection of regeneration solution makes it possible
o remove the formed complex from the crystal surface to make it
eusable and ready for the next experiment (Fig. 7). The regener-
tion solution should satisfy to main requirements: it should be
trong enough to remove all the attached analyte and it should
ot damage the immobilized ligand. The choice of the regenera-
ion solution is based on the affinity between lectins and sugars
n the bacterial surface and strength of the biocomplex. We tested
ifferent regeneration solutions:

1) 10 mM glycine (Gly), pH 2.5
2) 10 mM HCl
3) 150 mM NaCl

he experiments have shown that Gly (pH 2.5) was the optimal
egeneration solution to remove the bacterial cells from the QCM
hip surface completely without destroying the lectins.

Sometimes the injection of the bacterial cells tested entailed the
ast decreasing of the oscillation of the crystal with following spon-
aneous increasing without using any regeneration solution. That
robably means the non-specific weak binding the cells with the

mmobilized lectins with further quick dissociation of the complex
Fig. 8).

The proposed lectin-based quartz crystal microbalance sen-
or makes it possible to carry out not only the qualitative
etection/identification of the pathogenic bacteria in the sam-
le analyzed but to perform the quantitative assay. Fig. 9 shows
hat ConA-based QCM biosensor is enable to determine the C.
ejuni strain HS:3 in the range 103–105 cells. The linear interval
s 103–2×104 bacterial cells. The duration of the assay is 30 min
ncluding the regeneration step.
. Conclusion

A flow-injection assay for the detection and identification of the
athogenic bacteria strains using lectin-based QCM biosensor has

[
[
[
[

QCM biosensor. (The linear range is shown on the graph on the right side.)

een proposed. The affinity between the immobilized lectins and
acterial cells injected has been studied. Importantly, the present

ectin typing system makes it possible to identify even the different
solates. The developed lectin-based biosensor is able to carry out
ot only exposure of the pathogens but also perform the rapid and
ensitive quantitative assay. Simple procedure of the regeneration
f the biosensor surface with 10 mM glycine (pH 2.5) makes it pos-
ible to use the same sensor several times without losing the lectins
ctivity.

The proposed lectin-based QCM biosensor is able to carry out
he direct sensitive and rapid label-free assay identification of the
athogenic bacteria H. pylori, C. jejuni, that can be proposed as
promising alternative to the traditional bacteriological analysis

or clinical diagnostics of the infectious diseases and food quality
ontrol.
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The application of the easily available and inexpensive chromatographic matrix hydroxyapatite for
reusable and reversible immobilization of enzymes for enzyme thermistor-based flow injection analy-
sis of glucose and urea was tested. The immobilization was achieved by simple affinity adsorption of
glucose oxidase and urease by a suitable pH-induced alteration of the protein charge. A linear detection
range of 0.05–8.0 mM was observed for glucose estimation depending on the sensitivity and sample loop
parameters with a detection limit of 0.05 mM. A broad detection range of 0.5–50 mM was observed for
ydroxapatite
nzyme thermistor
low-injection analysis
lucose biosensor

mmobilization

urea using the flow injection calorimetric biosensor. Some real samples like commercial soft drink, syrups,
honey and serum samples were analyzed. The novelty of the described work is the rapid set up of glucose
analysis using hydroxyapatite as a reusable immobilization support in a flow injection thermal biosensor
without any need for covalent immobilization or chemical cross-linking. The property of hydroxyapatite
to adsorb and desorb proteins as a function of the buffer pH and ionic strength makes in situ enzyme
reloading or exchange possible. The standard curves were obtained within few hours with a high degree

enzy
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of reproducibility and the

. Introduction

Hydroxyapatite (HA) has been used in adsorption chromatog-
aphy for many years. There are customized methods to exploit
ts unique characteristics. The elution of proteins adsorbed on
ydroxyapatite, a microcrystalline precipitate of calcium phos-
hate Ca5(PO4)3OH is usually achieved by ascending gradient of
hosphate [1–4,7,9]. Hydroxyapatite chromatography has been
sed for the purification and separation of acidic, neutral and basic
ntibodies [5,7–9]. Protein samples are normally loaded in low ionic
trength buffer at higher loading concentrations of protein [2,3].
asic proteins bind to hydroxyapatite strongly at lower pH due
o increased positive charge on the protein. The lower the bind-
ng pH the higher will be the ionic strength of the eluting buffer
equired to desorb the proteins. It has been reported that high

oncentrations of sodium chloride frequently encountered in ion
xchange chromatography do not interfere with the protein absorp-
ion onto hydroxyapatite [2–4,6]. The application of hydroxyapatite
or enzyme immobilization has already been reported for dextran-

∗ Corresponding authors. Tel.: +46 46 22 28 257; fax: +46 46 22 28 266.
E-mail addresses: srimathi matoria@yahoo.com (S. Soundararajan),
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ucrase, glucosyl transferase, levansucrase and urease [10–13]. In
his paper we combine hydroxyapatite with the established bioan-
lytical calorimetric technique [15–18] to present a unique enzyme
iosensor with the advantage and novelty of flow injection analysis.

Bioanalytical calorimetry exploits the exothermic nature of bio-
ogical reactions to follow biological processes by measuring the
eat released. The changes in the enthalpy associated with enzy-
atic reactions is the basis of enzyme thermistor (ET) developed

nd successfully employed in a variety of practical applications
uch as clinical diagnosis, process control, environmental and fer-
entation monitoring [15–21,23]. A large number of enzymatic

eactions have been studied by this device among which glucose
etection was studied extensively using glucose oxidase mostly
ovalently immobilized on controlled pore glass and packed in
olumns [18–20,23]. This calorimetric sensor is a good alternative
o most of the electrochemical glucose sensors. Commonly used
lectrochemical sensors have the disadvantages such as enzyme
eakage, denaturation of the enzyme on the electrode surface which
ffects the life time of enzyme modified electrodes and media-

or leakage besides the interference from electroactive impurities
24–26]. Drawbacks of the enzyme thermistor include relatively
igher instrumental complexity, limited commercial availability to
ate and use of rather expensive enzyme immobilization proce-
ures (which on the other hand result in outstanding operational
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tability). Therefore, the construction of a good glucose sensor
till needs improvement not only at the device level but also by
mproving or innovating enzyme capturing. Most of the enzyme
mmobilization for biosensor applications involves covalent cou-
ling to solid supports and thus requiring replacement of the
ntire biological recognition setup when the signal deteriorates.
n the present work we have exploited the flow injection assisted
nalysis in ET (ET-FIA) for the first time to carry out on-site immo-
ilization and sample analysis. We have chosen the well-known
hromatographic material ceramic hydroxyapatite as a reusable, in
itu adsorption support for enzyme immobilization and subsequent
nalyte determination using the enzyme thermistor.

In this paper, we explore the use ceramic hydroxyapatite (CHT)
lso known as macro-prep ceramic hydroxyapatite as a renewable
atrix for repeated immobilization of enzymes for calorimetric

stimation of glucose and urea. Enzymes of clinical importance
uch as glucose oxidase/catalase couple (GOD/CAT) and urease
ere the candidate enzymes for the application. We emphasize the

uitability of this method for glucose estimation and a brief account
f how this method could be adopted for urease is also given. The
mmobilization methodology, sensitivity, detection range, stability
nd reproducibility are investigated.

. Materials and methods

.1. Materials

Glucose oxidase (1.1.3.4) 324–396 units/mg from Aspergillus
iger from Biozyme, UK, catalase (E.C.1.11.1.6) 19,000 units/mg from
eef liver and jack bean urease (E.C.3.5.1.5) 63,000 �M units from
igma were used as obtained from the manufacturer. Ceramic
ydroxyapatite type I (80 �m in diameter, surface area 50 m2 g−1)
as obtained from Bio-Rad laboratories. Glucose and urea (Sigma)
ere used as standards. All other reagents were of analytical grade

rom Merck, Germany. All the solutions were prepared in ultra pure
ater (18.2 M�). Human blood sample was taken from a healthy

olunteer. Honey, soft drink and sodium saccharine were purchased
rom a local store. HemoCue Glucose 201+ analyzer was purchased
rom HemoCue AB, Sweden.

.2. Enzyme thermistor

Briefly, the enzyme thermistor employs enzymes as specific bio-
ogical recognition elements. The biocatalyst is brought in close
roximity to a transducer, thermistor in this case, which can mea-
ure the biological reaction and convert it into a physical signal. The
evice combines the selectivity of the biosensor with flow injec-
ion analysis (FIA) for continuous monitoring of analytes. A detailed
ccount of the design, construction of the enzyme thermistor and
he principle behind the calorimetric determination can be found
lsewhere [15,16,18,20].

.3. Enzymatic reaction

The principle behind the calorimetric estimation of glucose
s based on heat generated in the following enzymatic reactions
18,20,23]. Glucose oxidase catalyses the oxidation of glucose
ccording to the reaction:

H O +H O + O → H O +C H O (gluconicacid) + �H
6 12 6 2 2 2 2 6 12 7 1

he hydrogen peroxide is eliminated by the following reaction
atalysed by catalase:

H2O2→ 2H2O + O2+�H2

b
y
a
n
s

7 (2008) 490–493 491

here �H1 and �H2 are the enthalpy changes during the enzy-
atic reactions with glucose oxidase and catalase, respectively.

eduction of H2O2 by catalase provides additional heat that
ncreases the sensitivity of the assay. Also this eliminates the
resence of hydrogen peroxide which could otherwise affect the
tability of the immobilized enzyme [16,18,20]. The other enzyme
ested namely urease catalyses the hydrolysis of urea according to
he following reaction [22]:

NH2)2CO + 3H2O → HCO3
− +2NH4

+ +OH− +�H

.4. Immobilization procedure

Ceramic hydroxyapatite (CHT) was thoroughly washed with
mM phosphate buffer containing 0.3 mM CaCl2 at pH 6.5. Glucose
xidase and catalase were non-covalently adsorbed/immobilized
n ceramic hydroxyapatite by ion exchange according to the follow-
ng procedure: 4 mg of GOD (1500 U) and 2 �l of catalase (13,000 U)

ere dissolved in 2 ml 5 mM phosphate buffer (pH 6.5) and 1 ml
f this suspension was mixed with 130 mg of CHT. The suspen-
ion was gently mixed for 3 h at 4 ◦C. The protein concentration
n the solution was measured before and after immobilization by
owry method to determine the immobilization yield [14]. The
nzyme thermistor column was packed with this suspension and
horoughly washed with the running buffer to remove the unbound
nzyme and equilibrated in the same buffer. Immobilization of ure-
se was carried out by shaking 130 mg of pre-washed CHT with the
nzyme at a concentration of 1 mg/ml in 5 mM phosphate buffer at
H 7.4 supplemented with 0.3 mM CaCl2. Both GOD/CAT and urease
ere also immobilized in situ by recirculating the enzyme solutions

or 2 h with the help of the flow injection set up in ET.

.5. Glucose and urea estimation

Glucose and urea standard solutions (0.005–60 mM) were pre-
ared in 5 mM phosphate buffer at pH 6.5 and 7.4, respectively. All
he measurements were carried out by injection of samples at a
ow rate of 100 �l/min. Sample loop sizes of 50 �l and 500 �l were
ested. The thermal response to the enzyme reaction was measured
y integration of ET with a PC. The linear change in the thermal
ignal to varying substrate concentration was used to construct
tandard curves. Average thermal response for three consecutive
njections was used in standard curve construction. For estimation
f glucose in real samples, all the samples (commercial soft drink,
oney and serum) were diluted in the working buffer and filtered
efore analyzing. The soft drink was diluted and degassed prior
o analysis. For glucose estimation in blood, the plasma required
as prepared from whole blood by centrifugation at 15,000 rpm

or 10 min.

. Results and discussion

.1. Use of hydroxyapatite as a renewable immobilization matrix
or FIA

In the present work hydroxyapatite as the cheap, quick and
eusable support for the thermistor-based enzymatic determina-
ion of glucose is examined. Urease was also tested to demonstrate
hat the method could also be used for other enzyme systems just

y changing the binding pH. Enzyme attachment to the hydrox-
apatite support was facilitated by the chosen immobilization pH
nd the protein charge. Depending on pH, HA has both positive and
egative overall surface charge and hence provides multi-adsorbing
ites [1,5–7,27]. By knowing the pI of the enzymes of interest it was
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ossible to use an optimum pH without much trade off between
he immobilization yield and enzyme activity. The isoelectric point
f glucose oxidase is 4.2 and that of urease is 4.9. Acidic proteins
ind to HA mainly by the carboxyl groups. The carboxyl groups are
epelled electrostatically from the negatively charged sites and bind
pecifically to the Ca++ sites of HA [6]. Therefore, co-immobilization
f glucose oxidase and catalase was achieved at pH 6.5. The immobi-
ization yield was 80% for GOD/CAT couple and 70% for urease. Since
he adsorption is due to electrostatic interaction it was possible to
esorb the proteins bound on ceramic hydroxyapatite support by
imply changing the pH or increasing the ionic strength of the elut-
ng buffer. The enzyme columns placed in a flow injection enzyme
hermistor helps in easy desorption of the bound protein. The major
dvantage is that when the enzyme column shows reduced activ-
ty, it is possible to reload a fresh batch of GOD/CAT couple. The use
f flow injection analysis makes the present work versatile since
nzyme reloading can be done essentially hands free. The immo-
ilization can be carried out in the ET system by flow injection
echnique without the need to do a separate immobilization involv-
ng time consuming activation, incubation and cleaning procedures
s with covalent immobilization. We confirmed this by carrying
ut the adsorption in situ by circulating the GOD/CAT mixture at a
ow rate of 50 �l/min for 1 h. The thermal response obtained for
mM standard glucose for the flow injection assisted immobiliza-

ion (peak height = 43.5 mm) was comparable to that obtained for
anually immobilized GOD/CAT (peak height = 44 mm). The appli-

ation of this method could be exploited to the maximum for the
requently used enzymatic determinations of clinical and diagnos-
ic importance.

.2. Protein adsorption and recovery

We have optimized the binding conditions for GOD/CAT-
HT interaction. The quantity of protein bound on the surface
as calculated by subtracting the amount of protein recovered

n the combined washings after adsorption from the protein
oncentration present before immobilization. At pH 6.5 where
mmobilization was carried out we found that 85% adsorption
ccurred and the protein recovery was also >90% as measured
y Lowry assay. In the case of urease 70% of the protein loaded
as adsorbed and >90% of the loaded protein was recovered. Pro-

ein recovery was achieved by washing the enzyme column with
00 mM phosphate buffer at the same pH. The recovery of the
nzymes by desorption is attractive for expensive enzymes and
asy optimization of binding conditions without any wastage of
he enzyme.

.3. Determination of glucose and urea
The linear range of detection for a sample volume of 50 �l and
00 �l were found to be 0.5–8.0 mM and 0.05–1.0 mM, respec-
ively (Fig. 1). The corresponding limits of detection (LOD) were
.5 mM and 0.05 mM, respectively. The increase in sample vol-

(
e
r
u
T

able 1
iosensor characteristics of the CHT-ET-FIA for glucose estimation

nalyte Sample volume (�l) Linear range (mM) LOD (mM) Glucose in di

Softdrink (1:

lucose 50 0.5–8.0 0.5 0.57±0.02b

500 0.05–1.0 0.05 (3.11±0.06)c

a Dilution ratio used in the estimation. All dilutions were done in the running buffer.
b Glucose concentration in pure, diluted samples.
c Glucose concentration after spiking the diluted samples with 2.5 mM standard glucos
d Value obtained using HemoCue Glucose 201+ analyzer, a commercial glucose estimat
ig. 1. Calibration curve for glucose. The sample volumes used were 50 �l and
00 �l. Inset. Stability of thermal response over time for 5 mM glucose.

me by 10-fold though improved the LOD, 0.05 mM as opposed to
.5 mM, resulted in reduced linear detection range. However, when
sample volume of 50 �l was used the linear detection range was

xtended up to 8.0 mM. The increased sensitivity when using higher
ample volumes was evidenced from a higher signal response for
he same concentration of the analyte (Fig. 1). Thus, it is possi-
le to improve the sensitivity of detection in dilute solutions just
y increasing the sample volume to be injected. This is also use-
ul when glucose needs to be estimated in dilute solutions. The
tandard curves were highly reproducible. Each data point in the
tandard curve is the average of triplicate measurements. The oper-
tional characteristics of the biosensor are presented in Table 1.
omparison of our previous studies where GOD/CAT was covalently

mmobilized on to controlled pore glass (linear range 0.5–16 mM,
OD = 0.5 mM) [19] showed that the upper limit of detection is low-
red to 8.0 mM for CHT immobilization. Estimation of glucose in
eal samples such as the commercially available soft drink, honey,
rtificial saccharine and blood serum produced excellent reliabil-
ty and reproducibility. These samples were diluted, spiked with a
nown concentration (2.5 mM) of standard glucose and compared
ith the calculated glucose concentration in the pure samples. The

rtificial saccharine contained no glucose as specified by the man-
facturer. No thermal response was observed for pure saccharine
s opposed to a significant and corresponding thermal response
hen spiked with various concentrations of standard glucose. The

xcellent agreement between the glucose estimated in pure sam-
les and the spiked samples proves the reliability of the technique
Table 1). The specificity and interference characteristics of the

nzyme system GOD/CAT has been shown in many of our previous
eports [16–19,23]. The linear range of detection for urea estimation
sing hydroxyapatite immobilized urease was 1.0–50 mM (Fig. 2).
he sample volume used was 50 �l. Urease was used as another

luted real samples (mM, mean± S.D.)

200)a Honey (1:2500)a Saccharine (0.5 mg/ml)a Blood serum (1:100)a

1.25±0.03b 0b 5.44±0.16b

(3.76±0.09)c (2.50±0.18)c (5.7)d

e.
ion kit.
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Fundamentals and Applications, Oxford University Press, 1986, pp. 575–595.
ig. 2. Urea calibration curve. The data points are an average of triplicate measure-
ents.

nzyme system to demonstrate the use of hydroxyapatite in the
T-FIA. Immobilization of jack bean urease on HA has already been
eported to be efficient at pH 7.0–8.0 where the activity was mea-
ured by a titrimetric procedure [13]. Urease immobilization on soil
onstituents is of special interest because of the universal pres-
nce of plant and microbial urease in the soil and their role in
he hydrolysis of urea used as a fertilizer [13]. The calorimetric
IA method proposed herein could be of use in determining the
ydrolytic activity of soil urease for agricultural applications.

.4. Storage and operational stability

The enzyme system GOD/CAT is a robust bienzyme combina-
ion and is known to be stable when immobilized [15,16]. However,
he adsorption of these enzymes on hydroxyapatite is a new con-
ept for flow injection analysis and hence we tested the column
tability for a total period of 3 months. The detachable enzyme col-
mn was stored at 4 ◦C in between measurements. It was found
hat the thermal response for the injection of 5 mM standard glu-
ose was unaltered for 80 days (Fig. 1 inset). Therefore, a good
torage stability of 3 months is guaranteed. In our previous works
here GOD/CAT was covalently immobilized to controlled pore

lass (CPG) by glutaraldehyde cross-linking we have achieved bet-
er stability. The thermal response of CPG immobilized enzymes
emained unaltered for 6 months [15,16]. However, the advantage
ith hydroxyapatite that it is easy to reload the enzyme and con-

truct standard curves in 2–3 h overcomes this lowered stability.
his enzyme sensor also gave reproducible activity response for
ultiple sample injections (>150 samples) at room temperature

ndicating a useful operational stability.

. Conclusion
The novelty of the described work is the rapid glucose analysis
n a flow injection mode without any need for covalent immobiliza-
ion or chemical cross-linking. The immobilization can be carried
ut in the ET system by flow injection technique without the need to
o a separate immobilization involving time consuming activation,

[
[
[

[
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ncubation and cleaning procedures. The property of hydroxyap-
tite to adsorb and desorb proteins as a function of the buffer pH and
onic strength makes in situ enzyme reloading or exchange possible.
he use of flow injection analysis makes the present work versa-
ile since enzyme reloading can be done essentially hands free. The
tandard curves were obtained within 2–3 h and the system showed
high degree of reproducibility and stability for up to 3 months.
ompared to covalent immobilization the proposed method may

ead to higher loss of enzyme activity with time or higher risk for
ontamination from crude samples. The main anticipated applica-
ion of the method is however, in cases such as studies of enzyme
reparation or inhibition and clinical applications, where a quick
nd simple technique is desirable without the need for long-term
se such as in. The use of hydroxyapatite in biosensors though
orks well with the two enzymes studied, is limited by the protein

harge characteristics and pH dependence of activity and requires
n enzyme to enzyme variation in methodology to avoid biocat-
lyst bleeding in a flow through system. But once established the
ethod will be suitable for regular analysis just like the proven

hromatographic procedures.

cknowledgements

SS and GF acknowledge Swedish Institute for the Guest Research
cholarship. Financial assistance from SIDA and Vinnova is also
cknowledged.

eferences

[1] T. Kawasaki, S. Takahashi, K. Ideda, Eur. J. Biochem. 152 (1985) 361.
[2] M.J. Gorbunoff, Anal. Biochem. 136 (1984) 425.
[3] M.J. Gorbunoff, Anal. Biochem. 136 (1984) 433.
[4] M.J. Gorbunoff, S. Timasheff, Anal. Biochem. 136 (1984) 440.
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a b s t r a c t

A new clean fast (8 min) method for in-solution protein digestion without detergent or urea for protein
identification by peptide mass fingerprint and mass spectrometry-based techniques is proposed. The
new method avoids the use of time consuming desalting procedures entailing the following four steps
done under the effect of an ultrasonic field provided by a sonoreactor: denaturation (1 min) in a mixed
solution of water:acetonitrile 1/1 (v/v); protein reduction (1 min); protein alkylation (1 min); and protein
eywords:
esalting free

n-solution protein identification
onoreactor
ALDI-TOF-MS

lean method

digestion (5 min). Five proteins with masses comprised between 14.4 kDa and 97 kDa and the protein split-
soret cytochrome c from D. desulfuricans ATCC27774, were successfully identified with this procedure.
No differences were found in the sequence coverage or in the number of peptides matched when the
new clean method was compared to another one using urea. Twofold better signal-to-noise ratios were
obtained in the MALDI spectra from protein samples prepared with the new method when comparing it
with a method using urea. The new digestion method avoids the need to remove salt content and increases
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. Introduction

Protein identification is nowadays of primary importance in
any fields of science [1,2]. The sample treatment for the in-

olution identification of proteins can be considered consisting of
our main steps: (i) protein denaturation; (ii) protein reduction; (iii)
rotein alkylation and (iv) protein digestion. Protein denaturation

s done to make the proteins more accessible to the action of the
nzymes. To do so, proteins are generally re-suspended in ammo-
ium bicarbonate buffer supplemented with 8 M urea or another
haotropic agent (e.g., guanidine hydrochloride) to break intra-
olecular forces and thus denature proteins. To prevent protein

enaturation before enzymatic attack, reduction of protein disul-
de bridges and alkylation of cysteine residues, are commonly done
sing dithiothreitol, DTT, and iodoacetamide, IAA, respectively,
lthough other reagents are also available for the same purposes
1]. Then, protein digestion is done by adding one enzyme to the

olution, generally trypsin. The pool of peptides formed is then used
o identify the protein.

A drawback of the peptide mass fingerprint, PMF, methodology
ie in the chemical denaturants, such as urea or sodium dode-

∗ Corresponding author. Tel.: +351 919 404 933; fax: +351 212 948 550.
E-mail address: jlcapelom@dq.fct.unl.pt (J.L. Capelo).
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e) while reducing sample loss and contamination from sample handling.
© 2008 Elsevier B.V. All rights reserved.

yl sulfate, SDS, employed to increase digestion efficiency. Thus,
s a general trend, time consuming desalting/cleaning procedures
re mandatory previous mass spectrometry analysis, since high
ontents of above mentioned reagents hinder ionization, either
n electrospray or in matrix assisted laser desorption/ionization,

ALDI, modes. To overcome the aforementioned drawback alter-
ative methods have been developed to denature proteins prior to

n-solution digestion, including the following: thermal denatura-
ion [3], digestion in organic solvents [4], and the use of microwave
rradiation [5].

Our research group has recently published different works high-
ighting the improvements obtained when the sample treatment
or protein identification by PMF is accelerated using ultrasounds.
he enhancement was equally obtained for sample treatments in
hich the proteins are separated by 1D or 2D gel-electrophoresis,
amed in-gel protein digestion [6,7], or for proteins in solution,
amed in-solution protein digestion [8,9]. However, the fast ultra-
onic methods still use urea and other salts throughout the sample
reatment, giving place to some drawbacks, such as mentioned
bove.

In the present work we report on an ultrafast in-solution

rotein identification procedure for PMF jointing, to the best of our
nowledge for first time, ultrasonication and protein reduction,
rotein alkylation and protein digestion in mixed aqueous/organic
olutions, avoiding the use of high salt, detergent or chaotropic
gents in the sample treatment, thus simplyfing the sample han-
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ling and lowering the amounts of protein detected by MALDI. The
ew method takes 8 min for the whole sample treatment including
rotein denaturation, protein reduction, protein alkylation and
rotein digestion steps. Six different proteins, including protein
plit-soret cytochrome c from D. desulfuricans ATCC27774, are
uccessfully identified. In addition, for comparative purposes,
arallel sample treatments with urea as denaturing agent and
esalting protocols with ZipTip® were done.

. Experimental

.1. Apparatus

Concentrator centrifuge from UniEquip (Martinsried, Germany)
odel UNIVAPO 100H with a refrigerated aspirator vacuum pump
odel Unijet II was used for (i) sample drying and (ii) sample

reconcentration. A minicentrifuge, model Spectrafugemini, from
abnet (Madrid, Spain), and a minicentrifuge-vortex, model Sky
ine, from ELMI (Riga, Latvia) were used throughout the sample
reatment, when necessary. A Simplicity 185 from Millipore (Milan,
taly) was used to obtain Milli-Q water throughout the experiments.

Sonoreactor, model UTR200, from Dr. Hielsher (Teltow, Switzer-
and) was used to accelerate chemical reactions.

.2. Standards and reagents

The following protein standards were used: �-lactalbumin from
ovine milk (>85%), BSA (>97%), and carbonic anhydrase (>93%)
ere from Sigma (Steinheim, Germany) and albumin from hen egg
hite (>95%) was from Fluka (Buchs, Switzerland). Chymotripsino-

en A, catalase bovine, and aldolase from rabbit were standards for
el filtration calibration kit high molecular weight from Amersham
iosciences (Piscataway, NJ). Trypsin enzyme, sequencing grade,
as purchased from Sigma. All materials were used without further
urification. �-Cyano-4-hydroxycinnamic acid (�-CHCA) puriss for
ALDI-MS from Fluka was used as MALDI matrix. ProteoMass Pep-

ide MALDI-MS Calibration Kit (MSCAL2) from Sigma was used
s mass calibration standard for MALDI-TOF-MS. The following
eagents were used for protein digestion: acetonitrile, iodoac-
tamide (IAA), and DL-dithiothreitol (DTT) (99%) were from Sigma;
ormic acid and ammonium bicarbonate (Ambic) (>99.5%) were
rom Fluka; trifluoroacetic acid (TFA, 99%) was from Riedel-de-Haën
Seelze, Germany); and urea (99%) was from Pareac (Barcelona,
pain).

.3. Sample treatments

.3.1. Method with urea
This method was previously developed by our research group

8,9]. Protein concentrations of 1 �g/�L, prepared in 6.5 M urea
or method development were used. Analyses were done by dupli-
ate. To 20 �L of protein solution, 2 �L of a DTT solution (110 mM
n Ambic 12.5 mM) was added, and then the solution was submit-
ed to ultrasonication in the sonoreactor for 5 min. Then, 2 �L of an
AA solution (600 mM in Ambic 12.5 mM) was added. The solutions
ere further ultrasonicated at room temperature in the dark for
min. Solutions were diluted to 96 �L with Ambic 12.5 mM. Then,

o 10 �L of this solution, 1 �L of the appropriate trypsin solution, in
FA 0.01%, was added to digest the protein. The protein/trypsin ratio
as always 20:1 (w/w) as recommended by the manufacturer. So,

�g of protein were digested with 0.1 �g of trypsin. Protein diges-

ion was accelerated with the aid of the sonoreactor during 5 min.
hen, 1 �L of formic acid 50% (v/v) was added to stop the trypsin
ctivity. Finally, desalting using the ZipTip® procedure was done, to
void high saline concentration in the MALDI, as follows:

A
(
T
u
a

77 (2008) 870–875 871

(a) Activation: aspirate and dispense, A&D, 10 �L of acetonitrile
(1×), then A&D 10 �L of [50% acetonitrile + 0.1% TFA] (1×), and
then A&D 10 �L of 0.1% TFA (2×).

b) Peptide binding: 10 �L of sample (A&D the sample 20 cycles).
(c) Washing: A&D 10 �L of 0.1% TFA (3×).
d) Peptide elution: 10 �L of [90% acetonitrile + 0.1% TFA] (A&D the

sample 20 cycles).

.3.2. Clean method
Bearing in mind that the sample treatment for protein iden-

ification by PMF, has the following four main steps: protein
enaturation, protein reduction, protein alkylation and protein
igestion, the different treatments commented below were tested,
nder the effects of an ultrasonic field, trying to reduce the
umber of steps or simplyfing the procedure by doing differ-
nt steps at the same time. Solutions containing 1 �g/�L of
SA or �-lactalbumin were prepared in pure acetonitrile or in
mixture acetonitrile/water 1/1 (v/v). DTT solution (110 mM in

mbic 12.5 mM) for protein reduction and IAA solution (600 mM
n Ambic 12.5 mM) for protein alkylation were used. Ambic
2.5 mM was used when necessary in the protein digestion step.
o urea was used during these assays. Proteins were digested
sing tripsin solution in a proportion 20:1 (w/w) as recom-
ended by the manufacturer. The following treatments were

one:

1) Protein dissolution was tried in pure acetonitrile with the aid of
ultrasonication. Then, protein reduction (5 min), protein alkyla-
tion (5 min) and protein digestion (5 min) were done using the
sonoreactor to speed up chemical reactions;

Proteins were dissolved in an acetonitrile:water 1:1 (v/v) and
he following treatments were done:

2) Reduction and alkylation steps were omitted. Proteins were
digested during 5 min but Ambic buffer was not added. Sonore-
actor was used for speed up the protein digestion process;

3) Reduction and alkylation steps were omitted. Proteins were
digested during 5 min using the sonoreactor to speed up the
procedures;

4) Protein reduction and alkylation was done in one single step
with a sonication time of 5 min. Protein digestion was done in
5 min with sonication;

5) Proteins were reduced (5 min), alkylated (5 min) and digested
(5 min) using the sonoreactor to speed up the procedures.

It must be stressed that in all cases the amplitude of sonication
as set in 50%. This amplitude was chosen based on our previous
ork with the sonoreactor device [8,9].

.4. Protein sample from complex mixture

As a proof of the procedure, protein split-soret cytochrome c
rom D. desulfuricans ATCC27774 was digested according to the
ccelerated methods described above and identified by the PMF
rocedure by MALDI-TOF-MS. D. desulfuricans ATCC27774 cells
ere cultured in sulfate lactate medium. Cells were collected by

entrifugation (8000× g during 15 min at 4 ◦C), resuspended in
0 mM Tris–HCl buffer, and ruptured in a French press at 9000 psi.

fter centrifugation (10,000× g, 45 min) and ultracentrifugation

180,000× g, 60 min), the supernatant was dialyzed against 10 mM
ris–HCl buffer. The protein was isolated from the soluble extract
sing chromatographic columns (anionic exchange, hydroxyap-
tite column, and molecular exclusion chromatography). The purity
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Table 1
Protein sequence coverage and number of peptides matched for sample treatment
with urea, sample treatment (4), and sample treatment (5)

�-Lactalbumin BSA

Urea sample treatment (n = 2)
Mascot score 84 ± 1 141 ± 3
Sequance coverage (%) 43 ± 3 36 ± 1
No. of identified peptides 8 ± 1 15 ± 1

Sample treatment number 4 (n = 2)
Mascot score 104 ± 4a 123 ± 4
Sequance coverage (%) 28 ± 0a 24 ± 4
No. of identified peptides 9 ± 1a 12 ± 2

Sample treatment number 5 (n = 2)
Mascot score 102 ± 8a 129 ± 1
Sequance coverage (%) 43 ± 0a 24 ± 1
No. of identified peptides 8 ± 0a 13 ± 3

Sample treatment (1) with urea (see sample treatment section for details); sample
treatment (4): protein reduction and alkylation were done in one single step with
a sonication time of 5 min. Protein digestion was done with 5 min sonication time
and 50% sonication amplitude; and sample treatment (5): proteins were reduced
(
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f the protein was evaluated by SDS-PAGE and UV–visible spec-
roscopy. All purification procedures were performed under aerobic
onditions at 4 ◦C and pH 7.6.

.5. Matrix formulation

Prior to MALDI-TOF-MS analysis, the sample was mixed with the
atrix solution. �-CHCA matrix was used throughout this work and
as prepared as follows: 10 mg of �-CHCA was dissolved in 1 mL
f Milli-Q water/acetonitrile/TFA (1 mL + 1 mL + 2 �L). Then, 2 �L of
he aforementioned matrix solution was mixed with 2 �L of sample
nd the mixture was shaken in a vortex for 30 s. Finally, 1 �L of the
ample/matrix mixture was spotted on a well of a MALDI-TOF-MS
ample plate and was allowed to dry.

.6. MALDI-TOF-MS analysis

A MALDI-TOF-MS model Voyager DE-PRO Biospectrometry
orkstation equipped with a nitrogen laser radiating at 337 nm

rom Applied Biosystems (Foster City, CA) was used to obtain
he PMF. MALDI mass spectra were acquired as recommended
y the manufacturer and treated with the Data Explorer soft-
are version 4 series. Measurements were done in the reflector
ositive ion mode, with a 20 kV accelerating voltage, 75.1% grid
oltage, 0.002% guide wire, and a delay time of 80 ns. Two
lose external calibrations were performed with the monoiso-
opic peaks of the Bradykinin, Angiotensin II, P14R, and ACTH
eptide fragments (m/z: 757.3997, 1046.5423, 1533.8582, and
465.1989, respectively). Monoisotopic peaks were manually
elected from each of the spectra obtained. Mass spectral anal-
sis for each sample was based on the average of 500 laser
hots. Peptide mass fingerprints were searched with the MASCOT
http://www.matrixscience.com/searchxformxselect.html] search
ngine with the following parameters: (i) Swiss-Prot, 2006
atabase; (ii) molecular weight (MW) of protein, all; (iii) one
issed cleavage; (iv) fixed modifications, carbamidomethylation

C); (v) variable modifications, oxidation (M); (vi) peptide toler-
nce up to 150 ppm. A match was considered successful when the
rotein identification score was located out of the random region
nd the protein analyzed scores first.

. Results and discussion

Regarding solubilization aided by ultrasonication of proteins in
ure acetonitrile, sample treatment (1), we found that sonication
id not help to dissolve the protein BSA, not even partially, regard-

ess the sonication time (0.5–5 min) or the sonication amplitude
sed (20–50%). It must be pointed out that acetonitrile is gen-
rally used to precipitate proteins. For �-lactalbumin, however,
esults obtained were comparable to those get it with the sam-
le treatment with urea (data not shown) in terms of sequence
overage and number of peptides matched. Therefore, for some
roteins, and depending on protein–acetonitrile polar interactions
10], this approach could be valuable. Our aim, however, was to find
n approach or wide application, for this reason we substitute pure
cetonitrile for a water:acetonitrile 1:1 (v/v) solution.

Concerning studies in water:acetonitrile 1:1 (v/v) solution, for
ample treatments (2) and (3) (see Section 2.3.2), for which the
eduction and alkylation steps were omitted, the spectra obtained
howed few peptide peaks (data not shown) with low inten-

ity, indicating a low protein digestion efficiency. Sonication times
onger than 5 min in the enzymatic digestion step were not tested
n these assays. This finding seems to suggest that cavitation caused
y ultrasonication is not enough to promote protein denaturation
n such a way that enzymatic digestion can be done without the

h
a
b
e
c

5 min), alkylated (5 min) and digested (5 min) using the sonoreactor with a 50%
onication amplitude. Protein concentration 1 �g/�L in water:acetonitrile 1:1 (v/v).

a Identified with two missed cleavages sites.

revious reduction of protein disulfide bridges and alkylation of
ysteine residues.

Once it was verified that protein reduction and alkylation was
ecessary, the next attempt was to carry out protein reduction,
nd protein alkylation in one single step (number (4) in Section
.3.2), with the aim to reduce sample handling and the total time
equired to perform the analysis. Data presented in Table 1 and
n Fig. 1 showed that protein score and sequence coverage were
ower for the clean method than the ones acquired under condi-
ions of sample treatment using urea for protein denaturation. For
he clean method, unambiguous �-lactalbumin identification was
nly achieved when the missed cleavages was set at 2 in the MAS-
OT search engine, thus indicating that the procedure can partially
igest the protein, but some cleavages are missed. This drawback
ould compromise the results for protein identification in samples
f higher complexity. So far, it was decided to study the sample
reatment doing reduction, alkylation and digestion steps individ-
ally, as it was done for sample treatment (5). In data shown in
able 1, it can be seen that protein identification was correctly done
or BSA. Nevertheless, �-lactalbumin was identified only when the

issed cleavages was set at 2, like for sample treatment (4). In addi-
ion, the sequence coverage and the number of peptides obtained
ere lower than the ones get it with the protocol using urea as
enaturing agent.

In theory, protein denaturation, protein reduction and protein
lkylation have the ultimate goal of to make the protein accessible
or the enzymatic cleavage during the digestion process. Data pre-
ented in Table 1 suggest that for sample treatment with urea, (4)
nd (5) an incomplete protein cleavage was attained. However, as
howed in spectra of Fig. 1, some cleavage was possible, suggest-
ng that the protein was partially denatured, allowing the enzyme
rypsin to break some, but not all, arginine and lysine peptide bonds.

This can be the reason why protein identification was only
chieved for the mentioned sample treatments when the missed
leavage variable in the MASCOT search engine was set in 2. Amino
cid residues valine and isoleucine has the potential to sterically
inder trypsin binding when an incomplete protein denaturation

as been done. On the contrary, the sample treatment that uses urea
s denaturing agent, as expected, provided excellent results as it can
e seen in Table 1. Trying to make the protein more accessible to the
nzyme, it was experimented a treatment consisted on ultrasoni-
ate the solution containing the protein, previously to the reduction
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Fig. 1. (A and B) Sample treatment with urea. Proteins were dissolved in 6.5 M urea and then reduced (5 min), alkylated (5 min) and digested (5 min) using the sonoreactor
w ® ple tre
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Regarding the possibility of simplifying sample handling, some
experiments were conducted by first denaturating the protein with
ultrasound, as above, and then doing the steps of reduction and
alkylation, in one single step. Results showed that protein iden-

Table 2
Protein sequence coverage and number of peptides matched for sample treat-
ments with protein denaturation using agitation (20 min in minicentrifuge-vortex)
or ultrasound (5 min sonication time and 50% sonication amplitude)

�-Lactalbumin BSA

Denaturation with agitation (n = 2)
Mascot score 98 ± 1 354 ± 13
Sequance coverage (%) 44 ± 6 64 ± 1
No. of identified peptides 7 ± 0 37 ± 1

Denaturation with ultrasound (n = 2)
Mascot score 95 ± 7 252 ± 11
ith a 50% sonication amplitude. Desalting with ZipTip was used. (C and D) Sam
min sonication time and 50% sonication amplitude. Protein digestion was done i

educed (5 min), alkylated (5 min) and digested (5 min) using the sonoreactor at 50
one with two missed cleavages set in the Mascot search engine.

tep. The aim was to aid acetonitrile to denature the protein, making
t more accessible to the subsequent steps of the sample treatment.
s a general role, ultrasonication helps to enhance chemical reac-

ions by increasing reaction rates and promoting physical processes
uch as mass transfer reactions [11,12], therefore it was expected
rapid protein denaturation process by the combination of the

rganic solvent acetonitrile and the ultrasonic field created by the
onoreactor. As a first approach, the following steps were done once
he proteins were dissolved in water:acetonitrile 1:1 (v/v): (1) pro-
ein denaturation, (2) protein reduction, (3) protein alkylation and
4) protein digestion: 5 min of sonication time and 50% sonication
mplitude were used at each step. For comparative purposes, the
rst step, protein denaturation, was also done with 20 min of agita-
ion in the minicentrifuge-vortex. Results are showed in Table 2 and,
s it can be seen, the proposed methods were comparable in terms
f number of peptides matched and sequence coverage for BSA and

-lactoalbumin to the sample treatment using urea (Table 1). So

ar, the key for a successful clean rapid treatment using sonication
nd aqueous solutions containing acetonitrile lie in performing an
dequate first step for protein denaturation, thus allowing a correct
ubsequent reduction, alkylation and degradation steps.

A
(
t

atment (4); protein reduction and alkylation were done in one single step with a
in with 50% sonication amplitude. (E and F) Sample treatment (5); proteins were
catiom amplitude to speed up the procedures. (C and E) Protein identification was
Sequance coverage (%) 40 ± 0 58 ± 4
No. of identified peptides 7 ± 0 37 ± 3

fter denaturation, proteins were reduced (5 min), alkylated (5 min) and digested
5 min) using the sonoreactor with a 50% sonication amplitude. Protein concentra-
ion 1 �g/�L in water:acetonitrile 1:1 (v/v).
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Table 3
Protein sequence coverage and number of peptides matched for sample treatments
with (a) 1 min of enzymatic digestion accelerated with sonoreactor at 50% sonication
amplitude and (b) 5 min of enzymatic digestion accelerated with sonoreactor at 50%
sonication amplitude

�-Lactalbumin BSA

(a) 1 min protein digestion (n = 2)
Mascot score 91 ± 1 165 ± 1
Sequance coverage (%) 40 ± 0 43 ± 1
No. of identified peptides 7 ± 0 33 ± 1

(b) 5 min protein digestion (n = 2)
Mascot score 121 ± 1 168 ± 4
Sequance coverage (%) 52 ± 1 46 ± 2
No. of identified peptides 10 ± 1 33 ± 1
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or both cases, proteins were denaturated (1 min), alkylated (1 min) and digested
1 min) using the sonoreactor with a 50% sonication amplitude. Protein concentra-
ion 1 �g/�L in water:acetonitrile 1:1 (v/v).

ification can be done, but sequence coverage and the number
f peptides matched was lower than for the treatment in which
eduction and alkylation are done in separated steps (data not
hown).

Data obtained previously in our laboratory [9] suggest that time
eeded for reduction and alkylation of proteins can be reduced
onsiderably with the aid of ultrasonication. For this reason son-
cation time for denaturation, reduction and alkylation was set
o 1 min each one, whilst for protein digestion, two times were
ssayed, 5 min and 1 min. Results are showed in Table 3. As it can be
een, protein identification was achieved in all conditions. However,
hen the digestion time was set in 5 min, the number of peptides
atched and the sequence coverage were higher for the smaller
rotein �-lactalbumin, so far, 5 min was chosen as optimum soni-
ation time for protein digestion, whilst 1 min was chosen for the
ther steps of the sample treatment: denaturation, reduction and
lkylation.

s
s
p
b

able 4
omparative study of performance for low protein concentration

Protein

�-Lactalbumin

Sample treatment with urea Clean sample treatm

1a 0.1a 1a 0.1a

ascot score 80 ± 1 75 ± 6 91 ± 1 73 ± 5
equence coverage (%) 40 ± 0 47 ± 5 40 ± 0 47 ± 5
o. of peptides identified 7 ± 1 6 ± 1 7 ± 0 7 ± 1

ample treatment with urea: proteins were dissolved in 6.5 M urea and then reduced (5 min)
mplitude. Desalting with ZipTip® was used. Clean sample treatment: proteins were diss
educed (1 min), alkylated (1 min) and digested (5 min) using the sonoreactor with a 50%

a Protein concentration (�g/�L).

able 5
rotein sequence coverage and number of peptides matched for sample treatment with u

rotein Sample treatment with urea (n = 2)

Theor. Mr (kDa) Mascot score Sequence
coverage (%)

-Lactalbumin 16.7 84 ± 1 43 ± 3
arbonic anhydrase 29.1 71 ± 1 60 ± 1
valbumin 43.2 71 ± 1 24 ± 2
SA 71.2 139 ± 2 36 ± 1
atalase bovine 60.1 216 ± 5 44 ± 1
plit-soret cytochrome c 27.8 157 ± 1 55 ± 0

ample treatment with urea: proteins were dissolved in 6.5 M urea and then reduced (5 min)
mplitude. Desalting with ZipTip® was used. Protein concentration 1 �g/�L. Clean sample
ere denaturated (1 min), reduced (1 min), alkylated (1 min) and digested (5 min) using t
77 (2008) 870–875

A study was conducted in order to compare the performance
f the method with urea and the clean method for low protein
oncentrations. Thus, as shown in Table 4, when the protein con-
entration was reduced from 1 �g/�L to 0.1 �g/�L, the number of
eptides identified was higher for the clean method, 7 vs. 6 and
4 vs. 20 for the �-lactoalbumin and BSA, respectively. This fact
an be related to the desalting procedure with ZipTip® used in
he urea process. It has been shown in literature that an amount
f peptides comprised between 30% and 70% can be retained in
he C18 beads, such as the ones contained in the ZipTip®, used for
leaning/pre-concentration purposes in proteomic sample treat-
ents. In addition the amount of peptides retained seems to be

igher as the peptide concentration becomes lower. The aforemen-
ioned information is consistent with our experimental results:
he number of peptides identified for BSA drastically decreased,
rom 39 to 20, for the urea process when the protein concentration
as lowered 10 times. An additional advantage of the clean pro-

edure is that the signal to noise ratio is two times higher when
omparing it with the process with urea. So far, for lower concen-
ration of analyte, the peptide identification was done in a better
ay.

The optimum conditions defined, this is, 1 min sonication time
t 50% sonication amplitude for protein denaturation, protein
eduction and protein alkylation and 5 min sonication time at
0% sonication amplitude for protein digestion were applied to
set of different standard proteins comprising ovoalbumin, car-

onic anhidrase and bovine catalase. In addition, protein split-soret
ytochrome c from D. desulfuricans ATCC27774, obtained after cul-
ivation and purification as described in Section 2.4, were used
or additional proof-of-the procedure. For comparative purposes,
amples. Results are given in Table 5 and spectra regarding split-
oret cytochrome c proteins are showed in Fig. 2. As it can be seen,
rotein identification was always possible with both procedures,
ut sequence coverage and the number of peptides identified was

BSA

ent Sample treatment with urea Clean sample treatment

1a 0.1a 1a 0.1a

135 ± 4 172 ± 2 121 ± 1 208 ± 4
39 ± 0 35 ± 1 46 ± 4 55 ± 5
27 ± 3 20 ± 1 34 ± 1 34 ± 2

, alkylated (5 min) and digested (5 min) using the sonoreactor with a 50% sonication
olved in water:acetonitrile 1:1 (v/v), and then proteins were denaturated (1 min),
sonication amplitude.

rea and clean sample treatment

Clean sample treatment (n = 2)

No. of peptides
identified

Mascot score Sequence
coverage (%)

No. of peptides
identified

8 ± 1 121 ± 1 52 ± 1 10 ± 1
13 ± 1 182 ± 2 56 ± 1 13 ± 1
7 ± 1 149 ± 9 41 ± 4 12 ± 0

15 ± 0 168 ± 4 46 ± 2 33 ± 1
20 ± 1 146 ± 16 52 ± 6 22 ± 3
12 ± 0 102 ± 3 75 ± 2 16 ± 1

, alkylated (5 min) and digested (5 min) using the sonoreactor with a 50% sonication
treatment: proteins were dissolved in water:acetonitrile 1:1 (v/v), and then proteins
he sonoreactor with a 50% sonication amplitude. Protein concentration 1 �g/�L.
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Fig. 2. (A) Sample treatment with urea. Proteins were dissolved in 6.5 M urea and
then reduced (5 min), alkylated (5 min) and digested (5 min) using the sonoreac-
tor with a 50% sonication amplitude. Desalting with ZipTip® was used. Protein
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[9] F.M. Cordeiro, R.J. Carreira, R. Rial-Otero, M.G. Rivas, I. Moura, J.L. Capelo, Rapid
Commun. Mass Spectrom. 21 (2007) 3269–3278.
oncentration 1 �g/�L. (B) Clean sample treatment: proteins were dissolved in
ater:acetonitrile 1:1 (v/v), and then proteins were denaturated (1 min), reduced

1 min), alkylated (1 min) and digested (5 min) using the sonoreactor with a 50%
onication amplitude. Protein concentration 1 �g/�L.

igher for the clean procedure for all proteins but carbonic anhy-
rase.

. Conclusions

A new, clean and ultra-fast (8 min) method for protein identi-
cation by PMF and mass spectrometry techniques is proposed.
he methodology entails protein solubilization in a solution of
ater:acetonitrile 1/1 (v/v) and ultrasonication. The new method-
logy does not need desalting procedures, and reduce the total salt
ontent to a minimum in such a way, than the spectrum signal-to-
oise ratio obtained is two times lower that for sample treatments

sing desalting processes. The following proteins were success-
ully identified with the sample treatment: �-lactalbumin, BSA,
voalbumin, carbonic anhidrase, and bovine catalase. The protein
plit-soret cytochrome c from D. desulfuricans ATCC27774, was also
uccessfully identified.
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a b s t r a c t

Networks of different carbon nanotube (CNT) materials were investigated as resistive gas sensors for NO2

detection. Sensor films were fabricated by airbrushing dispersions of double-walled and multi-walled
CNTs (DWNTs and MWNTs, respectively) on alumina substrates. Sensors were characterized by resistance
measurements from 25 to 250 ◦C in air atmosphere in order to find the optimum detection temperature.
eywords:
arbon nanotubes
as sensor
O2

Our results indicate that CNT networks were sensitive to NO2 concentrations as low as 0.1 ppm. All tested
sensors provided significantly lower response to interfering gases such as H2, NH3, toluene and octane. We
demonstrate that the measured sensitivity upon exposure to NO2 strongly depends on the employed CNT
material. The highest sensitivity values were obtained at temperatures ranging between 100 and 200 ◦C.
The best sensor performance, in terms of recovery time, was however achieved at 250 ◦C. Issues related
to the gas detection mechanisms, as well as to CNT network thermal stability in detection experiments
performed in air at high operation temperatures are also discussed.
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. Introduction

Since their discovery in 1991, carbon nanotubes (CNTs) have
ttracted the scientific interest due to their unique structure
nd promising properties that make them potentially useful for
pplications including nanoelectronics, multifunctional compos-
te materials, or field emission devices [1]. CNTs are hexagonal
etworks of carbon atoms that can essentially be thought of as
layer of graphite rolled-up into a cylinder. Depending on the

rrangement of their graphene cylinders, there are two types of
anotubes: single-walled nanotubes (SWNTs) and multi-walled
anotubes (MWNTs). SWNTs have only one single layer of graphene
ylinder, while MWNTs have several concentric layers. Their high
urface area (>1500 m2/g), high aspect ratio, size, and hollow
eometry also make them promising candidates for their use as

omponents of gas and chemical sensors. As a result of their
emarkable physical and structural properties, CNTs are good can-
idates to be utilized as components of sensors with improved
eal-time monitoring of combustible gas alarms, gas leak detec-
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E. Muñoz).

m
t
d
t

t
e
s
t
s

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.025
© 2008 Elsevier B.V. All rights reserved.

ion, and environmental pollution monitoring, etc. SWNTs and
WNTs as sensitive materials for the detection of gases such as
2, NH3, NO2 or O2 have already been successfully demonstrated

2–6].
The emission of nitrogen oxides (NOx, NO and NO2) results from

he combustion of fossil fuels (vehicles, electricity generation, and
ndustrial processes), contributing to both smog and acid precipi-
ation, and affect both terrestrial and aquatic ecosystems. Nitrogen

onoxide is unstable and quickly forms NO2, which is an oxidizing
as that is present in all urban atmospheres. NO2 is a brownish,
ighly reactive gas and a deadly poison by inhalation. The NO2 gas
etection has normally been carried out by chemiluminescence or
on-dispersive infrared analysis [7,8]. These traditional methods
mploy large and expensive instruments and require sampling sys-
ems as well as complicated maintenance. Therefore, an effective

ethod to monitor NO2 is demanded for atmospheric environmen-
al measurement and control. Research is being focused on the
evelopment of sensors capable of monitoring low NO2 concen-
rations.

In this work, different CNT films have been tested as resis-

ive NO2 sensors for environmental applications. The temperature
ffect in the sensitivity and selectivity of these sensors has been
tudied. CNT films showed very good sensitivity and selectivity
o NO2. We also demonstrate that the CNT network sensitivity
trongly depends on the employed CNT materials.



I. Sayago et al. / Talanta 77 (2008) 758–764 759

WNT

2

w
b
f
a
f
J
o
a
s
r
D
o
C
t
C
t
(
c
r
(

t

s
c
s
f
p
b
s
s
r
m
t
fi
H
Vertex 70 spectrometer), and thermogravimetric analyses (TGA,
TA Instruments SDT Q600).

Sensors were placed in a stainless steel test cell for their charac-
terization by dc electrical measurements. Detections were carried

Table 1
The tested CNT networks
Fig. 1. TEM micrographs of the employed D

. Experimental

Commercial, high purity (>90%), double-walled and multi-
alled CNT (DWNT and MWNT, respectively) materials produced

y the chemical vapor deposition (CVD) technique were used in the
abrication of the sensor films. Short DWNTs, as well as carboxylic
cid-functionalized short DWNTs (DWNT-COOH) were purchased
rom Nanocyl S.A. Transmission electron microscopy (TEM, JEOL
EM 2010F) characterization revealed that these materials consist
f CNTs having several hundreds of nanometers in length (Fig. 1a)
nd∼5 nm in diameter, mainly containing two concentric graphene
heets (triple- and four-walled CNTs can also be observed in high-
esolution TEM micrographs of these materials, Fig. 1b). These
WNTs commonly appear self-organized in bundles, and exhibit
pen end-caps and dangling bonds on the sidewalls as a result of
NT shortening and functionalization (Fig. 1b). X-ray photoelec-
ron spectroscopy (XPS) data indicated that less than 1% of the
NT carbon atoms were modified during –COOH functionaliza-
ion [9]. CNT networks were also fabricated from larger diameter
typically 10–15 nm) and longer (≥10 �m) MWNTs (Fig. 1c), pur-

hased from Nanothinx S.A. High-resolution TEM micrographs
evealed that these CNTs typically consist of 7–15 concentric layers
Fig. 1d).

Heraeus MSP 769 alumina substrates were used to prepare
he resistive sensor devices (Fig. 3a). These substrates con-

S

S
S
S

(a and b) and MWNT (c and d) materials.

ist of 6 mm×6 mm alumina supports containing Au electrical
ontacts, a heating element (Pt 25), and a temperature sen-
or (Pt 1000) that allow studying the sensor performance as a
unction of temperature. CNT materials were ultrasonically dis-
ersed in ethanol (0.5 mg/mL). CNT sensor films were deposited
y airbrushing 6 mL of the ethanol dispersions on those sub-
trates (carrier gas: dry air, 1 bar; working distance: 20 cm). The
ensors tested are listed in Table 1. The morphology of the
esulting CNT networks was characterized by scanning electron
icroscopy (SEM, Hitachi S-3400N). Further studies on CNT struc-

ure and thermal stability of the employed CNT materials and
lms were performed by Raman spectroscopy (Horiba Jobin Yvon
R800 UV spectrometer, � = 532 nm), FTIR spectroscopy (Bruker,
ensor Sensor films

1 DWNTs
2 DWNTs-COOH
3 MWNTs
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Fig. 2. Block diagram

ut in dry air atmospheres at fixed temperatures ranging from 25 to
50 ◦C, with a constant flow of 200 mL/min and exposure times of
etection gases (NO2, NH3, H2, octane and toluene) of 15 min. NO2
oncentrations were varied from 0.1 to 0.9 ppm. Concentrations of
nterfering gases were 80, 400, and 300 ppm for NH3, toluene and
ctane, respectively, and 1.5% for H2. The carrier gas (dry air, 21%
2 and 79% N2) was prepared by mixing high purity (99.999%) O2
nd N2 (Praxair, Inc.). The detection gases were prepared by dilu-
ion of reference gas mixtures (0.9 ppm NO2, 2% H2, 113.3 ppm NH3,
00 ppm octane and 300 ppm toluene diluted in nitrogen, certified
y Praxair, Inc.). The detection gases were mixed with the carrier
as. A diagram of the employed experimental set-up is shown in
ig. 2. An automated gas line allowed us to obtain the desired detec-
ion gas concentrations by means of mass flow controllers, which
hange the flow of the employed reference gas mixtures by apply-
ng the following equation: cifi = fscs, where ci is the concentration
f the tested gas in the reference gas mixture (i.e. 0.9 ppm NO2), cs

s the desired detection gas concentration (for, i.e. 0.7 ppm NO2), fi
s the reference gas mixture flow, and fs is the detection gas flow
200 mL/min).

The sensor resistance was measured using a digital mul-
imeter (Keithley 2000). The measurement system was fully
utomated and controlled by a program developed in TestpointTM.
he experimental procedure during the detection experiments
as performed as follows: first, the baseline resistance was
easured in dry air for all CNT sensors at the operation tem-

erature. Secondly, a known concentration of the tested gas in
ry air was introduced into the test cell during 15 min and the
ensor resistance was recorded (detection process). Third, the

ow of the tested gas was interrupted, and then dry air was

ntroduced again in the test cell and the sensor recovers the
tarting resistance (recovery process). The experiments were car-
ied out three times to verify the reproducibility of the sensor
esponse.

w
N
w
a
t

e measuring system.

. Results and discussion

The airbrush spraying of CNT dispersions is a facile and inexpen-
ive method for preparing thin CNT networks [4,10]. The measured
esistance values of these CNT networks depend on the structural
eatures of the different CNTs, as well as on the density of the
mployed CNT materials, that also affects the degree of CNT disen-
anglement achieved by sonication. MWNTs were easier to disperse
han the employed DWNT materials so, for the same volume of
irbrushed CNT dispersions, the use of MWNT dispersions led to
he formation of more entangled, uniform and, consequently, more
onducting CNT networks (Figs. 3c and 4b). Besides, the presence
f long MWNTs would improve CNT entanglement and, therefore,
nhance the network conductivity. On the contrary, DWNT net-
orks mainly consisted of interconnected dense CNT aggregates

Figs. 3b and 4a), probably due to the presence of tightly packed
WNT bundles (Fig. 1a and b). The resulting CNT networks exhib-

ted temperature dependence typical of semiconductors, i.e. the
NT network resistance values decreased when increasing temper-
ture. DWNT networks were at least one order of magnitude less
onducting (resistance values in the order of k�) than the MWNT
lms.

The sensor response and recovery times of CNT networks can be
ignificantly improved by running successive thermal treatments
rior to the gas detection experiments [10,11]. These treatments
onsist of heating the sensors from 25 to 250 ◦C (5 ◦C/min) in air,
ollowed by cooling to room temperature. Table 2 shows the effect
f the employed thermal treatments on the sensor sensitivity (S).
ensitivity has been calculated on a basis of S = [100× (Ra−Rg)/Rg],

here Ra and Rg stand for the sensor resistance in air and during
O2 exposure, respectively. The sensitivity values reported here
ere calculated from average resistance values measured in situ

nd in real time during the detection experiments. We believe that
hese treatments may lead to the complete removal of ethanol and



I. Sayago et al. / Talanta 77 (2008) 758–764 761

F
D

a
s
a
t

T
T
N

T

W
A
A
A

F
(

i
a
v

C
f
(
t
F
d
a
c
c
o
t

ig. 3. SEM micrographs of (a) a sensor bare Au electrode, and of airbrushed (b)
WNT-COOH and (c) MWNT networks.
morphous carbon traces, therefore increasing the exposed CNT
urface area, and also exposing open end-caps, dangling bonds,
nd other CNT defects that would act as new sites for gas adsorp-
ion [2,12–14]. The removal of these impurities may also lead to an

able 2
he effect of successive thermal treatments on the sensor sensitivity to a 0.7 ppm
O2 in air at 200 ◦C

(◦C) SS1 (%) SS2 (%) SS3 (%)

ithout treatment 5.66 10.11 2.51
fter first treatment 7.31 12.45 3.83
fter second treatment 8.43 14.39 5.78
fter third treatment 8.73 16.83 7.59
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ig. 4. SEM micrographs showing the different morphologies and entanglement of
a) a DWNT-COOH network and (b) a MWNT network.

ncreased network porosity and, eventually, to less CNT joints. As
result of these thermal treatments, the CNT network resistance

alues increase as well as its sensitivity upon gas exposure (Table 2).
While the maximum decomposition rates in air of the employed

NTs occur at temperatures (∼500 ◦C for DWNT materials,∼600 ◦C
or MWNTs) well above the maximum operation temperature
250 ◦C), the thermal stability of these CNT networks is an impor-
ant issue for the potential applications of these CNT-based devices.
TIR spectra (Fig. 5) of all tested DWNT materials show a shoul-
er at ∼1730 cm−1 assigned to C O stretching modes of carboxylic
cid groups introduced during DWNT shortening. This band is
learly more intense in DWNT-COOH materials. FTIR studies indi-
ate that the starting CNT materials do not significantly further
xidize during long exposure times in air at the highest operation
emperatures. Nevertheless, CNT sonication and subsequent CNT
irbrushing should lead to enhanced CNT reactivity to oxygen at
igh temperatures as a result of an increased exposed CNT sur-

ace area. SEM and Raman spectroscopy results (Fig. 6) however
eveal that the CNT films and CNT structure are not significantly
ffected during those long thermal treatments at the maximum
peration temperatures. Two main Raman features are observed in
he spectra shown in Fig. 6: the G band, at ∼1590 cm−1, character-
stic of graphite, and the D band, located at ∼1350 cm−1, which is
ypically assigned to disordered carbon. The higher intensity ratio
alues of the G- and D bands (ID/IG) measured in the MWNT net-

orks is the result of the higher defective structure of the employed
WNTs (∼0.90 and∼0.25 for MWNT and DWNT networks, respec-

ively). Long thermal treatments at 250 ◦C did not lead to shifts
n the bands locations, nor in changes of the measured ID/IG val-
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when increasing the operation temperature (Fig. 8). The best sensor
performance, in terms of recovery time, was achieved at 250 ◦C.

The measured sensor response to NO2 in air atmospheres can
be explained as follows: CNTs behave like p-type materials due to
electron withdrawing by oxygen molecules adsorbed on the CNT

Table 3
The sensor sensitivity to 0.7 ppm NO2 in air at different temperatures

T (◦C) SS1 (%) SS2 (%) SS3 (%)

25 7.94 12.34 4.15
ig. 5. FTIR spectra of (a) DWNT and (b) DWNT-COOH materials before and after
hermal treatments at 250 ◦C.

es. These results further account for the thermal stability of these
NT-based sensors. The operation temperatures are therefore too

ow to induce significant CNT damage in air atmospheres, as it
as already reported for both DWNTs [15,16] and MWNTs [17–20].
n the other hand, the measured weight loss (∼6 wt.% for DWNT
nd DWNT-COOH materials, and <2 wt.% for MWNTs) in long TGA
xperiments performed at the maximum sensor operation temper-
tures (6 h at 200 ◦C and 10 h at 250 ◦C) in air is mainly assigned to
morphous carbon removal due to its higher reactivity [17]. Some
nd-cap opening and propagation of oxidation at vulnerable sites
end-caps, dangling bonds, defects) might however be expected
uring these thermal treatments, that would lead to increased CNT
orosity [21,22] and would additionally contribute to improve the
ensor performance. Further end-cap opening, CNT oxidation, and
efect formation should affect the temperature of maximum CNT
ecomposition rate in TGA experiments [19]. This, however, only
ccurred in thermally treated DWNT-COOH materials (this temper-

ture decreased about 15 ◦C). These results further confirm that the
mployed CNT materials are suitable for the gas detection experi-
ents described above.

2
2

ig. 6. Raman spectra of (a) DWNT-COOH and (b) MWNT networks at room tem-
erature (RT) and after a 10-h-long thermal treatment at 250 ◦C.

Gas detection experiments were then performed between
oom temperature and 250 ◦C (Figs. 7 and 8). The responses of
he tested CNT sensors to NO2 and the interfering gases were
ighly reproducible. Sensor resistance decreased in the presence
f NO2, increased when exposed to NH3 and H2, and remained
nchanged when exposed to the tested VOCs (octane and toluene).
ll the sensors detected NO2 in the tested temperature range, and

heir response strongly depended on the operation temperature
Table 3). On the contrary, sensors showed negligible cross-
ensitivity to interfering gases at all tested temperatures (Fig. 7).
he highest NO2 sensitivity values were achieved when using
WNT-COOH networks, and at temperatures ranging between 100
nd 200 ◦C for all tested sensors. These temperature values are in
he same range than those reported by other authors for NO2 sen-
ors based on MWNT forests grown by CVD from silicon substrates
11,23,24]. The recovery times during these NO2 detection experi-

ents were very long (longer than 2 h), and significantly decreased
100 9.41 19.91 7.23
00 8.73 16.83 7.59
50 7.34 14.91 7.09



I. Sayago et al. / Talanta 77 (2008) 758–764 763

s
t
f
e
e
t
N
t
t
c
a
N
T
a

F
s

d
s
pared to those corresponding to DWNT networks (the electron
withdrawing nature of carboxylic groups in DWNT-COOH, that
would lead to additional enriched hole carriers in the CNTs, might
also contribute to the observed higher sensor response). On the
other hand, it was expected that the employed MWNTs should be
Fig. 7. Sensor response curves to different gases at 200 ◦C.

urface [25–27]. The observed resistance decrease when exposing
he CNT networks to NO2 can be addressed to electron transfer
rom the CNTs to the NO2, that would lead to increased hole carri-
rs in the CNTs [6]. Several mechanisms have been proposed to
xplain the nature of the CNT-NO2 interaction [6,28–32]. While
he measured CNT network resistance changes upon exposure to
O2 can be explained by either proposing NO2 physical adsorp-

ion processes [28] or NO2 chemical adsorption processes [29–31],
he observed long recovery times lead us to suggest that NO2

hemisorption occurs during the detection experiments described
bove. NO2 chemisorption may result of the interaction between
O2 gas molecules and defects in the CNT structure [2,11,12,14].
he open end-caps and dangling bonds observed in DWNT materi-
ls (Fig. 1b) may act as adsorption sites. The introduction of defects

F
a

ig. 8. S2 sensor response to 0.7 ppm NO2 at different temperatures in air atmo-
phere.

uring –COOH functionalization might therefore explain the higher
ensitivity values measured on DWNT-COOH networks when com-
ig. 9. Sensor calibration curves to NO2 at 200 ◦C: experimental curve (solid lines)
nd fitting curve (dot lines).
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Table 4
Parameters of sensor calibration to NO2 according to relation S = a[NO2]b

T (◦C) a b R
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S1 S2 S3 S1 S2 S3 S1 S2 S3

00 11.16 18.22 7.94 0.51 0.23 0.16 0.999 0.999 0.992
50 9.39 16.24 7.18 0.52 0.17 0.12 0.980 0.986 0.934

romising for their use as gas sensors due to their highly defective
tructure. On the contrary, NO2 exposure to the employed highly
onducting MWNT networks however led to smaller changes in the
harge carriers, therefore resulting in lower sensor response and,
onsequently, in lower sensitivity values (Tables 2–4 and Fig. 7)
6,11,12,33]. Future work will focus on conveniently adjusting the

WNT network resistance during CNT airbrush deposition in order
o efficiently utilize the defective structure of these MWNTs in NO2
etection experiments.

Finally, sensor calibration curves for NO2 detection at 200 and
50 ◦C in air atmosphere are shown in Fig. 9. For all tested sen-
ors, the sensitivity depends on the gas concentration following
he equation S = a[NO2]b, where a and b are coefficients calculated
y curve-fitting of the response curves (Table 4). These coefficients
re temperature and sensor material dependent. Very interestingly,
t high operation temperatures, the CNT network sensitivity only
lightly changed at high NO2 concentrations. This observed sensi-
ivity saturation can be explained in terms of fully occupation of
O2 adsorption sites [13], and might therefore support the pro-
osed dominant role of defects in the measured sensor response
pon NO2 exposure [11,13,14].

. Conclusions

CNT networks have been efficiently employed as resistive sen-
ors for NO2 detection. The tested CNT networks provided good
esponse to low NO2 concentrations and an excellent selectiv-
ty with respect to interfering gases. Improved sensor responses

ere achieved after successive thermal treatments. Both the sen-
or response and recovery times are temperature dependent. The
esults described here suggest that CNT network sensitivity upon
xposure to different gases can be conveniently tuned by suitably
hoosing the airbrushed CNT materials, and by simultaneously con-
rolling both the CNT deposition rate and CNT transport properties,
herefore offering fascinating opportunities for their use as sensor

aterials. Future work will focus in investigating the effect of CNT
oints [13,34] and of the interaction of gas molecules with different
unctional groups in the CNT network sensor performance, as well
s in improving the sensor recovery times.
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A new multisyringe flow injection analysis system for mercury determination using cold vapour technique
assembling with atomic fluorescence spectrometry is proposed.

The system consists of a multisyringe module as liquid driver, a gas–liquid separator, a gas dryer device
and an atomic fluorescence detector. As reducing agent, 1% tin chloride solution is used. Standard solutions
and carrier are prepared in 1% hydrochloric acid. An argon stream is employed as carrier gas for cold vapour
technique.

The development of the smart analytical system is feasible due to the four internal gains of the atomic
SFIA
old vapour
tomic fluorescence

detector and the versatility of software used. According to the signal obtained, the software is able to
choose the most suitable internal gain for sample analysis.

Four linear calibration curves (i.e. one for each internal gain) were obtained. The smart system developed
allows to determine a wide concentration range from 120 to 0.006 �g L−1 Hg. The detection limit (3�/S)
achieved is 0.002 �g L−1. The relative standard deviation is inferior to 2% for each calibration curve. This
system was validated by means of a solid reference material and it was applied to environmental samples
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2

successfully.

. Introduction

Mercury hazards have been known since antiquity. In Roman
imes Pliny the Elder described clearly the symptoms of mercury
oisoning in slaves who worked in mercury mines two millennia
go. Other more recent massive poisonings have been reported
n Minamata Bay (1950) owing to consumption of fish with high

ercury levels, and in Iraq (1960) for eating cereals treated with
rganomercurial fungicides. Among the toxic trace metals, mercury
s one of the most hazardous environmental pollutants [1].

Atomic absorption spectrometry (AAS) and atomic fluorescence
pectrometry (AFS) are the most widely used methods for mercury
etermination. A high sensitivity and selectivity are obtained when
ssembling both AAS and AFS with the cold vapour technique (CV).

Several flow analysis methodologies, such as flow injection

nalysis (FIA) [2], sequential injection analysis (SIA) [3], multicom-
uted flow analysis (MCFIA) [4] and, more recently, multisyringe

ow analysis (MSFIA) [5] together with multipumping flow analy-
is (MPFA) [6] have been developed in order to automate chemical

∗ Corresponding author.
E-mail address: victor.cerda@uib.es (V. Cerdà).
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etermination, increase sample throughput and reduce reagent
onsumption. Each flow analysis method presents its advantages
nd drawbacks.

Several flow methods for determination of mercury at trace lev-
ls using AAS or AFS have been developed for a great variety of
amples (urine [7], fish [8,9], water [10,11], milk [12]).

In this new-approach MSFIA and CV–AFS were assembled to
tudy the advantages of coupling this recent flow technique with a
V–AFS mercury detection system.

. Experimental

.1. Reagents

A Hg(II) stock solution of 1000 mg L−1 was prepared from HgCl2
ccording to Standard Methods (APHA-AWWA-WPCF). A 10 mg L−1

g(II) stock solution was prepared weekly [13] in order to ensure its
tability, 1 ml of 37% HCl was added to each 100 ml of total volume.

g(II) working standard solutions were prepared daily in 1% (m/v)
Cl from this stock solution.

A 1% (m/v) tin chloride solution was prepared daily in 1% (m/v)
Cl dissolving the required amount of SnCl2·2H2O purchased from
erck (pro analysis, maximum 0.000001% Hg).
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Fig. 1. MSFIA–CV–AFS system p

A 1% (m/v) HCl solution was used as carrier. HCl minimum 37%
uriss. p.a. was purchased from Riedel-de Haën (Seelze, Germany).

All solutions were made with deionised water purified by a Mil-
ipore equipment. All glassware used for preparing dissolutions
as soaked in 10% (v/v) nitric acid solution and then rinsed with
illipore water.

.2. Reagent purification

In order to obtain a lower blank signal, elimination of mercury
races from the carrier and reagents was necessary. The reducing
olution was purified with a stream of nitrogen for 30 min [10] with
onstant stirring.

The impurity of mercury contained in the hydrochloric acid was
alculated by the standard addition method. Its content was of
.55±0.28 �g Hg(II) L−1.

To purify the carrier solution, a spatula tip of SnCL2·2H2O was
dded and then purged with a stream of nitrogen with constant
tirring for 30 min [14]. In order to avoid these impurities in stan-
ards solutions, a 1% (m/v) HCl solution was passed through to
esin column at 1 ml/min, before standards preparation. Purging
fter SnCl2 addition cannot be used in standards solutions. Duolite®

T-73 resin from Supelco (Bellefonte, USA) was employed. Several
uthors have previously used this resin for mercury removal or pre-
oncentration [15–17]. A methacrylate column 3 mm in diameter
nd 75 mm in length, provided with porous frit, was used to support
he resin.

.3. Apparatus

Fig. 1 shows the system set-up.
The main device is a multisyringe burette module with pro-

rammable speed (Multiburette 4S, Crison, Alella, Barcelona).
n the proposed system, only three syringes were used (5,
, and 2.5 ml). The multisyringe was equipped with an addi-
ional independent solenoid valve (Takasago Electric, Nagoya,
apan). When the valve is used a solenoid protection system
Sciware, Palma de Mallorca, Spain) is required for minimizing
eat generation in order to prolong the lifetime of the solenoid
alve.

The manifold for the sample and reagents treatment was built
rom 1.5 mm i.d. and 0.8 mm i.d. PTFE tubing. The 1.5 mm i.d. tubing

as used for reagents pick up, sample coil, spray-generation coil

nd gas–liquid separator removal tubing. At the same time a sample
nd reagent mixer was built with 0.8 mm i.d. tubing. A mixing tee
as used to allow gas–liquid mixing and connection with the spray-

eneration coil.

e
P
r
v
[

ed for mercury determination.

A gas–liquid separator from PerkinElmer model B0507959 was
elected. The selection was based on a study of different kinds of
iquid separators [18]. An exchangeable PTFE membrane (25 mm
iameter, 1 �m, Schleicher and Schuell, Dassel, Germany) placed

n the screw cap of the separator prevents liquid from being car-
ied into the detector cell. The removal of liquid excess from the
as–liquid separators was controlled with a solenoid micro-pump
Biochem Valve Inc., Boonton, NJ, USA).

The solenoid micro-pump was computer controlled through a
odule (Sciware, Palma de Mallorca), constituted by an I/O digital

nterface card, eight digital relay output channels and an internal
2 V power source required to activate the solenoid micro-pumps.
his module was connected to a PC through an RS485/RS232 inter-
ace.

A gas-dryer unit from Perma Pure (Toms River, NJ, USA) was
sed. The water moves through the membrane wall and evaporates

nto the surrounding air or gas.
A mercury atomic fluorescence spectrophotometer (P.S. Ana-

ytical model 10.023, Orpington, UK) was employed as detector.
his spectrophotometer presents four internal gains and an exter-
al fine gain, which allows working on a large concentration
ange.

System control, data acquisition and processing were performed
sing the software package Autoanalysis 5.0 [19] (Sciware, Palma
e Mallorca).

.4. General procedure

An extra three-way solenoid valve is connected to a coil and
yringe S1 for sample pick-up. Syringe S1 dispenses the sample with
% (m/v) HCl solution. Syringe S2 dispenses 1% (m/v) HCl solution
sed as carrier. Syringe S3 is used to dispense the reducing solu-
ion. In order to attain a good reaction efficiency the flow is stopped
n the reaction coil for 30 s. This stop-flow procedure provides two
dvantages. First dispersion ceases while chemical reaction contin-
es, and second the consumption of solutions and waste generation
re much reduced [20].

Then the mixture is impelled with the carrier to a three-way
onnector fitting, where the mixture is merged with an argon con-
inuous stream. The generated spray allows an optimal separation
f elemental mercury from the liquid phase. The gas–liquid mixture
s separated in a gas–liquid separator. Gas phase, which contains

lemental mercury, comes out of the gas–liquid separator through
TFE membrane to the mercury detector. Carrier gas humidity is
emoved by a Perma Pure device preventing the entrance of water
apour into the detection cell and its interference by quenching
21]. Liquid phase is removed by means of a software controlled
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icropump in order to keep a constant liquid volume into the
as–liquid separator.

. Results and discussion

MSFIA systems combine the advantages of the FIA methodolo-
ies with the versatility, robustness and reagents saving of SIA.

Tin chloride was used in our experiments as a reducing agent
ue to its lower cost in relation to NaBH4. Also, it does not generate
2 during the course of mercury reduction, which could produce a
uenching effect on the mercury fluorescence signals [22].

In order to remove the liquid excess from the gas–liquid separa-
or we have used a solenoid micro-pump. Micro-pumps produce
onstant stroke volumes at distinct pulse frequencies with high
eproducibility ensuring the attainment of very stable flow rates.

A commercial AFS detector was selected for its relative inex-
ensive cost, extreme sensitivity (ultratrace levels) and selectivity.
rgon was used as a cold vapour carrier gas. Argon is the best carrier
as for fluorescence measurements due to its small cross-section
or quenching [22].

.1. Construction of the MS–MPFIA system

The selected values of the flow system parameters in terms
f sensitivity and repeatability were determined by a univariate
pproach. Although this method requires a great number of experi-
ents, it allows obtaining detailed information about the behaviour

f the system. On the other hand, a multivariate approach only
rovides knowledge of the main effects [23].

To prevent sample dilution a 2.5 ml syringe was used to dispense
he reducing reagent. Multisyringes enable to simultaneously dis-
ense sample and reagents, this characteristic allowing to obtain
good mixing of the solutions. Later, the mixture is impelled to

he spray-generation coil at a high flow rate (12 ml/min), to avoid
iquid phase dilution in a large argon volume, obtaining a higher
ensitivity.

Since argon flow variation produces base line instabilities, dif-
erent three-way fittings were tested. The best one was to inject
he liquid and gas phases in the same direction, thus, a low base
ine variation was obtained. The selected three-way fitting can be
bserved in Fig. 2.

Finally, it should be noted that the separator–detector coil must
e as short as possible in order to reduce the elemental mercury
ispersion in the argon flow.

.2. Mercury reduction
.2.1. Length of the reaction coil and sample volume
In order to determine the best length of reaction coil differ-

nt lengths between 1 and 6 meters were tested. For this purpose,
�g Hg(II) L−1 in 3% (m/v) HCl, 3% HCl solution and 1% (m/v)
nCl2·2H2O in 3% (m/v) HCl were used, being this initial condition

Fig. 2. Gas–liquid mixer.

w
d
a
d
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btained from Leal et al. [8]. A 10 cm spray coil, and 300 ml/min
rgon flow rate were used to obtain the signal. Results showed that
he increase of the reaction coil produced a signal increase up to
length of 3 m, the height of signal remaining constant for longer

engths. This behaviour is similar to that observed by Reis et al.
10,24], Leal et al. [8] and Gallignani et al. [7] in their respective
eports.

.2.2. Hydrochloric acid and tin chloride concentrations
Concentrations of hydrochloric acid, and reducing agent were

ptimised. A 300 ml/min argon flow rate, 1 m spray coil and a PTFE
embrane were used for mercury extraction.
The effect of hydrochloric acid on the 1 �g/L Hg2+ signal was

ested within the 0.1–10% (m/v) range. The signal remained con-
tant up to 4% HCl. For concentrations higher than 4% HCl the signal
ecreased. A concentration of 1% HCl was selected for furthers
xperiments.

Tin chloride concentrations were tested within the 0.03–2%
m/v) range. For higher concentrations than 0.5% tin chloride the
eight of signal remained constant. Finally, we decided to use a
% tin chloride solution, for being more stable than the 0.5% tin
hloride solution for a longer time.

.3. Elemental mercury extraction

.3.1. Different spray-generation coils
Since the base line is very sensitive to Ar flow rate variation,

.8, 1, and 1.5 internal diameters were tested. For this purpose
�g Hg L−1 in 1% HCl (m/v), 1% (m/v) tin chloride and 1% (m/v)
ydrochloric acid as carrier solution were prepared. A 300 ml/min
rgon flow rate and a reaction coil 3 m long were used.

The best gas liquid mixture and the lowest resistance to the spray
ow were obtained by 1.5 mm i.d.

Different lengths, from 57 to 200 cm, of spray-generation coil
ere tested. The signal increases with the length of the spray coil
p to 100 cm, the signal remaining constant for longer values. A
00 cm long and 1.5 mm i.d spray-generation coil was selected for
urther experiments.

.3.2. Influence of argon flow rate
Influence of the argon flow rate on the signal was assessed under

he following conditions: 1 �g L−1 Hg2+ in 1% HCl, a carrier with the
ame HCl concentration, a 1% SnCl2 solution, a 100 cm spray coil,
nd a 3 m reaction coil.

The argon flow rate was evaluated within the 47–250 ml Ar/min
ange, the best interval resulting between 100 and 122 ml Ar/min.

worse extraction of mercury from the liquid phase is obtained

ith lower argon flow rates. A dilution of mercury vapour and the
ecrease of the residence time of the analyte in the detection cell
re obtained with higher argon flow rates. In Fig. 3 below three
ifferent behaviours can been observed.

Fig. 3. Influence of argon flow rate.
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Table 1
Analytical parameters
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Table 2
Results of the analysis of reference material using the proposed method
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lope 1.4349 15.2816 145.9703 1571.738
ntercept 0.9297 0.4627 1.3970 21.2833
inear range (�g/L) 1–120 0.1–12 0.01–1.2 0.003–0.1

.3.3. Flow rate through the spray-generation coil
The effect of the sample flow rate through the spray-generation

oil on the analytical signal was evaluated. For this purpose
�g Hg L−1 of Hg2+ in 1% HCl, the same HCl concentration for the
arrier and a 1% SnCl2 solution were prepared. A 3 m reaction coil,
m spray coil and a flow rate of 110 ml/min were selected as instru-
ental conditions.
Different flow rates were tested within the 6–13 ml/min range.

he best sensitivity was obtained at 12 ml/min. For lower flow rates
he signal decreases because elemental mercury is extracted in a
arger gas volume.

.3.4. Different devices for moisture elimination
Different devices were tested in order remove moisture from

he gas phase, since water quenches mercury fluorescence [21]. A
TFE membrane was the first tested device according to the selected
as–liquid separator. Only a 4.8% signal increase is produced with
he use of this membrane compared to the system without any
evice for moisture elimination.

A Perma Pure LLC system was also tested and an 18.1% increase of
he signal was attained compared to the system without any device
or moisture elimination.

.4. Analytical parameters

The analytical parameters were calculated under the selected
xperimental conditions.

The detector presents four internal gains (1, 10, 100 and 1000),
nd the anlyst can change this gain at the beginning of the method
n order to modify the instrument sensitivity. Four different analyt-
cal curves were obtained by changing the instrumental gain. The
btained results are shown in Table 1.

Correlation coefficients between 0.9998 and 0.9993 and R.S.D.
ower than 2% are showed by four calibration curves. The detec-
ion limit is 0.002 �g/L Hg, which was obtained by G = 100. A worse
etection limit, due to higher noise in the lectures, was obtained by
= 1000.

LOD was calculated as three times the standard deviation of ten
lank signals, divided by the slope of the calibration curve (3�/S)
or gains 10, 100 and 1000. Since for gain 1 calibration we had no
lank signal, � was calculated from the following equation:

2

∑
y2 − a

∑
y− b

∑
xy
yx = n− 2
.

here “a” and “b” are the intercept and slope of the calibration
urve, respectively, and “n” is the number of signals. Relative stan-
ard deviations (R.S.D.) were evaluated from ten successive lectures

o
s
a

able 3
esults of the analysis of environmental samples using the proposed method

eal sample [Hg] (�g L−1) Added [Hg] (�g L

roundwater 0.331±0.002 1
eachates 0.107±0.014 1
laga 0.567±0.021 1

a Recovery was determined from the microwave acidic digested slag.
ample Certified value Obtained value n

ORM-2 (mg Hg/kg) 4.64±0.26 4.73±0.26 3

f 60, 6, 0.6 and 0.03 �g L−1 for gains 1, 10 100 and 1000, respec-
ively.

.5. Smart system

Thanks to the conditional commands of Autoanalysis, the devel-
pment of smart analytical systems [25–27] is feasible. According
o the signal obtained from a sample, the Autoanalysis software is
ble to call different analysis procedures. This property enables to
hange the instrumental gain until the signal lies in the appropriate
ange of a calibration curve.

A large concentration range was determined with this smart
ystem, from 120 to 0.006 �g Hg L−1. The 0.006 value is the quan-
ification limit, was calculated from (10�/S).

.6. Analysis of reference materials and real samples

The proposed technique was validated by the analysis of a
ertified solid reference material (fish muscle-DORM-2, National
esearch council, Canada). The reference material was digested in a
igh performance microwave digestion unit, model MLS 1200 mega

rom Milestone. Taking into account the possible presence of oxi-
ants in the system after microwave digestion, a reducing solution
as used as described by Leal et al. [8].

Three replicates were analysed, each result being calculated
rom four injections. As can be seen in Table 2, the obtained results
re in good agreement with the certified ones.

In order to confirm that there are no significant differences
etween the experimental and the certified values, the t-test was
alculated. Our texp = 0.5995 is lower than t (0.05; f = n−1) = 4.3027,
hus we accepted that there is no significance difference between
he obtained value and the certified one.

In order to evaluate the usefulness of the proposed method
o determine Hg in some environmental samples, the recovery of
piked samples was tested. Three types of environmental samples
ere analysed: groundwater, rain leachates from a demolition recy-

ling plant and the slag from an urban solid waste incinerator plant.
he obtained results and recoveries are depicted in Table 3.

All environmental samples were put in storage in acidic and
xidant conditions to prevent mercury losses [28]. Previously to
amples analysis, oxidant conditions must be removed with the
ddition of some drops of a saturated solution of ascorbic acid until
limination of the yellow colour from dichromate.

.7. Interference study
In the present work, the influence of some contaminant ions
n the determination of 1 �g L−1 Hg was evaluated. Our results are
imilar to previous works developed by others authors [11,22]. Se6+

nd Se4+ show no interferences up to 1 and 100 �g L−1 respectively.

−1) Found [Hg] (�g L−1) Recovery (%)

1.300±0.011 97.7
1.084±0.005 97.9
1.522±0.043 97.1
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Table 4
Comparison results obtained by multisyringe flow injection system (MSFIA), multi-
commuted flow system (MCFIA) and Flow injection system (FIA)

Parameter FIA MCFIA-1 MCFIA-2 MSFIA

Detection limit (ng L−1) 2.6 2 0.9 2
Linear range (�g L−1) 0–10 0–1.5 0–1.5 0–120
%R.S.D. 3.2 0.13 0.5 <2
Injection throughput (h−1) 102 63 43 30
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[
[

ample volume (ml/inj) 0.6 0.42 3.33 1
eductant consumption (ml/inj) 1.5 0.83 3.75 1.25
r flow rate 500 240 240 110

he tolerable amounts of I−, Br− and S2− were 1 mg L−1, 10 mg L−1

nd 1 �g L−1, respectively.

.8. Comparison between different flow techniques using CV–AFS
etection: FIA, MCFIA and MSFIA

A comparison of the results obtained by the authors using the
IA–CV–AFS method [9], MCFIA–CV–AFS [10] and the proposed
SFIA–CV–AFS system has been carried out. In the MCFIA system

wo manifolds were compared. MCFIA-1 with reading time 30 s and
ampling time 5 s and MCFIA-2 with reading time 40 s and sampling
ime 40 s were chosen to compare with our system.

As can be seen in Table 4, the MSFIA detection limit is of the same
rder as that of MCFIA and FIA systems. The smart MSFIA system
llows the largest linear range. In the MSFIA system the injection
hroughput is lower than that of MCFIA and FIA systems due to the
elay time involved during the syringe pick-up, furthermore, large
ample volumes increase the sensitivity but also the analysis time
7,8].

. Conclusions

The proposed smart MSFIA system was adapted and set up for
ercury determination. The main operational parameters of the

ystem were studied. The multisyringe module and the constructed

anifold allow an efficient sample introduction. The smart MSFIA

ystem is simple, robust and practical. It allows a wide linear range
nd a low detection limit without requiring any preconcentration
teps. MSFIA shows a lower injection throughput against MCFIA
nd FIA systems, but it prevents the drawbacks involved in the

[

[
[
[
[
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se of peristaltic pumps. The proposed technique was successfully
pplied to mercury determination in waters, environmental sam-
les and reference solid materials, which were previously digested

n a microwave digestion unit.
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a b s t r a c t

A simple flow injection on-line separation and proconcentration system for determination of iron in milk
and water samples were developed. Ferron was physically immobilized on alumina particles in the pH
range of 2.5–6 and was used as sorbent in microcolumn preparation. Deposition of iron was effected by
processing a standard or solution of analyte at pH range of 3–6 on the microcolumn. Injection of 300 �l of
HNO3 (5 mol l−1) served to elute the retained species to FAAS. Different factors affecting the performance
of the system were optimized by MultiSimplex and univariable methods. MultiSimplex program based on
the simplex algorithm allowed the simultaneous study of the variables affecting immobilization, sorption
ultiSimplex optimization
reconcentration/separation
I-AAS

or elution process. The capacity of the sorbent under working condition was found to be 989.0 �g irons per
gram of packing material. A sample volume of 20 and 40 ml resulted in preconcentration factors of 65 and
129, respectively. Precision (n = 6) at 125 and 50 �g l−1 were 2.0 and 2.9%, respectively. With 20 ml sampling
volume a detection limit of 1.06 �g l−1 was determined. The method was applied to determination of iron
in tap water, river water, rain water, spring water, infant dry formula milk, human and cow milk. The
accuracy was assessed through recovery experiments, independent analysis by furnace atomic absorption,

feren
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and analysis of certified re

. Introduction

Iron is an essential element for all forms of life, i.e. it is a cofactor
n many enzymes and essential for oxygen transport and elec-
ron transfer. Although daily requirements for iron are 8–18 mg
or man and woman, respectively [1], it is potentially toxic in
xcess concentration because of its pro-oxidant activity. Milk is
he only source of nutrients for newborns and is close to ideal
ood due to its composition and availability. In addition to its

acronutrients, i.e. protides, glucides, and lipids, milk also con-
ains micronutrients, i.e. vitamins and elements that are absolutely
ssential during the first months of baby’s life, since it is the only
ource of nutrients. This is particularly true for micronutrients that
re not stored by the fetus during its growth inside the uterus [2].
ron is in the group of essential elements that serves to protect
he baby from potential deficiency during the first 4–6 months of
is/her life. This clearly demonstrated the importance of the deter-

ination of traces of iron in milk. The concentration of iron in

uman and cow milk is relatively low ranging from 0.2 to 0.8 mg l−1

3]. In addition, determination of trace amount of iron in milk
s not a trivial task because of the complexity of the emulsion.
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n the other hand, the extremely low concentration of dissolved
ron in water is one of the important aspects that characterize
he quality of drinking and clinical water. Thus for determina-
ion of iron in samples such as water and milk by flame atomic
bsorption spectrometry a separation/preconcentration step is
equired to improve its detection limit and selectivity of deter-
ination. Different solid phase extraction/FAAS for determination

f iron have been developed [4–8]. However, among different
ethod used for separation and preconcentration of metal ions,

n-line separation and preconcentration such as flow injection
oupled with atomic absorption spectrometry have received con-
iderable attention [9,10]. Automation of the sample pretreatment
nd manipulations within the manifold have increased sample
hroughputs and decreased the potential for sample contamination,
hich is critical in trace analysis. The sorbents that have most often

een used for flow injection (FI) on-line preconcentration/sorbent
xtraction of metal ions are C18-silica [11–13], functionalized sil-
ca [14–16], basic and acidic alumina powder [17–19], activated
arbon [20,21], polyurethane foam [22], and microcrystalline naph-
halene impregnated with stearic acid [23]. Organic ligands such as

, 5-diphenyl carbazone [24], 2-nitrose-1-naphthol [25], DDTC [26],
alens [27], oxine [28], immobilized on surfactant-coated alumina
nd calmagite immobilized on Amberlite XAD-2 [29] have also been
sed for preparation of microcolumn in FI-AAS. However, to the
est of our knowledge, there have been a few reports on direct
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3. Procedure

The flow injection manifolds used were as described before
(Fig. 1) and were connected directly to the nebulizer inlet tub-
ing. The single-line system (Fig. 1a) was used to study analyte
52 F. Shakerian et al. / T

mmobilization of ligands on alumina powder [30,31], so it was
ppropriate to investigate, the possibilities of direct immobilization
f 8-hydroxy-7-iodoquinoline-5-sulfonic acid (ferron) on alumina
owder. Ferron is a well known classical ligand, with a sulfonic
roup, and had been used for spectrophotometeric determination
f some metal ions including iron [32,33], but its use in solid phase
xtraction is rare.

The MultiSimplex program described elsewhere [34,35] is
esigned as a true multivariate non-linear optimization tool that
ombines the modified simplex method [36] with the fuzzy set
heory [37] by means of the membership functions or the point
esponse measure called the aggregated value or membership. The
dvantage of MultiSimplex is that it allows simultaneous opti-
ization of several response signals and considers the interaction

mong variables. MultiSimplex optimization is easy to follow and
as been already used in some analytical application [34,38,39]. To
o the MultiSimplex optimization, the variables, the range of each
ariable and the responses that are going to be followed are defined.
hen MultiSimplex suggests a K + 1 number of experiments; where
is the number of variables to be studied. Once the experiments

re carried out, the answers of the experiments are introduced
nd MultiSimplex suggests one new experiment. The process is
ontinued until the optimum conditions are reached. In order to
easure the closeness to the optimum, MultiSimplex makes use

f the “membership value” [36]. This value ranges from 0 to l and
akes into account the results of all responses considered in the
ptimization. Optimized conditions are achieved when the mem-
ership value is close to 1. The optimization procedure includes a
e-evaluation rule that means, for every certain number of experi-
ents, a previous trial is repeated experimentally [34].
In this work, ferron was directly immobilized on alumina pow-

er, and a rapid on-line system for enrichment and determination
f iron by flame atomic absorption spectrometry incorporating
microcolumn of immobilized ferron was designed. Further-
ore, the factors effecting the immobilization of ligand, deposition

nd elution steps were optimized by MultiSimplex program and
nivariable method. Finally, the procedure was applied to determi-
ation of iron in water and milk samples.

. Experimental

.1. Reagents

All chemicals were of highest purity available from Merck chem-
cal company and were used as received and deionized water used
hroughout. A stock 1000 �g ml−1 of iron(II) or iron(III) was pre-
ared by dissolving appropriate amount of (NH4)2Fe(SO4)2·6H2O
r Fe (NO3)3·9H2O in water. Working solutions were prepared daily
rom the stock solutions by serial dilution.

Alumina particles (� type, 10–50 �m, chromatographic grade,
erck, Darmstadt, Germany) was purified by shaking with 5 mol l−1

itric acid and washing three times with water. Ferron (Fluka) were
sed without further purification.

.2. Apparatus

A Buck Scientific atomic absorption spectrometer (Model 210
GP, USA) was used for all absorption measurements. An iron
ollow cathode lamp and air–acetylene flame was used for all mea-

urements. The operating conditions were as follows: wavelength
48.3 nm, slit width 0.2 nm, lamp current 8.2 mA. The absorbance
ime response was monitored on an x–t chart recorder (L-250)
nd quantitative analysis was based on measurement of the peak
eight of transient signals. The flow injection system used were as

F
m
I
p

77 (2008) 551–555

escribed elsewhere [26] and consists of peristaltic pump (Ismatic,
S-REGLO/8-100 Switzerland), rotary injection valve (Rheodyne,

A, USA) and microcolumn of ferron immobilized on alumina (PTFE
ube 4 cm×2 mm i.d.). The MultiSimplex program was download-
ng from www.MultiSimplex.com site.

.3. Immobilization of ferron

Fifty milliliter of water and ∼0.1 g of ferron was added to 1.0 g
f alumina, and the solution was mixed with a magnetic stirrer
or 10 min. The mixture was then filtered through Millipore filter,
ashed, air-dried, and was kept in a closed bottle before use. The
icrocolumn was fabricated by using PTFE (Teflon) tubing (4 cm

n length, internal diameter of 2 mm) and contained immobilized
erron on alumina (∼80 mg) and the end of the tube was fitted with
oam to hold the sorbent. It was stable for more than 2 months.

.4. Preparation of milk

To 10 ml of human or cow’s milk, few drops of concentrated
itric acid were added, and the sample was centrifuged for few min-
tes. Then the supernatant solution was taken, the pH was adjusted
o∼5 by ammonium hydroxide, and was diluted to 100 ml in a volu-

etric flask. The solution was then analyzed according to the given
rocedure.

For analysis of infant dry formula milk, 0.5 g of milk powder
as dissolved in water the protein was separated after addition of

ew drops of concentration nitric acid. The pH of supernatant was
djusted to ∼5 and was diluted to 250 ml. The sample was then
reated according to the given procedure.

.5. Water samples

The samples were filtered through a Millipore filter; the pH and
aCl concentration of solutions were adjusted to∼5 and 0.4 mol l−1,

espectively, and was treated according to the given procedure.
ig. 1. Schematic diagram of the flow system used for preconcentration and deter-
ination of iron. (a) Single line FI system. (b) Two line FI system, I: sample loading;

I: injection; S, sample; P, peristaltic pump; C, microcolumn and W, waste. Valve
ositions.
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Table 1
MultiSimplex optimization of variables of group 1 (preparation of sorbent)

Variable MultiSimplex method Univariable method
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Lower limit Upper limit

H of ligand solution 2.0 10.1
mount of ligand(g) per gram of alumina 0.001 0.1

reakthrough and undertake initial method development studies.
he two-line FI manifold (Fig. 2b) was used to process real sam-
les and obtain performance data. The carrier and eluent solution
ere water and nitric acid (300 �l, 5 mol l−1), respectively. The
icrocolumn was located in the sample loop of injection valve, so

he sampling could be performed “off-line” and preventing matrix
onstituents entering the AAS. At the end of sampling, the valve
as switch “on-line” and the eluent was injected with the use of

econd valve to effect elution.
The pH and NaCl concentration of solutions were adjusted to∼5

nd 0.4 mol l−1, respectively. With reference to FI manifold (Fig. 1a
nd b), standard solution or samples were passed through the fer-
on microcolumn (Fig. 1a, sample volume 300 �l, Fig. 1b, volume
ased sampling (e.g. 20 ml at flow rate of 3 ml min−1)) to effect
he deposition of the analyte. The retained iron was then eluted by
njection of nitric acid (300 �l 5 mol l−1) and transported to flame
tomic absorption spectrometer for quantization (for the system in
ig. 1b, the injection valve was switched to bring the microcolumn
on-line” prior to injection of eluent). The transient signals were
onitored for quantitative analysis.

. Results and discussion

It is known that molecules with negatively charged SO3
− group

uch as sodium dodecyl sulfate strongly adsorb on the positively
harged �-alumina surface in the pH range of 1–6 [40]. Therefore,
t was appreciated to investigate the possibility of immobilization
f ligands such as ferron with an SO3

− group on �-alumina. It was
ound that when ferron is mixed with particle of alumina in water,
he ligand adsorb on the positively charge alumina surface and the
olor of alumina change from white to yellow. Furthermore, the
esulting sorbent was characterized by employing Fourier trans-

orm infrared spectrometry (FT-IR). The characteristic IR bands in
m−1 for immobilized ferron were: 1456, 1489 and 1558 (skeleton
ands of aromatic rings); and in compare to free ligand, the broad-
ess of OH streching and sharpness of C N stretching was reduced,
hich further support the loading of the ferron on alumina.
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able 2
ultiSimplex optimization of variables of group 2 (retention of analyte)

ariable MultiSimplex method

Lower limit Upper limit Reference

NaCl] (mol l−1) 0.005 0.5 0.356
low rate (ml min−1) 1.0 6.0 3.2
olumn length (cm) 2.0 5.0 4.6
ample pH 3.0 10.0 3

able 3
ultiSimplex optimization of variables of group 3 (elution of analyte)

ariable MultiSimplex method

Lower limit Upper limit Refe

luent flow rate (ml min−1) 1.0 3.4 1.
luent volume (�l) 200.0 600.0 440
luent concentration (mol l−1) 1.0 6.0 6
Reference value Step Optimum value

4.67 1.0 3.7 2.5–6.0
0.1 0.03 0.1 0.075–0.2

The adsorption capability of sorbent for iron was examined,
nd was found that in the presence of sodium chloride, immobi-
ized ferron have high affinity for retention of Fe(II) and Fe(III). This
bservation may be explained on the bases that ferron form neg-
tively charged complexes with iron ions, so the presence of Na+

eutralize its charges [41]. Next, the desorption of retained iron
as studied by using different eluent such as, ethanol, methanol,
ioxane, DMF, acetone, sodium acetate (4 mol l−1), alcoholic solu-
ion of 1,10-phenathroline (2%), ammonium thiocyanate (5 mol l−1),
DTA, hydrochloric and nitric acid (5 mol l−1). Nitric and hydrochlo-
ic acid were found as most suitable eluent for this purpose, and
itric acid was selected as eluent in this study. With other exam-

ned eluent, complete recovery of analyte were not possible (with
rganic solvent, the recovery were ∼0%, and with other eluent the
ecovery were between 36 and 40%). Then the factors affecting the
erformance of the system were optimized by MultiSimplex pro-
ram and the results was compared with the results of univariable
ptimization method.

In order to do optimization by MultiSimplex program, the fac-
ors affecting the procedure were divided into three independent
roups and the MultiSimplex program was used for optimization
f the variables in each group. The groups and the variables were
s follows:

Group 1; preparation of sorbent; variables were: pH and the
amount of ligand per gram of alumina.
Group 2; retention of analyte; variables were: pH and NaCl con-
centration, flow rate and microcolumn length.
Group 3; elution of analyte; variables were: eluent concentration,
flow rate and volume of eluent.

In MultiSimplex program, modified simplex method was used
s appropriate algorithm with coefficients of; reflection (R) = 1,

ontraction = 0.5, contraction of R = 0.5, and expansion of R = 2. To
educe the possibility of local optimization of MultiSimplex, ini-
ially, the uniform design (UD) was used. The uniform design
as the advantage of space filling, thus the selected experimental
oints are scattered uniformly in a bonded region of experimen-

Univariable method

value Step Optimum value

0.15 0.4 0.05–0.5
0.7 2.8 1–3
0.7 4.0 3–5
1 5.0 3–6

Univariable method

rence value Step Optimum value

6 1 2.4 2–4
100 356.7 200–600

1 5.2 >5



554 F. Shakerian et al. / Talanta

F
t
o

t
o
b
g

T
I
3

F

N
C
M
M
C
Z
C
S
C
S
K
P
A
A
H
N
C
B

w
c
c
m
f
s
a
(
p
t
t
o
t
a
t
s
r
e

T
D

S

T

S

R

R

H

C

I

ig. 2. Membership values of the experiment performed by MultiSimplex optimiza-
ion; group 1: preparation of sorbent; group 2: retention of analyte; group 3: elution
f analyte.
al domain [42] and the sample produced is high representation
f the studied experimental domain. The best response obtained
y UD was selected as the reference value for MultiSimplex pro-
ram. Then the upper and lower limit was defined, the program

able 4
nterference study: concentrated volume 20, iron concentration 125 �g l−1 flow rate
ml min−1

oreign ion Molar ratio (ion/iron) Recovery (%)

i2+ 1,000 102.1 ± 0.4
a2+ 1,000 96.4 ± 0.5
g2+ 1,000 102.4 ± 0.2
n2+ 1,000 98.3 ± 0.6

d2+ 1,000 103.9 ± 0.3
n2+ 1,000 98.3 ± 0.1
o2+ 250 97.4 ± 0.5
r2+ 1,000 98.9 ± 0.3
O3

2− 1,000 98.8 ± 0.3
O4

2− 100 95.1 ± 0.5
+ 1,000 97.8 ± 0.4
b2+ 1,000 97.2 ± 0.3
l3+ 250 102.5 ± 0.2
g+ 1,000 98.9 ± 0.6
g2+ 1,000 101.4 ± 0.3
a+ 40,000 100 ± 0.6
l− 40,000 102.3 ± 0.4
a2+ 1,000 100 ± 0.6
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able 5
etermination of iron in real sample

ample Iron (�g l−1)

Added Found

ap water 0 80.9
10 91.0

pring water 0 21.5
10 31.4

ain water 0 35.7
10 45.5

iver water 0 64.7
10 74.5

uman milk 0 962.8
100 1061.5

ow milk 0 1275.7
100 1372.8

nfant dry formula milka 0 72.5
10 82.8

a �g of iron per gram of sample.
77 (2008) 551–555

as run and the experiments were performed according to the
ondition suggested by MultiSimplex program and the process was
ontinued until the optimum conditions were reached, i.e. until the
embership value get close to 1 (Fig. 2). The defined parameter

or variables of each group and the optimum results obtained are
ummarized in Tables 1–3; the results of optimization by univari-
ble method are also given in the last column. Generally the results
Tables 1–3) show that the optimum value obtained by MultiSim-
lex program is within the optimum range of univariable method;
hus the results of two methods support each other. Furthermore,
he results of Table 1 shows that the best pH for adsorption of ferron
n alumina is 3.72 (or pH range of 2.5–6) which is in agreement with
he earlier report for adsorption of negatively charged surfactant on
lumina [40]. From the results of Tables 2 and 3 the optimum condi-
ion selected for retention and desorption of iron were as follows;
ample pH ∼5.0, NaCl concentration 0.4 mol l−1; flow rate during
etention and elution of analyte 3 ml min−1, column length 4 cm,
luent concentration 5 mol l−1, eluent volume 300 �l.

. Basic analytical performance

An important aspect of method development was to demon-
trate the preconcentration capability of the FI manifold. The flow
ystem showed good linearity for processing 20 ml (10–200 �g l−1)
nd 40 ml (5–150 �g l−1) of iron solutions. The equations of calibra-
ion graphs were H = 0.195 C + 0.572 and H = 0.388 C + 0.515 (where

is the peak height and C is the concentration) with correlation
oefficient of 0.9999 and 0.9996, respectively. A preconcentration
actor (based on matching the slope of calibration graphs with and
ithout preconcentration) of 65 and 129 with a sampling volume

f 20 and 40 ml were obtained, respectively. This implies the deter-
ination capability of the method at sub �g l−1. Furthermore, the

alibration slopes increased proportionally with increasing precon-
entration volume, which indicates the recovery of the process is
ndependent of sample volume.

The deposition efficiency of microcolumn in preconcentration
f iron in presence of various cations and anions present in real
ample or forming complex with ferron were examined. A rela-

ive error of less than 5% was considered to be within the range
f experimental error. The results obtained are summarized in
able 4. At the given level no interference was observed in deter-
ination of iron at trace level. These results indicated that high

oncentration of matrix salts have minimal effect on iron species

Recovery (%) GF-AAS

± 0.8 – 81.6 ± 1.2
± 0.5 101.0 ± 0.5

± 0.6 – 21.7 ± 1.1
± 0.4 99.0 ± 0.4

± 0.7 – 35.3 ± 0.9
± 0.3 98.0 ± 0.3

± 0.6 – 64.2 ± 1.6
± 0.8 97.8 ± 0.8

± 0.6 – 965.3 ± 0.6
± 0.4 98.7 ± 0.4

± 0.9 – 1274.6 ± 0.9
± 0.7 97.1 ± 0.7

± 0.4 – 72.8 ± 1.8
± 0.5 103.0 ± 0.5
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elative to matrix ion. At the 95% confidence level the relative
tandard deviation (n = 6) at 125 and 50 �g l−1 of iron with 20 ml
ampling volume were 2.9 and 2.0%, respectively. The limit of detec-
ion based on three times the standard deviation of blank signal
ith a sampling volume of 20 ml was found to be 1.06 �g l−1. The

apacity of the sorbent was found to be 989 �g of iron per gram
f packing material. This high value suggested high performance
f microcolumn even in the presence of competing ions, in other
ord that interfering metal ions have minimal influence on iron

etention.

.1. Application

The procedure was applied to determination of iron in tap
ater, spring water, rain, and river water (taken from Zayan-
ah roud, Esphahan/Iran), human and cow milk and infant dry
ormula milk. Reliability was checked by recovery experiments
nd comparing the results with data obtained by graphite fur-
ace atomic absorption analysis. The results of this investigation
re given in Table 5. It can be seen that recovery of spiked
ample is good, and at 95% confidence limit there is no differ-
nce between the results and data obtained by graphite furnace
tomic absorption analysis. Furthermore, the above procedure was
pplied to the determination of iron in a certified oxide manganese
re (Reference Material, CRM No. 5406-90 with the percentage
omposition of SiO2 = 47.66, TiO2 = 0.31, Al2O3 = 9.78, Mntot = 15.98,
nO2 = 14.40, MgO = 0.74, CaO = 1.96, Na2O = 0.70, K2O = 4.99,
= 0.043, CO2 = 1.29, Stot = 0.22, Pb = 0.23. Zn = 0.018, Ba = 2.65 and
etot = 2.43). The concentration of iron in the sample was found
o be 2.42±0.21 which is in good agreement with the accepted
alue (2.43%); thus the procedure is suitable for the sample type
xamined.

. Conclusions

It has been demonstrated that ferrons can be directly immobi-
ized on alumina surface in the pH range of 2.5–6. The proposed FI
ystem incorporating immobilized ferron permits effective on-line
reconcentration of iron and final determination by FAAS. Further-
ore, MultiSimplex optimization allowed reduction of the number

f experiments needed for optimization, and a true optimum set of

ondition is attained. The proposed method offers an alternative
rocedure to techniques such as GFAAS for determination of iron
t �g l−1 level in different matrices. The preparation of sorbent is
airly easy and does not require any chemical reaction. Future work
ill be directed at the possibility of direct immobilization of ligands

[
[
[
[

77 (2008) 551–555 555

ith different negatively charged group and to assess the suitability
f the method for filed sampling of iron.
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a b s t r a c t

A single reaction interface flow analysis (SIFA) system for the monitoring of mannitol in pharmaceutical
formulations and human urine is presented. The developed approach takes advantage of the manni-
tol scavenger aptitude to inhibit the chemiluminescent reaction between luminol and myoglobin in the
absence of H2O2. The SIFA system facilitated the fully automation of the developed methodology, allow-
ing the in-line reproducible handling of chemical species with a very short lifetime as is the case of the
hydroxyl radical generated in the abovementioned luminol/myoglobin reaction.
ingle reaction interface flow analysis
annitol determination
ydroxyl radical
yoglobin

hemiluminescence

The proposed methodology allowed the determination of mannitol concentrations between
25 mmol L−1 and 1 mol L−1, with good precision (R.S.D. < 4.7%, n = 3) and a sampling frequency of about
60 h−1. The procedure was applied to the determination of mannitol in pharmaceuticals and in human
urine samples without any pretreatment process. The results obtained for pharmaceutical formulations
were statistically comparable to those provided by the reference method (R.D. < 4.6%); recoveries values
obtained in the analysis of spiked urine samples (between 94.9 and 105.3% of the added amount) were
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also satisfactory.

. Introduction

Myoglobin is a small and stable heme protein which contains a
ingle iron protoporphyrin or heme moiety and thus classified as a
etalloprotein [1]. It is mainly present in both skeletal and cardiac
uscle tissue where it is responsible for oxygen storage and trans-

ortation. Several recent works refer that myoglobin in the ferric
tate Mb(FeIII) could oxidise luminol yielding a chemiluminescence
mission. This feature was applied in the determination of several
pecies that could either inhibit or enhance the myoglobin–luminol
ystem [2–4].

It has been also reported that some metal-containing com-
ounds and metalloporphyrins could produce a chemilumines-
ence response from luminol in alkaline medium, without involving
he direct oxidation of the later by myoglobin or the presence
f hydrogen peroxide [5]. Seemingly, the reaction between the

eIII porphyrins with NaOH generated hydroxyl radical (OH•) and
eII porphyrins, which could be subsequently oxidised to the FeIII

orm by O2 generating superoxide radical (O2
•−) [5]. The chemi-

uminescence emission was therefore a consequence of luminol

∗ Corresponding author. Tel.: +351 222078968; fax: +351 222078961.
E-mail address: joaolms@ff.up.pt (J.L.M. Santos).
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xidation induced by the free radicals generated in the redox cycle.
eing a metalloporphyrin it would be expected that myoglobin
ould endure a similar chemical process under the same condi-

ions.
Mannitol is a polyol (sugar alcohol) widely used in food and

harmaceutical industries as well as a therapeutical agent (osmot-
cally active diuretic) used in situations of acute renal failure, to
reat cerebral oedema, glaucoma or to reduce intracranial pressure
6]. Mannitol has been determined in different matrices including
ood, biological samples or pharmaceuticals mainly by chromatog-
aphy [7–20] and capillary electrophoresis [21–26], using various
ypes of detection, such as, UV, spectrophotometric, electrochem-
cal, amperometric, conductimetric and refractometric. However,
he majority of these techniques is time-consuming and requires
xpensive equipments and qualified operators. Two flow injec-
ion analysis (FIA) methodologies involving chemiluminescence
etection upon oxidation by permanganate [27] and fluorometric
etection [28], were also proposed for the determination of this
olyol. However, FIA systems exhibit a low automation level and

ely on the continuous addition of reagent solutions to the sample
one, which lead to a substantial consumption of reagents. Further-
ore, FIA versatility is limited in terms of sample manipulation

ince the inserted sample volume is determined by the internal
olume of the sample loop.
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Fig. 1. Single interface flow manifold for the determination of mannitol. P1, P2,
P3: solenoid micro-pumps; X: confluence point; V1, V2: solenoid valves; RC: reac-
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2.4. Reference method
C.I.C. Silvestre et al. /

Given that mannitol is a specific and strong hydroxyl radi-
al scavenger it would have the ability, by scavenging (OH•), to
nhibit the anticipated chemiluminescence response generated in
he abovementioned myoglobin/luminol reaction, a capability that
ould be used for its determination in samples with distinct ori-
ins. It is relevant the fact that none of the methodologies proposed
ill now makes use of mannitol radical scavenger capability for its
etermination.

Chemiluminescence measurements are characterised by wide
ynamic linear ranges, high speed of response and excellent
ensitivity. Taking into account that a CL response is typically
enerated by fast reactions, its efficient monitoring requires
ighly reproducible and fast mixing of sample and reagents.
his is even more crucial when short-lived species, as is the
ase of the hydroxyl radical, are involved in the reactive pro-
ess. SIFA systems exhibit all the necessary features to fulfil
hese requisites. Therefore, in this work an automated flow

ethodology based on a single reaction interface flow analysis
SIFA) system [29] was implemented for monitoring manni-
ol levels in pharmaceutical and biological samples. The use
f solenoid micro-pumps which are accountable for solutions
nsertion, propelling and commutation, conditioning the estab-
ishment and subsequent detection of the reaction zone, provide

great operational simplicity. These micro-pumps are ideal
ools to build up compact environmentally friendly analytical
ystems, which are characterised by low solutions consump-
ions and the minimisation of hazardous waste generation.
hey also enhanced sample/reagent mixing ability in compar-
son with flow techniques that rely on laminar flow regime.
ffectively, solenoid micro-pumps actuation produces a pulsed
owing stream as a consequence of the sudden pump diaphragm
isplacement that produces a chaotic movement of the solu-
ions in all directions leading to the improved sample/reagent

ixing, a well-known requirement of chemiluminescence mea-
urements (fast and effective sample/reagent mixing). Nonetheless,
ne of the main advantages of SIFA systems is that they
o longer rely on the utilisation of well-defined and com-
elling sample and reagent volumes, a typical characteristic
f conventional flow techniques such as FIA, Sequential Injec-
ion Analysis (SIA) and Multi-Syringe Flow injection Analysis
MSFIA), but on the establishment of a single sample/reagent
eaction interface, where the sample and reagent solutions
ave no fixed boundaries. This facilitates system configuration
nd control and resulted in enhanced simplicity and opera-
ional versatility while minimises the occurrence of operational
rrors.

. Materials and methods

.1. Reagents and solutions

All of the solutions were prepared with water from a Milli-
system (conductivity≤0.1 �S cm−1) and chemicals were of

nalytical reagent grade quality and not subject to any purifica-
ion.

A 1.0×10−3 mol L−1 luminol solution was daily prepared
issolving 8.86 mg in 50 mL of NaOH 0.2 mol L−1. Working stan-
ard solutions were prepared by suitable dilutions with NaOH
.2 mol L−1.
A 1.0×10−5 mol L−1 myoglobin solution was daily prepared dis-
olving 8.48 mg in 50 mL of water. Working standard solutions were
repared by suitable dilutions with water.

Working standard solutions of mannitol were daily prepared by
igorous dilution of 1 mol L−1 stock solution using water.

w
t
b

ion coils (50 cm); D: chemiluminescence detector; W: waste; Mb: myoglobin
4×10−7 mol L−1); S: sample or standard; L: luminol (1×10−5 mol L−1; prepared
n NaOH 0.2 mol L−1).

.2. Apparatus

The single interface flow system comprised three solenoid
icro-pumps (120SP1210-4TE, Bio-Chem Valve Inc., Boonton, NJ,
SA, 10 �L per stroke), two 161 T 031 (NResearch, West Caldwell,
SA) two-way solenoid valves and a Camspec CL-2 chemilumi-
escence detector (Camspec Ltd., Cambridge, UK) equipped with
three-port 60 �L inner volume quartz flow cell. The luminometer
ad a wavelength response range of 320–600 nm and a flow cell
orking pathlenght of 5 mm. Flow lines and reaction coils were
ade from 0.8 mm i.d. PTFE tubing.
A Pentium-I-based computer was used for system control, and

or data acquisition and treatment; software was developed in
icrosoft Quick-Basic 4.5. The computer was equipped with a PC-

ABCard model PCL-711B interface card from Advantech (Taipei,
aiwan). A CoolDrive (NResearch Inc., West Caldwell, USA) power
rive was used to operate both the solenoid micro-pumps and
olenoid valves.

Spectrophotometric measurements were carried out in a UV/Vis
pectrometer model Lambda 45 from PerkinElmer Instruments Inc.
Norwalk, CT, USA).

.3. Single interface flow manifold

The developed flow manifold, pictured in Fig. 1, comprised three
olenoid micro-pumps (P1, P2 and P3), which were used to insert
nd propel the sample and reagent solutions. The repetitive micro-
ump switching on/off created a pulsed flowing stream in which
he pulse volume corresponded to the micro-pump stroke volume.
wo two-way (normally closed) solenoid valves (V1 and V2) were
sed to direct the flowing streams. The detector was placed at the
entre of the flow manifold. The reactions coils, identically sized,
ere placed on both sides of the detector.

The analytical cycle was started by establishing a baseline, which
as accomplished with myoglobin/sample solutions. For estab-

ishing the baseline, V1 was open and P1 and P2 were repeatedly
ctuated (on/off switching) propelling the solutions through the
eactors as well as through the detector. After reaching V2 these
olutions were discarded. Subsequently, V2 was opened, P1 and P2
ere switched off and the luminol solution was inserted into the

nalytical path by means of P3 and was propelled back to V1. The
utual interdispersion of myoglobin/sample/luminol resulted in

n analytical signal, which was measured when the reaction inter-
ace passed through the detector.
Aiming at the evaluation of the accuracy of the results obtained
ith the developed procedure, mannitol pharmaceutical formula-

ions were analysed according to the British Pharmacopoeia [30],
y iodimetric titration.
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Table 1
Results obtained in the evaluation of the interfering effect of selected compounds
by using a 50 mmol L−1 mannitol solution

Added1species Tolerance limit

Cl− , NO3
− , Ac− , I− , SO4

2− , PO4
2− 100a

Na+, Ni2+, Zn2+, Cr3+, Mg2+, Ca2+, Cu2+ 100
Sorbitol, glucose, borate, oxalate, malate, ureia 100
Uric acid, NH4

+, BrO3
− 10

Fe3+ 1
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where I represents the relative chemiluminescence intensity and C
is the logarithm of mannitol concentration (expressed in mol L−1).
The correlation coefficient was 0.9997.

In order to evaluate the applicability and the accuracy of the
developed methodology in the analysis of real samples, it was

Table 2
Parameters evaluated during the optimisation of the SIFA system performance and
most favourable values selected for its operation

Parameter Evaluated range Selected values
20 C.I.C. Silvestre et al. /

. Results and discussion

Preliminary experiments showed that at pH < 8 myoglobin
xhibits a maximum of absorbance at 409 nm, corresponding to
b(FeIII) form (metmyoglobin), while at higher pH values the peak
aximum was at 414 nm for Mb(FeII) (oxymyoglobin). It was also

bserved that the ferric state myoglobin reacted with luminol,
n alkaline medium, producing a strong chemiluminescence (CL)
mission. This CL emission was markedly reduced when mannitol,
strong and specific hydroxyl radical scavenger, was added con-
rming that this free radical was involved in the production of light.
hese results agreed with previous results obtained with other iron
orphyrins [5].

.1. Development of single interface flow methodology

In the development of the single interface flow methodology
everal studies were carried out in order to improve systems per-
ormance, namely in terms of analytical signal intensity, accuracy,
epeatability and determination rate. These features influenced the
hoices made during the optimisation of the systems, which was
arried out using the univariate method. Since no well-defined
ample or reagent volumes were used, these parameters were not
ubject to evaluation which simplified the overall optimisation pro-
ess.

.1.1. Chemical parameters
Considering that the pH of the solution determined the Fe oxi-

ation state, in order to guarantee the Mb(FeIII) form myoglobin
olutions were prepared directly in deionised water at pH 5.6. Effec-
ively, when myoglobin was prepared in alkaline medium a weak
L intensity was observed. On the other hand, luminol CL emission
ccurred in alkaline conditions. Under these circumstances the SIFA
ystem would have to provide good mixing conditions at the myo-
lobin/luminol single interface to ensure an appropriate reaction
evelopment.

The influence of myoglobin concentration in the chemilumi-
escence intensity was assayed for concentrations ranging from
.0×10−7 to 6.0×10−7 mol L−1. It was observed that with increas-
ng myoglobin concentrations the intensity of the signal increased
bout 61.5% until myoglobin 4.0×10−7 mol L−1, above which the
hemiluminescent signal approached stabilisation. Therefore, a
.0×10−7 mol L−1 myoglobin solution was used in the subsequent
xperiments.

The chemiluminescence intensity was also studied for lumi-
ol concentrations between 0.1×10−5 and 5×10−5 mol L−1. The
btained results showed that with increasing luminol concentra-
ions the intensity of the chemiluminescent response increased
bout 59.1% until 1.0×10−5 mol L−1. Above this concentration value
he chemiluminescent intensity remained almost unaffected. Con-
equently, a 1.0×10−5 mol L−1 luminol solution was chosen for the
ucceeding studies.

Considering that the luminol oxidation is favoured in alkaline
edium, distinct NaOH solutions with increasing concentrations
ere evaluated. It was observed that the CL emission reached a
aximum value for 0.2 mol L−1 NaOH.

.1.2. Physical parameters
By comparing chemiluminescence intensities using reac-

ion coils of different lengths (10–100 cm) in the presence of

.0×10−5 mol L−1 luminol and 1.0×10−7 mol L−1 myoglobin, it was
bserved that the chemiluminescence intensity did not diverge sig-
ificantly. Nevertheless, aiming at guaranteeing a good mixture and

n order to not compromise the determination rate two 50-cm reac-
ion coils were selected for the subsequent experiments. Flow rate

R
F
M
L
M

ata refer to the concentration ratio (expressed in mol L−1) between the interfering
pecie and the analyte.

a Maximum tested concentration ratio.

as evaluated between 0.6 and 3.0 ml min−1. Since no significant
ifferences were verified in the chemiluminescence response, a
ow rate of 2.0 ml min−1 was chosen. These results showed that
eaction coil length and flow rate were not fundamental parame-
ers affecting the intensity of the analytical signal obtained with
he SIFA system, which could be probably explained by the fact
hat since sample and reagent solutions have no fixed physical lim-
ts any increase in the residence time would be compensated by the
ontinuous surplus of solutions participating in the single reaction
nterface as it expands to the neighbouring intact (non-dispersed)
ones.

.2. Interferences

In order to assess the selectivity of the developed approach it
as applied in the analysis of a 50 mmol L−1 mannitol solution con-

aining increasing amounts of several species that are either used as
xcipients in pharmaceutical formulations or appeared in the com-
osition of human urine samples. A chemical specie was considered
s non-interfering if the analytical signal variation was lower than
% regarding the one obtained in its absence. The obtained results
Table 1) showed no significant interfering effect for the majority of
he tested compounds with a tolerable molar concentration ratio of
bout 100, except for iron(III) which interferes at concentration val-
es similar to those of mannitol. These results confirmed that the
roposed methodology can be applied in the analysis of mannitol

n both pharmaceutical formulations and urine.

.3. Application to pharmaceutical formulations and biological
amples

After system optimisation and by using the analytical conditions
xhibited in Table 2, a linear working range for mannitol concen-
rations between 25 mmol L−1 and 1 mol L−1, was obtained (Fig. 2).
he calibration curve was expressed by the equation:

= −15.952C + 92.224
eactor length (cm) 10–100 50
low rate (mL min−1) 0.6–3 2.0
yoglobin concentration (×10−7 mol L−1) 1.0–6.0 4.0

uminol concentration (×10−5 mol L−1) 0.1–5.0 1.0
annitol concentration (mol L−1) 1×10−3–1 25×10−3–1
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Fig. 2. Results obtained in the calibration of the system. Mannitol standards con-
centrations between 25 mmol L−1 and 1 mol L−1.

Table 3
Results obtained by using the SIFA methodology (CSIFA) and the reference method
(CRef)

Sample CSIFA (% m/V) CRef (% m/V) R.D. (%)a

Manitosteril 10% 10.2 ± 0.1 9.8 ± 0.003 3.8
Osmofundina 17.5% 17.9 ± 0.1 18.7 ± 0.034 −4.2
Manitol 20% 20.9 ± 2.4 20.0 ± 0.064 4.6
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ach value corresponds to the mean± standard deviation.
a Relative deviation (expressed in percentage) of the developed SIFA methodology

egarding the reference procedure.

pplied to the determination of mannitol in commercially avail-
ble pharmaceutical formulations. The obtained results (Table 3)
xhibited a good agreement between the results furnished by both
ethods, with relative deviations (expressed in percentage) lower

han 4.6%. Furthermore, the repeatability was good, with a relative
tandard deviation lower than 4.7% (n = 3), and the determination
ate was about 60 h−1. For comparison purposes a paired t-test was
lso performed on the data obtained by the proposed method and
y the reference method. A t value of 0.39 was obtained, which was
ower than the tabulated t value = 4.30 (P = 0.05, d.f = 2) indicating
o significant differences for the mean concentrations obtained by
oth methods. When applied in the analysis of human urine sam-
les the developed chemiluminometric SIFA methodology showed
s well a good performance, with recovery values (expressed in per-
entage of the added amount) ranging from 94.9 to 105.3% (Table 4),
ndicating that the proposed analytical approach is suitable for the

onitoring of mannitol in these biological samples.
The developed flow systems exhibited good stability (no

aseline drift was observed) and robustness. The utilisation of
olenoid micro-pumps guaranteed a good operational simplicity,
nd enhanced sample/reagent mixing ability, an important feature

or carrying out chemiluminescence measurements that assure as
ell low solutions consumptions and the minimisation of haz-

rdous waste generation. When compared with more conventional
L flow methodologies SIFA systems revealed a simpler configu-

able 4
esults obtained in the determination of mannitol in spiked human urine samples
amount added: 100 mmol L−1) using the SIFA methodology

rine Sample Original amount
(mmol L−1)

Amount found
(mmol L−1)

Recovery (%)

30.6 133.7 103.1
40.7 135.6 94.9

545.2 650.5 105.3

ach value corresponds to the average of three determinations.
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ation and control while the occurrence of operational errors is
inimised because they do not require the reproducible insertion

f well-defined sample and reagent volumes.

. Conclusion

The proposed single interface system allowed fast and reliable
etermination of mannitol in pharmaceutical formulations and in
rine. For moreover, the proposed method has an innovator char-
cteristic since, contrary to the existing methods, it uses mannitol
adical scavenger property for its determination, which improves
electivity.

The developed system presented an acceptable relative standard
eviation that demonstrates a good repeatability. This feature is cer-
ainly a consequence of the particular characteristic of SIFA systems
hat is the establishment of the reaction zone without using defi-
ite sample and reagent volumes. When compared to the reference
rocedure, relative deviations were inferior to 4.6%. The accuracy
f the proposed methods face to the reference method was con-
rmed by paired t-test for pharmaceutical formulations, as well as,
he obtained recoveries in urine spiked samples.

The proposed method requires no sample pretreatment, pro-
ides a wide working concentration range and is more versatile
han most of the reported methods. Furthermore, single interface
ow system presents a simpler optimisation than other flow tech-
iques.
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a b s t r a c t

A method for classification of the potential spectral interferences in inductively coupled plasma mass
spectrometry (ICP-MS) was proposed based on statistical assessment of the interfering signals. The con-
cept was applied to investigate the variety of spectral interferences over the isotopes of Rh, Pd and Pt
concerning their analysis in road dust samples. For the significant interferences the applicability of math-
ematical corrections using two alternative algorithms were studied by uncertainty budget analysis and
the approach resulting in lower combined uncertainty of the corrected signals was selected. Further the
uncertainty evaluation was used for assessment of the most appropriate Pd isotope to be measured. The
adequateness of the mathematical corrections for Rh and Pd was highly relevant to the number of elements
causing spectral interferences and the relative analyte/interferent concentrations. This was overcome by

−1
orrection of spectral interferences
ncertainty budget analysis
icrowave-assisted cloud point extraction

preliminary road dust leaching with 0.35 mol l hydrochloric acid. Interferents present as easily soluble
salts were substantially removed form the samples while the platinum group metals were not leached
which allowed a relative analyte preconcentration to be obtained. For the leached samples the isotopes
of Rh and Pd were still spectrally interfered from Sr, Y and Pb but at considerably lesser degree thus after
mathematical correction the ICP-MS analysis of Rh, Pd and Pt was reliable and robust using the isotopes
103, 105 and 195, respectively. The method was validated via an alternative analysis based on selective

grou

a
w

i
c
e
i
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separation of the platinum

. Introduction

During the last two decades it is announced that Pt, Pd and Rh
ontent in environmental objects near motorways and city roads is
uch higher compared to their background levels [1,2]. The main

eason for elevated values is emission of platinum group metals
PGM) from the automobile catalytic converters (auto-catalysts)
ntroduced in 1970s to remove carbon monoxide, nitrogen oxides

nd hydrocarbons from the exhaust gases of the vehicles.

A disadvantage of the auto-catalysts is their physical surface
brasion resulting in PGM release in particulate form, mainly in
he elemental state or as oxides [3]. The nano-crystalline PGM are

∗ Corresponding author. Tel.: +359 32 261 439; fax: +359 32 261 337.
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.041
p metals by microwave-assisted cloud point extraction.
© 2008 Elsevier B.V. All rights reserved.

ttached to �m-size aluminum oxide particles from the catalyst’s
ashcoat [4].

At the present moment PGM monitoring is needed concern-
ng the ecological and health risks posed by their increasing
oncentrations [2–4]. Sensitive instrumental techniques such as
lectrothermal atomic absorption spectrometry (ETAAS) [5–8],
nductively coupled plasma optical emission spectrometry (ICP-
ES) [8–10], inductively coupled plasma mass spectrometry

ICP-MS) [10–15] and neutron activation analysis (NAA) [16,17] have
een used for PGM determination in environmental and biologi-
al materials. However the analysis is usually highly sophisticated
ecause of the very low element concentrations and complex sam-

le matrices [18]. For these reasons a preliminary PGM separation
nd/or pre-concentration is commonly required. Co-precipitation
11,15], liquid–liquid extraction [7,12], solid phase extraction [5,8],
on exchange [9,16], preconcentration in knotted reactor [6,13] and
loud point extraction [14,19] have been applied for the purpose
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ut an emphasis should be put on the method validation which is
uite problematic, especially in the case of Pd [20].

ICP-MS is preferred for ultra-trace determination of Rh, Pd
nd Pt in road dust due to its inherent low detection lim-
ts and multi-elemental capabilities. Nevertheless it has been
eported that spectral interferences arising from the major sample
onstituents complicate the PGM analysis by quadrupole spectrom-
ters (ICP-QMS) [21,22]. Attempts have been made to determine
GM by high-resolution ICP-MS but some interferences could not
e avoided even in this case [22,23]. Mathematical corrections of
he spectral interferences have also been applied [12,24,25]. The
dvantage of the last approach is the possibility to use a con-
entional ICP-QMS combined with less sample manipulation in
omparison to the separation methods. However when a math-
matical correction is made its adequateness must be assessed
n view of accuracy and resulting uncertainty of the corrected
ignals.

This work evaluates the contribution of spectral interferences
polyatomic, isobaric or doubly charged ions) to the Rh, Pd and Pt
ignals and the feasibility of mathematical corrections aiming to
mprove the analytical performance of ICP-QMS for PGM determi-
ation in road dust. The mathematical approaches were assessed by
alculation of the combined uncertainties corresponding to the cor-
ected signals and accuracy verification by an alternative method
ased on previously developed selective microwave-assisted cloud
oint extraction (MW-CPE) of PGM [26]. In addition a preliminary
oad dust leaching with diluted hydrochloric acid was also inves-
igated as a tool for spectral interference alleviation by removal of
he easily soluble interferents.

. Experimental

.1. Instrumentation

An inductively coupled plasma mass spectrometer Thermo Ele-
ental VG PQ ExCell was used for spectral interference studies

nd PGM analysis. The instrumental conditions are summarized in
able 1 but plasma gas flows, power and interface sampling depth

ere daily adjusted to minimize the ratio CeO+/Ce+ which was kept
elow 1.5%.

Two microwave systems were used: (i) MSP 1000 (CEM Corp.,
atthews, NC, USA) (950 W) with a pressure control system,

able 1
ptimized instrumental parameters for ICP-MS

lasma conditions
RF power 1300 W
Argon plasma gas flow 14 l min−1

Auxiliary gas flow 1.0 l min−1

Nebulizer gas flow 0.80 l min−1

Sample flow rate 1.0 ml min−1

Nebulizer type Concentric (Meinhard)
Spray chamber Impact bead (Peltier-cooled,

4 ◦C)
Interface cones (sampler and skimmer) Ni

ass spectrometer settings
Resolution Normal
Acquisition mode Peak Jump
Channels per mass 1
Dwell time 100 ms
Sweeps 1
Readings 20

easured isotopes
Analyte 103Rh, 105Pd, 106Pd, 108Pd, 110Pd,

194Pt, 195Pt, 196Pt
Internal standard 187Re
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quipped with vessels (maximum pressure of 200 psi) was used
or the road dust samples digestion and (ii) MDS-81D (CEM Corp.,
ndian Trail, NC, USA) (600 W) was used for MW-CPE.

.2. Reagents and samples

All reagents were analytical or suprapur grade. Standard solu-
ions of 10 mg l−1 Rh (Fluka Chemie GmbH, Buchs, Switzerland)
nd 1000 mg l−1 Pd and Pt (High-Purity Standards, Charleston,
ngland) were used. Calibration standards were prepared daily
n 0.1 mol l−1 HNO3. Single element standards of Cu, Zn, Rb, Sr,
, Zr, Mo, Cd, Hf and Pb were used for the interference studies.
-mercaptobenzothiazole (2-MBT), 97% (Alfa Aesar, Karlsruhe, Ger-
any) and Triton X-100 (Sigma, St. Louis, USA) were used without

urther purification. Double-distilled water was used for prepara-
ion of all solutions. Intermediate solutions of 10% Triton X-100
n water and 8% SnCl2 in 6 mol l−1 HCl were prepared. 2-MBT
as introduced as 1% solution in 0.5 mol l−1 ammonia. Leaching
ydrochloric acid with concentration ca. 0.35 mol l−1 was prepared
y dilution of 30% HCl (Merck, s.p.).

Investigations were carried out with two types of samples: (i)
oad dust collected at motorway near Alicante, Spain (RD Alicante)
nd (ii) urban dust (RD QuaNas) collected in a road tunnel and
upplied in the frames of proficiency testing scheme (EU project
o. G7RT-CT-2002-05110, acronym QuaNAS). The RD Alicante was

ubsampled with 200 �m sieve and the fine fraction was used for
urther analysis. The RD QuaNas was analyzed in the form it has
een obtained.

.3. Procedures

.3.1. MW digestion of road dust
To 0.25 g of road dust, weighted into the MW vessel, were added

ml of aqua regia. Due to the exothermic reaction at room temper-
ture, 30 min had been allowed to elapse before sample vessels
ere sealed and treated in the MW MSP 1000 system by a program

ptimised for six samples (Table 2).
The digests were transferred in volumetric flasks, Re was added

s internal standard at 1 �g l−1 level and samples were diluted to
00 ml with water.

.3.2. Leaching procedure
Before MW digestion, a preliminary leaching of 1 g road dust

as carried out with 50 ml of 0.35 mol l−1 HCl at ambient temper-
ture in an open glass beaker. The contact time was kept at 60 min
nd periodical shaking was applied. Later phases were separated
n weighed filter disc (Filtrak, Grade: 289, d = 125 mm), precleaned
ith 1 mol l−1 HCl. The filtrate was used for direct analysis of the

eached interfering elements or subjected to MW-CPE with 2-MBT.
he road dust residue was dried at 80 ◦C for 12 h and portion of it

0.3–0.5 g) was digested as described in Section 2.3.1.

.3.3. Microwave-assisted cloud point extraction with 2-MBT
To MW-CPE were subjected non-leached and leached road dust

amples. For both digests, 10 ml aliquots were transferred in cen-

able 2
icrowave program for road dust digestion using MSP 1000 system

Stage

1 2 3 4 5

ower (W) 300 450 600 600 700
ressure control (Psi) 50 100 120 120 160
rradiation time (min) 10 20 10 10 5
ooling time (min) 10 10 15 15 30
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Table 3
Potential polyatomic, isobaric and doubly charged ions which overlap the PGM signals

Analytea Potential interference from ionic species

Polyatomic Isobarica Doubly charged

103Rh (100) 63Cu40Ar+; 86Sr17O+; 86Sr16O1H+; 87Sr16O+; 87Rb16O+; 66Zn37Cl+; 68Zn35Cl+ 206Pb2+

105Pd (22.33) 65Cu40Ar+; 89Y16O+; 88Sr17O+; 88Sr16O1H+; 87Sr18O+; 68Zn37Cl+; 70Zn35Cl+
106Pd (27.33) 90Zr16O+; 66Zn40Ar+ 106Cd+ (1.25)
108Pd (26.46) 92Zr16O+; 92Mo16O+; 68Zn40Ar+ 108Cd+ (0.89)
110Pd (11.72) 94Zr16O+; 94Mo16O+; 70Zn40Ar+ 110Cd+ (12.49)
194Pt (32.90) 178Hf16O+; 177Hf17O+; 176Hf18O+
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95Pt (33.80) 179Hf16O+; 178Hf17O+; 177Hf18O+

96Pt (25.30) 180Hf16O+

a In brackets is presented the natural abundance as percent.

rifuge test tubes (50 ml). Then 2 ml 10% Triton X-100, 1 ml 1%
-MBT and 0.5 ml 8% SnCl2 were added in the specified order to
ach sample portion [26]. The solution volumes were made up
o 40 ml with 1 mol l−1 HCl. A set of six samples was subjected
o MW-CPE. After cloud point had been reached, 20 min of MW
rradiation (360 W) were applied for phase separation. Further sam-
les were cooled in a freezer and the upper aqueous phase was
eparated with pipette. The remained surfactant-rich phase was
issolved with 1 mol l−1 HCl to a total mass of 5 g and the obtained
olution was directly nebulized to ICP-MS. The calibration strategy
as based on the measurment of standard solutions prepared in

he dissolved surfactant-rich phase obtained from the procedural
lank.

.4. Calculations

The straight-line regression parameters (slope and intercept)
nd the corresponding standard deviations were calculated by the
LINEST” function of MS Excel.

The combined uncertainty of the corrected signals as well as the
ne corresponding to the final analyte concentrations in the road
ust were calculated by the method of Kragten [27] using MS Excel.

. Results and discussion

The non-spectral matrix effects associated with the ICP-QMS
easurement of the PGM in road dust solutions are usually not

roblematic. If such effects appear they could be successfully
esolved by the methods of standard addition or internal stan-
ardization. On contrary the occurrence of spectral interferences
as been claimed to make the PGM analysis very sophisticated

22,23,25]. A variety of potential polyatomic, isobaric or doubly
harged ions which deteriorate the PGM determination have been
eported from different authors [21–23] and the most common are
ummarized in Table 3. Many of these ionic species are constituted
rom elements (Sr, Cu, Zn, Pb, and Cd) which are typically present

s
d
c
t
(

able 4
hreshold interferent concentrations established for acid media simulating the procedura

nalyte LODb (ng l−1) Threshold interferent concentration (�g l−1)

Cu Zn Rb Sr

03Rh 5 410 1900 190 120
05Pd 24 830 7100 – 45
06Pd 20 – 4600 – –
08Pd 21 – 7200 – –
10Pd 41 – – – –
94Pt 27 – – – –
95Pt 25 – – – –
96Pt 32 – – – –

a Aqua regia with dilution factor ca. 11.1.
b Limits of detection as concentration, calculated at 3s of the procedural blank signals.
n the road dust at much higher levels than PGM. The rare earth
r and Hf are also usually found in the road dust because they are
omponents of the emitted car catalyst material [1,22]. There is
lso evidence that Mo can be significantly enriched in the road-
ay dust [28]. Hence the spectral interferences are quite probable
ut experimental proofs must be found for their real appearance in
he studied samples [29,30] because the content of the interfering
lements can vary in a broad range due to the specific road dust
atrix.

.1. Assessment of significant spectral interferences

For assessment of the interference occurrence it was defined a
hreshold concentration value (CThreshold) for every interfering ele-

ent above which the caused interference becomes statistically
istinguishable. It is reasonable to set this limit at interferent con-
entration which generates a signal at the mass-to-charge ratio of
he analyte corresponding to three times standard deviation of the
rocedural blank sample (3s0).

Threshold =
3s0CI

SigAI
(1)

For the determination of each CThreshold value (Eq. (1)) a sin-
le interfering element solution with known concentration (CI)
as prepared in an acid media simulating the digestion blank. The

olution was introduced into ICP-MS and the produced interfering
ignal (SigAI) at the specific analyte m/z was detected. The calcu-
ated threshold concentrations for all studied interfering elements
re presented in Table 4.

The concentrations of the elements suspected to generate spec-
ral interferences were determined in the investigated road dust

amples (Table 5). Further, for the achieved sample digests with
ilution factor of 400 (DF = 400), Threshold-ratios (T-ratios) were
alculated representing how many times the interferent concentra-
ion in the working solutions exceeded the corresponding CThreshold
Table 6). It is evident that the larger the T-ratio, the significance of

l blanka

Y Zr Mo Cd Pb Hf

– – – – 280 –
1.2 – – – – –
4.1 1.8 - 0.4 – –
– 6.3 13 0.6 – –
– 6.1 22 0.04 – –
– – – – – 1.2
– – – – – 2.1
– – – – – 1.1
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Table 5
Concentrations of the interfering elements in the studied road dust samples (n = 5)

Interfering element (�g g−1) Cu Zn Rb Sr Y Zr Mo Cd Pb Hf

RD Alicante Conc.±uc
a 84±7 81±6 14.4±1.1 630±40 4.7±0.3 5.0±0.3 1.1±0.2 0.20±0.03 56±4 0.13±0.03

RD QuaNas Conc.±uc
a 233.0b ±22.0 1640.7b ±174.3 24.2±1.4 175±8 8.2±0.6 18.5±1.2 32±2 1.703b ±0.400 778.4b ±60.5 0.67±0.05
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It is common to apply the so called ‘standard addition of the
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a Combined uncertainty.
b Reported values from the QuaNas Proficiency Testing (mean± standard deviatio

he spectral interference is higher. The depicted T-ratios are rele-
ant to the specific study. If any of the parameters that influence the
ormation of interfering species as sample matrix or instrumental
onditions [22,25,31] is different, the new experimental determi-
ation of the actual T-ratios for the currently studied sample is
eeded, following the suggested approach.

Statistically significant spectral effect will be produced when
he interfering signal is well above the defined analyte detec-
ion limits in the signal domain. Here the studied interferences
ere divided into three groups: (i) insignificant (T-ratio < 1)—the

nterfering signal is below the detection limit, (ii) unappreciable
1 < T-ratio < 3)—where the interfering signal is detectable but not
uantifiable, because it falls in the interval between the limit of
etection and the limit of quantification so the magnitude of the

nterference can not be estimated quantitatively due to the large
elative uncertainties in this range, (iii) significant (T-ratio > 3)—the
nterference with measurable effect for which is strongly recom-

ended to be taken into consideration.
At this investigation stage the following interferences were

iscarded as insignificant for the both studied samples: RbO+

pecies—overlapping Rh signal; all Zn and Cu-argide or Cu-chloride
ons over Pd isotopes. A sample specific interference was registered
or the polyatomic species of Cu and Zn over Rh—the T-ratios for RD
licante were very low, while in RD QuaNas the interferences were
nappreciable (1.4 < T-ratio < 2.2).

For platinum isotopes no significant interference from Hf was
bserved. The 195Pt was selected for measurements as the calcu-
ated T-ratios of Hf were 0.2 and 0.8 for RD Alicante and RD QuaNas,
espectively.

The results above illustrates that 9 of all 22 potential spectral
nterferences can be discarded because the corresponding T-ratios

ere below 3.
Table 6 shows that Rh was strongly interfered only from Sr in RD

licante but for RD QuaNas the pronounced effect of Pb2+ must be
lso regarded.
The most problematic element was palladium as for every iso-
ope there were 2 or 3 significant sources of interference. 105Pd was
he only isotope free from isobaric Cd interference but the highest
-ratios from Sr and Y were calculated. Cadmium level in the sam-

i
d
[
s

able 6
-ratios for the interfering elements in non-leached road dust samples (DF = 400)

nalyte Sample T-ratiosa

Cu Zn Rb Sr

03Rh RD Alicante 0.5 0.1 0.2 13
RD QuaNas 1.4 2.2 0.3 3

05Pd RD Alicante 0.3 0.03 – 35
RD QuaNas 0.7 0.6 – 9

06Pd RD Alicante – 0.04 – –
RD QuaNas – 0.9 – –

08Pd RD Alicante – 0.03 – –
RD QuaNas – 0.6 – –

10Pd RD Alicante – – – –
RD QuaNas – – – –

a The T-ratio represents the ratio of the interferent concentration in the working soluti
les caused isobaric interference over all other Pd isotopes in RD
uaNas while the interference was apparent only over 110Pd in RD
licante. In RD QuaNas 106Pd, 108Pd and 110Pd suffer evident oxide

nterference from Zr; 106Pd was additionally interfered by Y; and
o posed significant interference over 108Pd and 110Pd.
The proved significant and complex interferences over Rh and Pd

indered their direct determination. Hence a separation procedure
r mathematical correction must be applied.

.2. Uncertainty evaluation of algorithms for mathematical
orrection

The mathematical correction is frequently chosen as alternative
24,25,31] since this approach is faster and easier to accomplish in
omparison to chemical separation.

In the case when an analyte isotope is interfered from several
ources the effect of each interferent must be accounted in an addi-
ive scheme. Gomez et al. applied a correction for the mono-isotopic
hodium regarding the influence of Cu, Pb, Sr and Rb [25]. How-
ver this is connected with some fundamental shortcomings: (i)
dditional time and reagents are needed to establish the relation
etween each interferent and its spectral effect over the analyte
ignal(s), (ii) the uncertainty of the corrected analyte signal is
ncreased because the number of variables in the model equation
s enhanced, and (iii) the part of the measured signal generated
rom the analyte could be very small in comparison to the frac-
ion produced from the interferents which makes the correction
nreliable. The last two points make it reasonable to define some
etrological requirements about the calculated signals. A feasi-

le approach is to set maximum acceptable value for the relative
ombined uncertainty. In the current work to fit for the analyt-
cal purpose such limit was posed at 20% which means that the
orrected signal is at least 5 times higher than its combined uncer-
ainty.
nterfering element’ in order to correct for the matrix depen-
ant interference, spiking an interferent to the sample solution
24,25,31]. From the difference between the analyte signals mea-
ured in the interferent spiked (SigA+I,s) and unspiked (SigA,s)

Y Zr Mo Cd Pb

.1 – – – – 0.5

.6 – – – – 7.0
9.8 – – – –

.7 17.1 – – – –
2.9 6.9 – 1.2 –
5.0 25.7 – 10.6 –
– 2.0 0.2 0.8 –
– 7.3 6.2 7.1 –
– 2.0 0.1 12.5 –
– 7.6 3.6 106 –

ons towards its threshold concentration (Table 4).
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nte reg

s
f

S

F
(

Fig. 1. Corrected Rh signals and their combined uncertainties for RD Alica
ample solution, the signal originating from the amount of inter-
erent added can be calculated (Eq. (2)).

igA = SigA,s −
CI,s(SigA+I,s − SigA,s)

CI,a
(2)

t
t
t
[

ig. 2. Corrected Rh signals and their combined uncertainties for RD QuaNas regarding c
B) applying Eq. (5).
arding interference from Sr: (A) applying Eq. (2) and (B) applying Eq. (4).
SigA represents the corrected analyte signal, CI,s corresponds
o the initial interferent concentration in the sample solu-
ion and CI,a is the interferent concentration corresponding
o the amount of interferent added to the sample solution
31].

ombined interference from Sr and Pb: (A) applying Eq. (2) in additive scheme and
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Table 7
Comparison among the spectral corrections made for Pd isotopes (DF = 400) and corresponding analyte concentrations in non-leached road dust samples

Isotope Sample Initial signals (cpsa) Polyatomic interference Isobaric interference
from Cd

Conc. in road dust after spectral
correction (ng g−1)b

Regarded interferents/model
equation

Corrected signals
(cps)b

Corrected signals (cps)b

105Pd RD Alicante 20,989 ± 1109 Sr, Y/Eq. (5) 3287±1427 – 239±113
RD QuaNas 7967 ± 388 Sr, Y/Eq. (5) 106±484 – <10c

106Pd RD Alicante 4101 ± 290 Zr/Eq. (4) 2759±291 Not needed 191±22
RD QuaNas 7760 ± 314 Zr, Y/Eq. (5) 417±410 NAd <8c

108Pd RD Alicante 2815 ± 187 – Not needed Not needed 182±15
RD QuaNas 3898 ± 211 Zr, Mo/Eq. (5) 172±253 NAd <8c

110Pd RD Alicante 2755 ± 162 – Not needed 1286±196 189±34
RD QuaNas 11,060 ± 735 Zr, Mo/Eq. (5) 7534±754 NAd NAd

a Signal± instrumental standard deviation (n = 20).
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b Signal (concentration)± combined uncertainty.
c Below the corresponding detection limits.
d Not available due to MoO+ formation.

A factor of interference FI can be defined as a measure of how
uch the analyte signal is enhanced when the interferent concen-

ration is raised with a single increment (Eq. (3)).

I =
SigA+I,s − SigA,s

CI,a
(3)

The evaluation of FI can be accomplished more precisely if
everal sample aliquots are spiked with gradient interferent con-
entrations. In such way the function between the generated
nterfering signal and the interferent concentration can be fitted to
linear mathematical model (Sigtotal = FI-slopeCI + SigA) in which the

lope (FI-slope) represents the factor of interference. In the current
tudy the least squares method was used for line fitting towards
our experimental points and the standard deviation of the regres-
ion line slope was accepted as standard uncertainty of FI-slope.

For a sample solution with known concentration of the interfer-
ng element, the pure analyte signal can be calculated (Eq. (4)).

igA = SigA,s − CI,sFI-slope (4)

hen spectral correction, including several sources, must be made,
q. (4) transforms in Eq. (5), where FI1-slope, FI2-slope, . . ., FIn-slope are
he calculated interference factors (as slopes) for the number of
nterferents with corresponding concentrations CI1,s, CI2,s,. . ., CIn,s
n the sample solution.

igA = SigA,s − CI1,sFI1-slope − CI2,sFI2-slope − · · · − CIn,sFIn-slope (5)

Both approaches for estimation of the interference contribution
Eqs. (2) and (4)) seem quite similar but the combined uncertainty
f the corrected analyte signal can differ substantially in depen-
ence on the selected model equation. The last effect was studied
y uncertainty budget analysis of the corrected signals.

A comparison of these alternative algorithms is presented for
he corrected signals of 103Rh and corresponding combined uncer-
ainties calculated by the Kragten’s method. For RD Alicante (Fig. 1)
he strontium based interference was only regarded while for RD
uaNas (Fig. 2) an additive scheme was applied accounting also the
ffect of lead (Table 6).

Both algorithms brought to statistically identical analyte sig-
als after correction but the corresponding combined uncertainties
u c) were substantially higher when Eq. (2) was applied. Con-
equently the suggested method for correction (Eqs. (4) and (5))

as preferred as it offers the following advantages: (i) results in

ower uncertainty of the corrected signals, (ii) indicates for poten-
ial outliers, and (iii) evaluates the linearity of the function: signal
t analyte m/z vs interferent concentration. Additionally the sam-
le aliquots already spiked with gradient interferent amounts can

u
C
M

a

e used to determine the original interferent concentration in the
orking solution by the method of standard addition. The accu-

ate determination of the interfering element concentration itself
s very important as it is also included in the correction algorithm
Eqs. (4) and (5)).

The analysis of Rh was problematic because the element is
ono-isotopic and strong interferences were evident due to the

igh T-ratios (Table 6). The uncertainty budget analysis showed that
or both road dust samples no reliable calculations can be made
y single interferent addition (Eq. (2)) because the corrected sig-
als were related with very high relative uncertainties of 44.7% and
0.8%, respectively (Figs. 1 and 2(A)). It is evident that the exper-

mentally registered signals had the greatest contribution among
he variables. When Eq. (2) was applied in an additive scheme the
ombined uncertainty was even larger due to the greater number
f measured signals (Fig. 2A).

Employing the slope based factor of interferences (Eqs. (4) and
5)) the relative signal uncertainties were on the boundary of the
ostulated acceptable limit of 20% even involving two interferents

n the correction (Figs. 1 and 2(B)).
The most sophisticated was palladium determination. The only

easurement free from spectral interferences was the one of 108Pd
n RD Alicante (Table 6). In all other cases significant interferences
riginating from different sources with varying T-ratios must be
ccounted. A comparative study aiming the selection of the most
ppropriate Pd isotope was carried out, based on the assessment
f the combined uncertainties of the corrected signals (Eqs. (4) and
5)). The results are presented in Table 7.

The corrections for 105Pd, 106Pd and 110Pd in RD Alicante reflected
n signal relative uncertainty of 43.4%, 10.5% and 15.2%, respectively.
lthough the corresponding Pd concentrations were statistically

dentical to the one when interference free 108Pd was used,
he final concentration uncertainty was enlarged in the order:
06Pd < 110Pd < 105Pd.

Due to the combined effects of interferents at high levels and
ery low Pd content in the RD QuaNas, the corrected signals for
05Pd, 106Pd and 108Pd were statistically indistinguishable from
ero. For this sample it was impossible to make an isobaric cor-
ection from Cd due to the elevated molybdenum content. Spread
n a wide range (92–100 amu) the Mo isotopes form oxides between
08 and 116 amu thus hindering the registration of free Cd isotope

pon which the isobaric correction to be made. Hence the isobaric
d interference can not be accounted at the presence of substantial
o amount.
Concluding the results above it can be derived that the direct

nalysis of Rh and Pd in road dust based on mathematical correc-
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Table 8
T-ratios for the obtained MW digests of leached road dust samples (DF = 100)a

Analyte Sample T-ratios

Sr Y Zr Mo Cd Pb

103Rh RD Alicante 5.2 – – – – 0.8
RD QuaNas 2.6 – – – – 3.9

105Pd RD Alicante 14.1 4.0 – – – –
RD QuaNas 7.0 27.4 – – – –
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08Pd RD Alicante – –
RD QuaNas – –

a The dilution factor is fourfold lower in respect to the non-leached samples (DF =

ions is very complicated. The extent of the spectral interferences
an vary in a broad range, depending on the specific sample matrix
.e. relative analyte/interferent levels and the number of elements
aving contribution to the interference.

.3. Spectral interference alleviation by preliminary road dust
eaching

In order to develop a unified and robust method for mutual
GM analysis in diverse road dust samples it was investigated the
eparation of the interfering elements from the analytes. Samples
ere preliminary leached with diluted HCl (before MW digestion).

he leaching was accomplished at ambient temperature supposing
hat the PGM attached to the auto-catalyst particles are chemically
nert and will not react with the diluted acid under soft condi-
ions. It is expected that some easily soluble interferents will be
eached.

Preliminary experiments showed that substantial quantities of
nterferents were removed by using 0.35 mol l−1 HCl. In order to
efine the amount of acid needed to obtain maximum elimina-
ion of the interfering elements, 1 g of road dust was sequentially
eached with aliquots of 10 ml 0.35 mol l−1 HCl setting 60 min as
eaction time for each portion. The removed quantities of each
nterferent were determined at every step and their sum up
Qleached, �g g−1) was divided to the initial quantity of the interfent
n the road dust (Qinitial, �g g−1) to obtain the cumulative elimina-
ion (P%, Eq. (6)).

% = Qleached

Qinitial
× 100 (6)

After the fifth acid aliquot no further increase in the cumula-
ive interferent elimination was observed for RD Alicante. Sr and

were significantly eliminated (ca. 90%) while the lowest inter-

erent removal corresponded to Zr, Mo and Hf (below 10%). The P%
alues for the other interferents were as follow: PCd = 84%, PZn = 61%,
Pb = 59%, and PCu = 32%.

For RD QuaNas the cumulative elimination values were:
Sr = 82%, PY = 60% and PPb = 86%. The removal of Zr, Mo and Hf was

f
i
w
s
o

able 9
omparison of the analyte concentrations obtained with mathematical spectral correctio

sotope Sample Spectral correction

Regarded interferents/model equation Initial signa

03Rh RD Alicante Sr/Eq. (4) 7303 ± 33
RD QuaNas Pb/Eq. (4) 5308 ± 22

05Pd RD Alicante Sr, Y/Eq. (5) 24393 ± 96
RD QuaNas Sr, Y/Eq. (5) 9897 ± 518

95Pt RD Alicante – 5547 ± 22
RD QuaNas – 7039 ± 35

a Signal± instrumental standard deviation (n = 20).
b Signal (concentration)± combined uncertainty.
c Below the corresponding detection limits (0.5, 3, and 3 ng g−1 for Rh, Pd, and Pt, respe
d Below the corresponding detection limits (0.2, 1, and 1 ng g−1 for Rh, Pd, and Pt, respe
7.3 0.7 0.5 –
13.1 15.6 4.3 –

for which the corresponding T-ratios are presented in Table 6.

trongly dependant on the sample type. While these elements were
ardly leached from RD Alicante their elimination from RD QuaNas
as much more significant (PZr = 55%, PMo = 37% and PHf = 51%).

The effect of leaching time was also investigated and it was
ound that 60 min were enough for procedure completion. The
eaching procedure was tested at a single step using one portion
f 50 ml 0.35 mol l−1 HCl for 60 min and comparable results to the
isted above were obtained. So for further studies the road dust sam-
les were leached under the last conditions. The adopted leaching
rocedure has demonstrated its effectiveness in the current study
ut it should be emphasized that sample matrix could show differ-
nt behavior so the suggested conditions must be verified for the
ample under investigation.

After leaching, the sample mass was reduced by 69% for RD
licante and 47% for RD QuaNas. This fact in combination with
he relative analyte/interferents preconcentration in the road dust
esidue makes it reasonable after MW digestion to lower the sample
ilution factor to ca. 100 for preliminary leached road dust, instead
f DF∼400 for directly digested samples. This was beneficial for
btaining higher analyte signals especially in the case when PGM
oncentrations were extremely low.

The degree of interference from Sr, Y and Pb over Rh and Pd was
ubstantially reduced after leaching even working with fourfold
ower dilution factor (Table 8) because significant amounts of these
lements were removed from both RD Alicante and RD QuaNas.
mong palladium isotopes 105Pd was selected for further mea-
urements concerning the mutual PGM analysis and the method
obustness because: (i) for spectral correction of 105Pd the effect of
r and Y must be accounted but Sr-spiked sample solutions were
lready prepared for determining the factor of interference over Rh
nd only spiked solutions with Y should be made, (ii) for 106Pd,
08Pd and 110Pd supplementary spikes of Zr and/or Mo must be
dded, (iii) the leaching of Zr and Mo was less effective and depends

rom the sample type. A consequence from the last is the approx-
mately 4 times increased T-ration of Zr for 108Pd in RD Alicante

hen the dilution factor was lowered (Table 8), while the corre-
ponding T-ratio in RD QuaNas was only twice higher because 55%
f the interferent was leached.

n versus preconcentration by MW-CPE of leached road dust samples (DF = 100)

MW-CPE

ls (cps)a Corrected signals (cps)b Conc. (ng g−1)b Conc. (ng g−1)b

4 5036±358 15±2 16±1
9 4489±251 17±2 16±1
5 10,642±1039 184±20 186±11

145±586 <3c <1d

6 Not needed 62±3 59±3
6 Not needed 97±5 98±6

ctively).
ctively).
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.4. Method validation

The obtained results for the leached road dust samples after
athematical spectral correction were validated by alternative
ethod of analysis (Table 9). Aliquots of the MW digests were

ubjected to MW-CPE with 2-MBT to separate the PGM from the
ample matrix (see Section 2.3.3). Very good accordance between
he results from the both approaches was observed showing the
dequateness of the applied mathematical corrections. In all cases
he achieved relative combined uncertainties of the corrected sig-
als were below 10% which is twice lower than the postulated value
o fit for the analytical purpose (Section 3.2).

Another critical point was to prove that PGM were not also
eached from the road dust samples. For the analytes that
ave isotopes free form spectral interference as in the case of
t determination in both samples as well as the quantifica-
ion of 108Pd in RD Alicante the direct analysis of non-leached
amples was accomplished. The obtained results for palladium
182±15 ng g−1) and platinum (62±4 ng g−1) in RD Alicante, and
latinum (101±6 ng g−1) in RD QuaNas fit very well as mean values
nd combined uncertainties with the data in Table 9. This demon-
trates that Pd and Pt were not leached from the road dust samples.
he direct analysis of the strongly interfered mono-isotope of
h was possible only after mathematical correction resulting in
5±4 ng g−1 in RD Alicante (Eq. (4)) and 16±4 ng g−1 in RD QuaNas
Eq. (5)), but at the cost of enlarged relative combined uncertainty
f 27% and 25%, respectively. The last does not allow to make an
dequate estimation of the potential Rh loss by comparison with
he data in Table 9.

The MW-CPE preconcentration with 2-MBT was applied to
on-leached RD QuaNas with the aim to separate the PGM from

nterfering matrix elements and thus to lower the analysis uncer-
ainty. The obtained concentrations were as follow: Rh: 15±1;
d < 4; and Pt: 94±5 ng g−1, with the corresponding methodolog-
cal detection limits of 1, 4, and 5 ng g−1. The good agreement
etween achieved results together with their low and compara-
le uncertainties for leached (Table 9) and non-leached RD QuaNas
learly indicates that no significant amounts of the analytes were
ost by preliminary acid leaching. The last was alternatively proved
y subjecting also the leaching extracts to MW-CPE with 2-MBT.
fter preconcentration no leached PGM were detected.

. Conclusions

The PGM analysis in road dust samples is prone to a diversity
f potential spectral interferences. The T-ratio is suggested as a cut
ff for interferences of a magnitude to affect the analyte signal.
nly when the interference is significant (T-ratio > 3), a mathemat-

cal correction will result in statistically different corrected signal
ompared to the initial one.

In all cases the mathematical correction increases the resulted
ignal uncertainty which is further strongly dependent on the used
odel. The uncertainty budget analysis is a useful tool for estima-

ion of the correction algorithm as well as for the selection of the

ost appropriate analyte isotope for measurement.
For road dust solutions obtained after direct sample digestion

he interferences over Rh and Pd are highly sample specific so
he adequateness of the mathematical corrections depends on the
umber of elements causing spectral interference and the relative

[
[
[

[

77 (2008) 889–896

nalyte/interferent ratios. The interferences can be minimized by
imple preliminary leaching with 0.35 mol l−1 HCl. The procedure
oes not remove PGM from the road dust while substantial amounts
f Sr, Y and Pb are eliminated. The last makes the mutual PGM anal-
sis reliable and robust when 103Rh, 105Pd and 195Pt are used for
CP-MS measurements.

Furthermore, MW-CPE with 2-mercaptobenzothiazole is proved
o be an efficient procedure for PGM separation from the sam-
le matrix which can be applied as an independent and selective
ethod of analysis.
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a b s t r a c t

A [{hydrotris(3-phenyl-5-methyl-1-pyrazolyl)borate}(3-phenyl-5-methyl-pyrazole) nickel chloride]
[TpPh,MeNi(Cl)PzPh,MeH] (I) has been synthesized and explored as ionophores for the preparation of
a poly (vinyl chloride) (PVC) membrane sensor for azide and thiocyanate anions. The compounds
[TpPh,MeNi(N3)PzPh,MeH] (II) and [TpPh,MeNi(SCN)PzPh,MeH] (III) were characterized by their crystal struc-
tures and proved to be bonded as monodentate through nitrogen atom of azide and thiocyanate anion.
Potentiometric investigations also indicate high affinity of this receptor for thiocyanate and azide ions.
PVC based membranes of I using as hexadecyltrimethylammonium bromide (HTAB) cation discriminator
and o-nitrophenyloctyl ether (o-NPOE), dibutylphthalate (DBP), acetophenone (AP) and tributylphosphate
(TBP) as plasticizing solvent mediators were prepared and investigated as SCN− and N3

− selective sen-
sors. The best performance was shown by the membrane of thiocyanate with composition (w/w) of (I)
(7%):PVC (31%):DBP (60%):HTAB (2%). This sensor works well over a wide concentration range 5.3×10−7

to 1.0×10−2 M with Nernstian compliance (59.2 mV decade−1 of activity) within pH range 2.5–9.0 with a

response time of 11 s and showed good selectivity for thiocyanate ion over a number of anions. The sensor
exhibits adequate life (3 months) and could be used successfully for the determination of thiocyanate
content in human urine, saliva and river water samples. While the membrane of [TpPh,MeNi(Cl)PzPh,MeH]
ionophore with composition (I) (6%):HTAB (4%):PVC (31%):TBP (59%) showed highest sensitivity and
widest linear range for azide ion. These sensors exhibit the maximum working concentration range of
8.1×10−6 to 1.0×10−2 M with Nernstian slope of 59.3 mV decade−1 of activity. It can be applied for the

ns co

f
o
b
m
s
m
h
c
w

monitoring of the azide io

. Introduction

Thiocyanate is the end product of detoxification of cyanide com-
ounds and excreted in urine, saliva and serum. The determination
f SCN− is particularly important as its chronically elevated lev-
ls in body fluids are known to be toxic and its relation to local
oiter, vertigo, or unconsciousness has been pointed out [1], it is
lso considered to be a biomarker in distinguishing smokers from
on-smokers [2]. Another important sample where the determina-
ion of the thiocyanate anion is of interest is in water, especially

astewater. At low pH values, thiocyanate containing wastewater,
hen discharged into natural water, converts into cyanide ion in

he presence of oxidants and thereby causes profound damage to
quatic life.

∗ Corresponding author. Tel.: +91 1332 285798.
E-mail address: akscyfcy@iitr.ernet.in (A.K. Singh).
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ncentration in aqueous black tea and orange juice samples.
© 2008 Published by Elsevier B.V.

Azide is also a broad-spectrum biocide showing bactericidal,
ungicidal, insecticidal, and nematocidal activity. Small quantities
f this highly toxic substance are also used in the preparation of
iocides, in explosives detonators, as a radical scavenger, in the for-
ulation of getters in electric discharge tubes, and in anti-corrosion

olutions [3–7]. Azide is readily protonated in the aqueous environ-
ent to yield volatile hydrazoic acid that can then pose an airborne

azard [8]. The high solubility of sodium azide implies that spills
ould potentially migrate into sewers, streams, lakes and ground-
ater systems. Azide is a potent hypotensive agent in humans

9,10]. Fatal doses occur with exposures of 700 mg (10 mg kg−1),
ut exposure to smaller doses can cause eye and skin irritation,
eadache, nausea, shortness of breath, blurred vision, low blood

ressure, or kidney damage. It was experimentally applied to agri-
ultural fields in the past to study its potential as a soil fumigant
gainst insects, microorganisms, and weeds. Therefore, the deter-
ination of thiocyanate and azide in environmental and biological

amples is of important practical significance.
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Potentiometric detectors based on ion-selective electrodes
ISEs) offer advantages such as selectivity, sensitivity, good preci-
ion, simplicity, wide linear range, low cost and rapid determination
f variety of ions in different type of samples. The key ingredients
f membrane sensor is the incorporated ionophore, which defines
he selectivity of the sensor via, selective complex formation
ith ion of interest. There are large efforts have been made to
esign thiocyanate-selective membranes for sensor applications.
hey were based on various ionophores viz., Zn-phthalocyanine
omplex [11], Cu(II) bis-[N-(2-hydroxyethyl)salicyladiamino]
omplex [12], Linear polyamines [13], Ni(II)benzoN4 macrocycle-
omplex [14], bis(2-pyridinethiolato) mercury(II) complexes [15],
h(III) complex [16], Mn(II) N,N’-bis-(4-phenylazosalicylidine)
omplex [17], Mn-porphyrin derivative [18], crown ether
19], etc. While only few sensors have been reported for
zide determination based on ionophores viz. iron(III) and
obalt(III) complexes of 2,3,7,8,12,13,17,18-octakis(benzylthio)-
,10,15,20-tetraazaporphyrin [20], cyanoaqua cobyric acid
eptakis(2-phenylethyl ester) [21], substituted onium base
alts [22], iron(II) and nickel(II) bathophenanthroline-azide ion-
air complexes [23] and gas electrode with Teflon membrane [24].
hese reported ISEs have some limitations viz. narrow working
oncentration range, low pH range, considerable interfering effect
f various anions or high response time. Therefore, there is a need
or developing a better sensor for thiocyanate and azide ions. The
{hydrotris(3-phenyl-5-methyl-1-pyrazolyl)borate}(3-phenyl-5-

ethyl-pyrazole)nickel chloride] is used in this work to enable
ew insights in the field of thiocyanate and azide determination
y ion-selective membrane sensors.

. Experimental

.1. Reagents and chemicals

All solvents used were purified by the literature methods
25]. All manipulations were carried out under air atmosphere.
-Phenyl-5-methyl pyrazole [PzPh,MeH] and potassium hydrotris(3-
henyl-5-methyl-pyrazol-1-yl)borate [KTpPh,Me] were synthesized
y literature methods [26]. For membrane preparation, high
olecular weight poly (vinyl chloride) (PVC), o-nitrophenyloctyl

ther (o-NPOE), dibutylphthalate (DBP), acetophenone (AP),
ributylphosphate (TBP), hexadecyltrimethylammonium bromide
HTAB), and tetrahydrofuran (THF) were used as received from
luka. Tris-hydroxymethylaminomethane (TRIS), Glycine (Gly) and
-morpholinoethanesulfonic acid (MES) were also purchased from
luka.

Reagent grade sodium and potassium salts of all anions used
ere of highest purity available from SRL (Mumbai, India) and used
ithout any further purification except for vacuum drying over

2O5. Anionic salt solutions were prepared in doubly distilled water
nd standardized whenever necessary.

.2. Physical methods

Carbon, hydrogen, and nitrogen were analyzed with a Vario EL
II elemental analyzer after carefully drying samples under vacuum
or several hours. The UV–vis spectra were recorded on PerkinElmer
ambda 35 UV/vis spectrophotometer. IR spectra were obtained on
Thermo Nikolet Nexus FT-IR spectrometer in KBr. Room tem-
erature magnetic susceptibility measurements were done on a
rinceton applied research vibrating sample magnetometer Model
55. The X-ray data collection and processing for complex II and
II were performed on Bruker Kappa Apex-CCD diffractometer by
sing graphite monochromated Mo-K� radiation (� = 0.71070 Å) at

2
[

o

ig. 1. Structure of [{hydrotris(3-phenyl-5-methyl-1-pyrazolyl)borate}(3-phenyl-
-methyl-pyrazole) nickel chloride] [TpPh,MeNi(Cl)PzPh,MeH] ionophore.

00 K. Crystal structures were solved by direct methods. Structure
olution, refinement and data output were carried out with the
HELXTL program [27,28]. All non-hydrogen atoms were refined
nisotropically. Hydrogen atoms were placed in geometrically cal-
ulated positions by using a riding model. Images were created with
he DIAMOND program [29]. Hydrogen bonding interactions in the
rystal lattice were calculated with both SHELXTL and DIAMOND
rogram.

.3. Synthesis of ionophore and its azide and thiocyanate
omplexes

.3.1. 2.3.1[{hydrotris(3-phenyl-5-methyl-1-pyrazolyl)borate}(3-
henyl-5-methyl-pyrazole) nickel chloride]
TpPh,MeNi(Cl)PzPh,MeH] (I)

(0.47 g, 1.99 mmol) NiCl2·6H2O, (0.32 g, 1.99 mmol) PzPh,MeH
nd (1.04 g, 1.99 mmol) TpPh,Me were stirred in 25 mL CH2Cl2 + 5 mL
H3OH for 6 h. The mixture was filtered over celite and solvent
as evaporated to dryness under vacuum. The compound in 84.8%

1.24 g, 1.69 mmol) yield was dissolved in 5 mL toluene and yel-
ow crystals were obtained at −20 ◦C (Fig. 1). Anal. Calc. (%) for
40H38N8BClNi: C, 65.26; H, 5.17; N, 15.20. Found: C, 65.10; H, 5.08;
, 15.02. IR (KBr, cm−1): �(BH) 2532. UV–vis (toluene, �max, nm, ε,
−1 cm−1): 286 (832), 484 (272). �eff = 3.49 B.M. at 295 K.

.3.2. Azide complex of ionophore [TpPh,MeNi(N3)PzPh,MeH] (II)
(0.22 g, 0.30 mmol) I and (0.02 g, 0.30 mmol) of sodium azide

as allowed to react in a mixture of 5 mL methanol and 10 mL
oluene for 1 h. The mixture was filtered over celite and the sol-
ent was evaporated to dryness. The green coloured compounds
n 74.8% (0.16 g, 0.21 mmol) yield were recrystallized from acetoni-
rile at −20 ◦C. Anal. Calc. (%) for C40H38N11BNi: C, 64.69; H, 5.12;
, 20.75. Found: C, 64.57; H, 5.02; N, 20.28. IR (KBr, cm−1): �(BH)
524, �(N3) 2075. UV–vis (acetonitrile, �max, nm, ε, M−1 cm−1): 394
375), 644 (194). �eff = 3.53 B.M. at 295 K.
.3.3. Thiocyanate complex of ionophore
TpPh,MeNi(NCS)PzPh,MeH] (III)

This complex was prepared in 71.7% (0.54 g, 0.71 mmol) yield as
utlined above for II. Anal. Calc. (%) for C41H38N9SBNi: C, 64.90;
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Table 1
Crystal data and structure refinement 2.II.CH3CN and III complexes

2.II.CH3CN III

Formula C82H79N23B2Ni2 C41H38N9BSNi
M 1525.68 758.37
Crystal system Triclinic Triclinic
Space group P1̄ P1̄
a (Å) 11.3684(19) 11.707(4)
b (Å) 12.344(2) 11.806(4)
c (Å) 14.252(2) 15.481(6)
˛ (◦) 86.878(10) 83.07(2)
ˇ (◦) 89.953(10) 80.76(2)
� (◦) 72.004(9) 64.931(19)
V (Å3) 1899.1(5) 1909.7(12)
Z 1 2
Dcalc (g cm−3) 1.334 1.319
T (K) 100 100
F (0 0 0) 798 792.0
� (mm−1) 0.558 0.605
�range (◦) 1.43–27.80 1.31–25.55
Reflections measured 8804 7141
Reflections used 6509 4046
Params 516 490
Ra (I > 2� (I)) R1 = 0.0496 R1 = 0.0758

wR2 = 0.1227 wR2 = 0.1793
R

S

H
c
ε

2
m

[
o
b
P
a
c

T
S
[

[

[

A
m
p
T
t
w
o
T
c
p
d
a
s

t
a
w
w
a
i
b
e
s
r
s

2
m

K
solutions by varying the concentration in the range of 1.0×10−8

to 1.0×10−1 M. The solutions were prepared by sequential dilu-
tion of the appropriate stock solution (0.1 M). A 0.01 M thiocyanate
and azide were taken as the internal solution and potential mea-
a (all data) R1 = 0.0779 R1 = 0.1431
wR2 = 0.1510 wR2 = 0.2336
0.940 1.338

, 5.01; N, 16.62. Found: C, 64.77; H, 5.13; N, 16.48. IR (KBr,
m−1): �(BH) 2529, �(NCS) 2058. UV–vis (acetonitrile, �max, nm,
, M−1 cm−1): 488 (136). �eff = 3.55 B.M. at 295 K.

.4. Fabrication of normal PVC membrane and sandwich PVC
embrane

The membranes were prepared as suggested by Craggs et al.,
30]. It is known that the sensitivity, linearity and selectivity
btained for a given ionophore depend significantly on the mem-

rane composition and nature of plasticizer used [31–33]. The
VC-based membranes were prepared by dissolving appropriate
mounts of ionophore, cation excluder HTAB and various plasti-
izers (DBP, o-NPOE, AP or TBP) with PVC matrix in THF (5 mL).

able 2
elected bond lengths (Å) and angles (◦) for [TpPh,MeNi(N3)PzPh,MeH] (II) and
TpPh,MeNi(SCN)PzPh,MeH] (III)

TpPh,MeNi(N3)PzPh,MeH]
Bond lengths (Å)
Ni(1)–N(1) 2.088(3) Ni(1)–N(3) 2.013(3)
Ni(1)–N(5) 2.042(3) Ni(1)–N(7) 2.113(3)
Ni(1)–N(9) 2.005(3)

Bond angles (◦)
N(1)–Ni(1)–N(3) 90.74(10) N(1)–Ni(1)–N(5) 90.43(10)
N(1)–Ni(1)–N(7) 174.19(10) N(1)–Ni(1)–N(9) 86.00(11)
N(3)–Ni(1)–N(5) 95.38(11) N(3)–Ni(1)–N(7) 90.08(10)
N(3)–Ni(1)–N(9) 116.34(12) N(5)–Ni(1)–N(7) 83.77(10)
N(5)–Ni(1)–N(9) 148.09(12) N(7)–Ni(1)–N(9) 98.77(11)

TpPh,MeNi(SCN)PzPh,MeH]
Bond lengths (Å)
Ni(1)–N(1) 2.122(8) Ni(1)–N(3) 2.030(9)
Ni(1)–N(5) 2.032(9) Ni(1)–N(8) 2.101(9)
Ni(1)–N(11) 2.007(13)

Bond angles (◦)
N(1)–Ni(1)–N(3) 89.4(3) N(1)–Ni(1)–N(5) 87.0(4)
N(1)–Ni(1)–N(8) 176.8(3) N(1)–Ni(1)–N(11) 92.1(4)
N(3)–Ni(1)–N(5) 95.8(4) N(3)–Ni(1)–N(8) 92.6(4)
N(3)–Ni(1)–N(11) 118.4(5) N(5)–Ni(1)–N(8) 90.4(4)
N(5)–Ni(1)–N(11) 145.8(5) N(8)–Ni(1)–N(11) 89.2(4)

F
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fter complete dissolution of all the components, homogenous
ixture was concentrated by evaporating THF and it was then

oured into polyacrylate rings placed on a smooth glass plate.
he solution was then allowed to evaporate for 24 h at room
emperature. Transparent membrane of about 0.3 mm thickness
as obtained, which was then cut to size and glued to one end
f a Pyrex glass tube of internal diameter 2.5 cm with Araldite.
he ratio of membrane ingredients, time of contact and con-
entration of equilibrating solution were optimized so that the
otential recorded was reproducible and stable within the stan-
ard deviation. The membranes, which gave reproducible result
nd best performance characteristics, were selected for detailed
tudies.

Ion-selective electrode membranes were cast from above men-
ioned procedure. The blank membranes (without ionophore) were
lso prepared having same composition. The sandwich membrane
as made by pressing two individual membranes (ordinarily one
ithout ionophore and another with the same components and

n additional ionophore) together immediately after blotting them
ndividually dry with tissue paper. The obtained sandwich mem-
rane was visibly checked for air bubbles before mounting in
lectrode body with the ionophore-containing segment facing the
ample solution. The combined segmented membrane was then
apidly mounted on to the electrode body and immediately mea-
ured [34].

.5. Conditioning of membranes and potential
easurements

The prepared membranes were equilibrated for 72 h in 0.1 M
SCN and NaN3 solution. The potentials were measured for test
ig. 2. Molecular structure view of complex [TpPh,MeNi(N3)PzPh,MeH] II. Hydrogen
toms and solvent molecule have been omitted for clarity. Color code: C, grey; N,
lue; B, sea green; Ni, green. (For interpretation of the references to colors in this
gure legend, the reader is referred to the web version of the article.)
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ig. 3. Intermolecular interactions of complex [Tp Ni(N3)Pz H] II showing C
olor code: C, grey; H, orange; N, blue; B, sea green; Ni, green. (For interpretation of
he article.)

urements were carried out at 25±0.1 ◦C using a saturated calomel
lectrode (SCE) as a reference electrode with the following cell
ssembly:

g/Hg2Cl2KCl(satd.)|0.01 M thiocyanate or azide||PVCmembrane||
est solution|Hg/Hg2Cl2|KCl(satd.)

. Result and discussions

.1. Infrared spectral studies

In complex II, the presence of �(N N) band at 2075 cm−1 is in
ccordance with terminal coordination mode of azide. The C N

tretching frequency of thiocyanates are generally lower in the N-
onded complexes (near and below 2050 cm−1), than the S-bonded
omplexes (near 2110 cm−1) [35]. Appearance of a single strong
and at 2058 cm−1 �(C N) of suggested that the thiocyanate is
onded through nitrogen atom in complex III.

c
t
p
u
i

(blue dotted), CH3· · ·� (orange dotted) and C–H· · ·� (orange dotted) interactions.
ferences to colors in this figure legend, the reader is referred to the web version of

.2. Molecular structure of [TpPh,MeNi(X)PzPh,MeH] (X = N3 for II,
CN for III)

The compound II and III crystallize in triclinic with space group
Ī. Their crystallographic data are given in Table 1 whereas their
mportant bond lengths and bond angles are given in Table 2. The

olecular structure of complex II is shown in Fig. 2 and differ-
nt intermolecular C–H· · ·� (2.822(12)–2.889(18) Å) and C–H· · ·N
2.822(16) Å) interactions are present in crystal lattice (Fig. 3). The
rystal structure of II contains a mononuclear five coordinated
ickel center having three nitrogen atoms from TpPh,Me, one nitro-
en atom from PzPh,MeH and one nitrogen atom from terminally
oordinated azide anion in end-on fashion. All the nickel–nitrogen
ond distances are in the range of 2.005(3)–2.113(3) Å showing

ovalent character with nickel centre. The Ni–N bond distance of
erminal azide (2.005(3) Å) is smaller than Ni–N bond distance
resent in bridged azide complexes [36]. Fig. 4 shows the molec-
lar structure of the complex III. In this complex also, the nickel

s five coordinated with same coordination environment as in II
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Fig. 4. Molecular structure view of complex [TpPh,MeNi(NCS)PzPh,MeH] III. Hydrogen
atoms and solvent molecule have been omitted for clarity. Color code: C, grey; N,
b
i

e
o
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(
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a
a
e
d
i
t
f
A
o
o
s
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t

F
B

lue; S, purple; B, sea green; Ni, green. (For interpretation of the references to colors
n this figure legend, the reader is referred to the web version of the article.)

t
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d

ig. 5. Intermolecular interactions of complex [TpPh,MeNi(NCS)PzPh,MeH] III showing C–H·
, brown; dummy atom, orange; Ni, green. (For interpretation of the references to colors
7 (2008) 718–726

xcept the fifth site in this complex is occupied with nitrogen atom
f thiocyanate group which is coordinated in monodentate fashion.
ig. 5 shows the presence of intermolecular C–H· · ·� interactions
2.788(23)–3.022(31) Å) in complex III.

.3. Optimization of membranes compositions

Potential of the membranes of [TpPh,MeNi(Cl)PzPh,MeH]
onophore (I) was investigated as a function of thiocyanate
nd azide ion activity in the range 1.0×10−8 to 1.0×10−2 M
nd the results obtained are compiled in Tables 3 and 4. The
lectrodes with no carrier (containing PVC, plasticizer and HTAB)
isplayed insignificant sensitivity towards both the anions. The

nfluence of plasticizer on the response characteristics of the
hiocyanate and azide electrodes were investigated by using
our plasticizers of different polarities including DBP, o-NPOE,
P and TBP. The sensor nos. 3 and 16 having membranes with-
ut plasticizer exhibit a narrow working concentration range
f 10−4 to 10−2 M with a sub Nernstian slope. Improvement in
ensors performance was observed by the addition of plasticizer.
mong the several membranes tested for each of the carriers,

he membranes incorporating DBP and TBP showed better poten-

iometric responses, i.e., higher sensitivity and wider linearity
f the calibration plots (sensor nos. 12 and 23). It seems that
hese plasticizers, have low polarity and a relatively high mobility,
ith respect to o-NPOE and AP, and provide appropriate con-
itions for incorporation of thiocyanate and azide ion into the

· ·� (orange dotted) interactions. Color code: C, grey; H, yellow; N, blue; S, purple;
in this figure legend, the reader is referred to the web version of the article.)
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Table 3
Optimized membrane compositions and their potentiometric response as in thiocyanate sensors

Sensor no. Composition (w/w, %) Slope (mV decade−1 of activity) Linear range (M)

Ionophore HTAB Plasticizer PVC

1 0 3 64, DBP 33 N.M.* N.M.*

2 6 0 62, DBP 32 52.8 7.5×10−5 to 1.0×10−2

3 6 3 0 91 47.5 6.3×10−4 to 1.0×10−2

4 6 3 60, o-NPOE 31 65.3 7.8×10−5 to 1.0×10−2

5 6 3 60, AP 31 62.0 5.6×10−5 to 1.0×10−2

6 6 3 60, TBP 31 61.4 1.2×10−5 to 1.0×10−2

7 6 3 60, DBP 31 60.2 7.9×10−7 to 1.0×10−2

8 6 2 60, DBP 32 59.6 7.4×10−7 to 1.0×10−2

9 6 1 61, DBP 32 57.8 8.4×10−6 to 1.0×10−2

10 6 4 59, DBP 31 62.3 5.7×10−6 to 1.0×10−2

11 5 2 61, DBP 32 58.4 3.5×10−6 to 1.0×10−2
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2 7 2 60, DBP
13 8 2 59, DBP

* Not measurable.

embranes prior to its coordination with the nickel atom in the
omplexes.

The addition of lipophilic cationic additive in anion selec-
ive membranes is necessary to introduce permselectivity [37].
he influence and concentration of the membrane additives was
lso investigated by incorporating HTAB into the membranes. The
otentiometric sensitivity of the membranes based I for both anions
as greatly improved in the presence of HTAB, compared to the
embranes with no additive at all. Previous studies have shown

hat there is an optimal concentration of lipophilic ionic additives
n the membranes and that gives the best electrode performance.
he effect of HTAB concentration in the membrane was investi-
ated at several additive/ionophore mole ratios. The sensors with
TAB/ionophore mole ratios of∼0.55 for both of the carriers exhib-

ted maximum sensitivity over a wide range of thiocyanate and
zide concentration.

.4. Response of the sensor based on [TpPh,MeNi(Cl)PzPh,MeH]
ionophore) to thiocyanate and azide ions

Among the different membrane compositions, membranes with
omposition (w/w, %) 7(I)/2(HTAB)/31(PVC)/60(DBP) (sensor no.
2) and 6(I)/4(HTAB)/31(PVC)/59(TBP) (sensor no. 23) showed
ighest sensitivity and widest linear range and these were selected

s the optimum composition for further studies. Proposed thio-
yanate sensor (no. 12; Table 3) exhibits the maximum working
oncentration range of 5.3×10−7 to 1.0×10−2 M with a slope of
9.2 mV decade−1 of activity and detection limit of 1.8×10−7 M.
hile azide sensor (sensor no. 23; Table 4) and working concen-

i
p
s
n
r

able 4
ptimized membrane compositions and their potentiometric response as in azide sensor

ensor no. Composition (w/w, %)

Ionophore HTAB Plasticizer P

14 0 3 64, DBP 3
15 6 0 62, DBP 3
16 6 3 0 9
17 6 3 60, o-NPOE 3
18 6 3 60, AP 3
19 6 3 60, TBP 3
0 6 3 60, TBP 3
1 6 2 60, TBP 3
2 6 1 61, TBP 3
3 6 4 59, TBP 3
4 5 2 61, TBP 3
5 7 2 60, TBP 3
6 8 2 59, TBP 3

* Not measurable.
1 59.2 5.3×10−7 to 1.0×10−2

1 59.8 8.2×10−7 to 1.0×10−2

ration range 8.1×10−6 to 1.0×10−2 M with Nernstian slope of 59.3
V decade−1 of activity and detection limit of 5.2×10−6 M (Fig. 6).

.5. Influence of pH on the on sensors performance

The influence of pH on the response of the potentials was exam-
ned by use of 10−3 and 10−4 M thiocyanate and azide solutions over
he pH range 1.0–12.0. The responses of electrode in wide pH range
ave been investigated by using organic buffer solution. For this
urpose, MES–NaOH buffer, for pH values of 4–6, Gly/HCl buffer
or pH less then 4 and TRIS–SO4 buffer for pH values greater than

were prepared and examined as background electrolyte solu-
ions for potentiometric measurements. The results are shown in
ig. 7, which indicated that the sensors exhibit a better response
nd extended linearity at lower pH values. In alkaline media, the
otentiometric response properties of the electrode slightly dete-
iorated due to hydroxide-coordinated central metal interference.
he working pH range for sensor for thiocyanate was (sensor no.
2) is 2.5–9.0 and for azide (sensor no. 23) is 3.0–8.5.

.6. Dynamic response time

The ISE dynamic response is generated by selective complex-
tion of the primary ion by neutral carrier molecule dispersed

n a PVC matrix. To measure the dynamic response time of the
roposed sensor the concentration of the test solution has been
uccessively changed from 1.0×10−8 to 1.0×10−2 M. The time
eeded to reach a potential with in±1 mV of the final equilib-
ium value after successive immersion of a series of thiocyanate

s

Slope (mV decade−1 of activity) Linear range (M)

VC

3 N. M.* N. M.*

2 62.4 2.4×10−4 to 1.0×10−2

1 47.8 7.7×10−4 to 1.0×10−2

1 69.2 6.7×10−5 to 1.0×10−2

1 67.5 2.8×10−5 to 1.0×10−2

1 58.0 9.4×10−5 to 1.0×10−2

1 59.0 1.1×10−5 to 1.0×10−2

2 57.2 5.2×10−5 to 1.0×10−2

2 55.3 5.5×10−5 to 1.0×10−2

1 59.3 8.1×10−6 to 1.0×10−2

2 58.4 9.8×10−6 to 1.0×10−2

1 58.8 8.4×10−5 to 1.0×10−2

1 58.9 2.8×10−5 to 1.0×10−2
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Table 5
Selectivity coefficients of different anions based on for thiocyanate sensor no. 12
and azide sensor no. 23

Interfering ions (B) Selectivity coefficient (−log KPot
A,B )

Sensor no. 12 Sensor no. 23

ClO4
− 2.27 2.06

N3
− 6.21 –

SCN− – 7.18
Cl− 4.64 4.35
Br− 4.44 4.32
CN− 1.15 1.06
NO2

−

NO3
− 3.98 3.12

3.72 3.63
OAc− 3.08 2.86
H2PO4

− 2.48 2.40
C
S
O
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m
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t
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t
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ig. 6. Calibration plots for the proposed thiocyanate sensor no. 12 and azide sensor
o. 23 in the concentration range 10−2 to 10−8 M.

nd azide ion solution, each having a 10-fold difference in con-
entration is 11 s for thiocyanate sensor (sensor no. 12) and
5 s for azide sensor (sensor no. 23). This is most probably due
o the fast exchange kinetics of complexation–decomplexation
f anions with the ionophores at the test solution–membrane
nterface.

.7. Lifetime of sensors

The lifetime of electrodes based on ionophores in solvent poly-
eric membranes depends on the distribution coefficient of the

onophore and the plasticizer between the aqueous and membrane
hase. Hence, the lifetime of electrodes must depend on the compo-

ents of the solution and the measured specimens with electrodes.
or evaluation of the stability and lifetime of the proposed thio-
yanate and azide selective sensors three electrodes were tested
ver a period of 3 months. During this period, the electrodes were
n daily use over extended period of time (1 h per day) and the

ig. 7. Effect of pH on potential response of the thiocyanate sensor no. 12 and azide
ensor no. 23 using 1.0×10−3 and 1.0×10−4 M solutions.
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O3
2− 3.24 3.19

O4
2− 4.61 4.38

H− 3.50 3.23

lopes and detection limits of them were measured. The experi-
ental results show that the lifetime of the present sensors were

bout 1 month (sensor no. 12) and 2 months (sensor no. 23), respec-
ively. Subsequently, the electrochemical behavior of the electrode
radually deteriorated. However, it is important to emphasize
hat they were stored in 0.1 M anionic solutions when not
n use.

.8. Selectivity of ion sensing membranes

Selectivity is an important characteristic of a sensor that delin-
ates the extent to which the device may be used in the estimation
f analyte ion in the presence of other ions and extent of utility of
ny sensor in real sample measurement. In this work, the selec-
ivity coefficients of the sensors toward different anionic species
An−) were evaluated by using both the matched potential method
MPM) [38,39].

In the MPM, the selectivity coefficient (KPot
A,B ) was determined by

easuring the change in potential upon increasing the primary ion
A−) activity from an initial value of aA to a′A and aB represents the
ctivity of interfering ion added to the reference solution of primary
on of activity aA which also brings about same potential change. It
s given by expression:

′

pot
A,B =

	aA

aB
= aA − aA

aB
(1)

n the present studies aA and a′A were kept at 1.0×10−4 and
.0×10−4 M. A− and aB were experimentally determined. The

able 6
ormation constant values of various ions selective membrane based on
TpPh,MeNi(Cl)PzPh,MeH] ionophore

nterfering ions Formation constant (log ˇILn)± S.D.*

3
− 6.4 ± 0.3

CN− 7.2 ± 0.2
lO4

− 3.9 ± 0.2
l− 0.7 ± 0.8
r− 1.5 ± 0.5
N− 4.6 ± 0.4
O2
− 1.7 ± 0.5

O3
− 1.8 ± 0.3

Ac− 2.2 ± 0.2
2PO4

− 2.6 ± 1.2
O3

2− 2.1 ± 0.5
O4

2− 1.1 ± 0.8
H− 2.1 ± 0.2

* Mean value± standard deviation (three measurements).
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Table 7
Determination of thiocyanate in saliva, urine and river water samples

Thiocyanate amount (�g mL−1)± S.D.* Samples

Saliva (smoker) Saliva (non-smoker) Urine (smoker) Urine (non-smoker) River water

Proposed thiocyanate sensor 20.2 ± 0.5 5.5 ± 0.4 7.8 ± 0.6 1.8 ± 0.2 0.95 ± 0.2
Colorimetric method 20.5 ± 0.5 5.6 ± 0.4 7.5 ± 0.6 1.6 ± 0.2 0.98 ± 0.3

* Mean value± standard deviation (five measurements).

Table 8
Determination of azide in different aqueous samples

Samples Calculated by proposed sensor (�g L−1)± S.D.* Amount added (mg L−1) Recovery (%) (n = 3) Precision (RSD) (n = 3)
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lack tea 140 ± 2 1
range juice 155 ± 4 1

* Mean value± standard deviation (three measurements).

alues of selectivity coefficient so determined are compiled in
able 3. A value of selectivity coefficient equal to 1.0 indicates equal
esponse to both primary ion and interfering ions. A value smaller
han 1.0 shows that the sensor is selective to the primary ion over
he interfering ions. It is seen from the Table 5, that the selectivity
oefficients determined are sufficiently smaller than 1.0 indicating
hat the present sensors are significantly selective to thiocyanate
nd azide ion over all the interfering ions. Of the two sensors, selec-
ivity of the sensor no. 12 (thiocyanate sensor) was found better
han sensor no. 23 (azide sensor).

.9. Determination of formation constant

Formation constant of the ion–ionophore complex within the
embrane phase is a very important parameter that dictates

he practical selectivity of the sensor. In this method, two mem-
rane segments are fused together, with only one containing the

onophore, to give a concentration-polarized sandwich membrane.
membrane potential measurement of this transient condition

eveals the ion activity ratio at both interfaces, which translates into
he apparent binding constants of the ion–ionophore complex. In
his method complex formation constants obtained by neglecting
on pairing. As reported, the membrane potential EM is determined
y subtracting the cell potential for a membrane without ionophore
rom that for the sandwich membrane. The formation constant is
hen calculated from the following equation:

ILn =
(

LT −
nRT

ZI

)−n

exp
(

EMzIF

RT

)

here LT is the total concentration of ionophore in the mem-
rane segment, RT is the concentration of lipophilic ionic site
dditives, n is the ion–ionophore complex stoichiometry, and
, T and F are the gas constant, the absolute temperature, and
he Faraday constant. The ion carries a charge of zI. The deter-

ined formation constants (log ˇILn for the examined different
omplexes were recorded in Table 6. The elapsed time between
andwich fusion and exposure to electrolyte was typically <1 min.
he potential was recorded as the mean of the last minute of a
min measurement period in the appropriate salt solution. The
otential of such sandwich membranes remains free of diffusion-

nduced potential drifts for about 20 min. Standard deviations were

btained based on the measurements of sets of at least three
eplicate membrane disks that were made from the same par-
nt membrane. A careful analysis of the data in Table 6 reveals
hat thiocyanate and azide ions have significant anion-binding
haracteristics.

5

m

91 5.4
87 8.0

. Analytical applications

.1. Thiocyanate determination

Urine and saliva samples containing different thiocyanate con-
entrations were collected from smoker and non-smoker patient,
nd same samples were assayed for multiple times. Samples were
reated by MES/NaOH buffer (pH 5.5) solution, while the river
ater sample was used directly by adjusting pH 5.5 by dilute HCl

olution. For spike recovery measurements, the urine was spiked
ith 10 mg L−1 thiocyanate before dilution and filtration. All sam-
les were analyzed in five replicate using the proposed electrode,
nd the results were compared with those obtained by a standard
olorimetric method. The results given in Table 7, show that the
mounts of thiocyanate ion evaluated with the help of the elec-
rode are in good agreement with those obtained by the standard
olorimetric method, thereby reflecting the utility of the proposed
ensors.

.2. Azide determination

Because of the high selectivity and the very low detection limit
f the constructed N3

− sensor, it was applied for the monitoring of
he azide ions concentration in various aqueous samples (black tea
nd orange juice). Samples can be directly injected after minimal
ample preparation. The samples must be diluted (1:10 with dou-
le distilled water) and filtered to remove particulates and treated
y MES/NaOH buffer (pH 5.5) solution. Black tea was prepared
y steeping a teabag in about 100 mL of hot reagent grade water
or 10 min. After cooling, the infusion was diluted 10-fold with
eagent grade water and filtered before injection. For spike recov-
ry measurements, the tea was spiked with 10 mg L−1 sodium azide
efore dilution and filtration. Orange juice was diluted 10-fold with
eagent grade water and filtered before injection. For spike recovery
easurements, the orange juice was spiked with 10 mg L−1 sodium

zide before dilution and filtration.
For each sample, precision and recovery from interferences

ere measured. Precision and recovery were measured by adding
mg L−1 azide into samples; black tea and orange juice. Recovery

or all samples was greater than 80%. Precision varied from 2% to
% for all the samples. The results are shown in Table 8. Orange

uice contains phosphate, sulfate, fluoride and fumarate but these
ompounds do not interfere with azide.
. Conclusions

Synthesis and characterization of [{hydrotris(3-phenyl-5-
ethyl-1-pyrazolyl) borate}(3-phenyl-5-methyl-pyrazole) nickel
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hloride] [TpPh,MeNi(Cl)PzPh,MeH] and their analytical application
n the preparation of anion selective electrodes were carried
ut. Crystal structure determination of [TpPh,MeNi(N3)PzPh,MeH]
TpPh,MeNi(SCN)PzPh,MeH] has also been done to know the nature
f binding of azide and thiocyanate with ionophore. The inves-
igations on polymeric membranes of [TpPh,MeNi(Cl)PzPh,MeH]
onophore have shown that they act as thiocyanate and azide selec-
ive sensors. However, the results of thiocyanate selective sensor are
ompared with azide anions and comparison of data revealed that
hiocyanate sensor is superior to the azide sensor with regard to
etection limit (1.8×10−7 M), response time (11 s) and selectivity.
roposed thiocyanate sensor was also applied successfully for its
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The crystallographic data have been deposited with CCDC.
upplementary data are available from CCDC, 12 Union Road,
ambridge CB2 1EZ, UK on request by quoting the deposition num-
ers CCDC 673216 - 673217. E-mail: http://www.deposit@ccdc.
am.ac.uk or http://www.ccdc.cam.ac.uk.
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a b s t r a c t

A versatile, simple, liquid core waveguide (LCW)-based fluorescence detector design is described for cap-
illary systems. A Teflon AF coated fused silica capillary serves as the LCW. The LCW is transversely excited.
The light source can be a conventional or high power (HP) light emitting diode (LED) or a laser diode
(LD). The source can be coupled to the LCW directly or via an optical fiber. Fiber coupling is convenient
if a high power (necessarily heat sink mounted) emitter is used. The LCW is concentrically placed within
a slightly larger opaque jacket tube and the LCW terminates just short of the jacket terminus, which is
sealed with an optical window. The influent liquid thus exits the LCW tip, flows back around the LCW
through the jacket annulus to exit via an aperture on the jacket tube. The problem of coupling the emitted
light efficiently to the photodetector is thus solved by placing the tip of the annular tubular assembly
directly on the detector.

For excitation wavelengths of 365 nm (LED/HPLED) and 405 nm (LD), the tris(8-hydroxyquinoline-5-
sulfonic acid (sulfoxine)) chelate of aluminum (� ∼500 nm) and Coumarin 30 were respectively used
em,max

as the model analyte. For source–detector combinations comprising (a) a UV LED (∼1.5 mW @ 15 mA) and
a photodiode, (b) a LD (∼5 mW, abstracted from a “Blu-Ray” recorder) and a miniature photomultiplier
tube (mPMT), and (c) a high power (210 mW @ 500 mA) surface-mount HPLED–mPMT, the S/N = 3 LODs
were, respectively, 1.7 pmol Al, 3–100 fmol Coumarin 30 (depending on laser intensity and integration
time), and 4 fmol Al. In the last case, the relative standard derivation (R.S.D.) at the 20 fmol level was 1.5%

e
c
s
s
p
t
c
i
a
T

(n = 10).

. Introduction

During the present decade, there has been a significant inter-
st in capillary scale separation and detection techniques [1,2].
he capillary format allows for high efficiency rapid separations
ith low sample and reagent consumption. In favorable cases, it

llows for very low pressure, even gravity-flow separations [3–5].
owever, the measurement of trace amounts of analytes in ≤1 �L

njected sample volumes demand a lot from detection techniques.
Fluorometry is among the most sensitive of analytical tech-
iques. A focused laser beam offers an ideal way to provide
mall volume intense excitation. Although laser induced fluores-
ence (LIF) has been most often used in capillary electrophoresis
CE) and reviewed in that context [6,7], it is applicable for non-

∗ Corresponding author. Tel.: +1 817 272 3171; fax: +1 817 272 3808.
E-mail address: dasgupta@uta.edu (P.K. Dasgupta).

1 Permanent address: CIIDIR-IPN, Sigma S/N, Fracc. 20 de Noviembre II, Durango,
urango 34220, Mexico.
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lectrophoretic capillary scale applications as well. Nevertheless,
ommercial LIF instrumentation is still too complex and expen-
ive to allow wide, especially pedagogic, use. Further, many laser
ources are intrinsically noisy, degrading LODs from what would be
redicted on the basis of illumination flux alone. More importantly,
he limited number of wavelengths that laser sources can presently
onveniently and affordably address require the proverbial chang-
ng of the foot to fit the shoes; a whole host of derivatization agents
nd methods have been developed to fit available LIF instruments.
he recent availability of violet laser diode (VLD) sources in digi-
al video disc (DVD) players and recorders, complete with focusing
ptics, does offer, however, inexpensive opportunities to build flu-
rescence detectors with such sources and optics.

The attractive performance of liquid core waveguides (LCWs)
or transverse/radial excitation fluorescence detection was demon-

trated a decade ago [8]. We have since reviewed the general use of
CWs for optical detection [9]. Recently Okada has reviewed LCW-
ased absorbance and fluorescence detection (with either axial
r radial illumination) [10]. The following developments in LCW-
ased fluorescence detection are noteworthy: imaging the capillary
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umen on a CCD detector and being able to discriminate against
he scattered light that primarily propagates along the wall [11],
sing a similar detector with a multicapillary separation system
o perform multiplexed detection [12], imaging the whole column
ith either axial [13,14] or scanning transverse [15] illumination,
etecting ammonia at the low nM level with a photodiode detec-
or [16], utilizing the scheme with CCD based detectors in CE [17]
nd in flow injection coupled miniature CE systems [18], using
ultiwavelength array excitation coupled to a CCD spectrome-

er [19], separating and detecting DNA fragments in microfluidic
ystems [20] with LODs comparable to LIF detection (aided by
odulation, lock-in detection and second wavelength referencing

echniques) [21]. In our laboratories, we have extensively used light
mitting diode (LED) excited LCW-based fluorescence detection for
he determination of atmospheric H2O2 [22], HCHO [23] and H2S
24], developed a flashlamp-excited gated fluorescence detection
ystem for anthrax spores [25], a multiplexed, pulsed-LED detec-
ion system for hematin-differentiated [26] measurement system
or H2O2 and organic peroxides [27] and methods for coating
lass and silicon microchannels to render them into waveguides
28,29].

In LCW fluorescence detectors described to date, coupling the
mitted light to the detector has generally been accomplished by
distally located optical fiber coupled detector; the convenience
nfortunately leads to significant light loss. Preserving the lumen

mage [11,12] requires an involved optical arrangement where the
uid exit end remains in a liquid reservoir and the termini are

maged by a lens, filter, prism and camera objective before coupling
o a CCD detector. Direct coupling to the detector window has only
een achieved by allowing the liquid to leak past an exit window

n an uncontained manner [20] precluding the possibility of using
subsequent serial detector. To perform affordable multidimen-

ional detection in capillary scale analyzers, it is our objective to
evelop absorbance [1], conductance [30] and fluorescence detec-
ors in a concerted manner. These detectors should be capable
f being deployed singly or serially with a high performance/cost
atio.

In the present paper, we describe generic designs for inex-
ensive capillary scale flow through fluorescence detectors and
emonstrate attractive performance in flow systems.

. Experimental

.1. Reagents

Sulfoxine, 8-hydroxyquinoline-5-sulfonic acid (HQS), was twice
ecrystallized (as the monohydrate) from large volumes of hot
ater. Aluminum sulfate (reagent grade), Coumarin 30 (3-

2-N-methylbenzimidazolyl)-7-N,N-diethylaminocoumarin), Good
uffering agents [31] 3-(N-Morpholino)-ethane sulfonic acid
MES), 3-(N-Morpholino)-propane sulfonic acid (MOPS) and 2-
cyclohexylamino)-ethane sulfonic acid (CHES) were used as
eceived (all of the above from www.sial.com). For the present
xperiments, the stock solutions of the Al salts were diluted serially
y the carrier used in the flow analysis system. Coumarin 30 was
issolved in 50% (v/v) methanol and injected for detection in the
ame solvent. All other solutions were made in distilled deionized
ater.
.2. Fluorescence detector cell design

Only the HPLED–mPMT detector is described here in detail; the
ther two designs are discussed here briefly; greater details appear
n supporting information (SI).

t
a
t
(
c
s

(2008) 901–908

.2.1. Light emitting diode: photodiode design
The simplest and least expensive (total electronics cost

$20) scheme uses a modest power UV LED (NSHU550B,
ww.nichia.com, 5.4 mm dia. metal can) that is estimated to put

ut ∼1.5 mW @ 365 nm at the operative drive current of 15 mA.
efer to Fig. S1 in SI and attendant description. The detector

s a miniature “light-to-voltage converter”, a photodiode with
n integral operational amplifier (TSL250R, www.TAOsinc.com)

square-shaped (4.8 mm×4.8 mm) clear epoxy bodied 3-pin
power, ground, signal) device that is 1.8 mm thick. A centrally
laced integrally molded hemispherical lens (Ø0.90 mm) com-
letely covers the photosensitive area (sensitivity ∼100 mV/�W
er cm2 @ 500 nm). We drilled a perpendicular hole (1/32 in.,
∼0.79 mm) directly through/atop the lens terminating just atop

he photosensitive surface. A second aperture (0.014 in.,∼0.37 mm)
s drilled parallel to the plane of the device and joins the first
perture atop the photosensitive area to form an L-shaped pas-
age. After cleaning out the debris and polishing the bottom of
he vertically drilled aperture as best as possible, a thin coat of
lear epoxy was applied to the bottom to restore transparency. The
CW capillary (TSU100375, www.polymicro.com, the same LCW
apillary was used in all designs) is inserted in a opaque PEEK
leeve 0.015 in. i.d., 1/32 in. o.d., F-385x , www.upchurch.com)—this
s inserted through the vertical aperture. The exit capillary, 180 �m
.d., 350 �m o.d. (TSP180350) is inserted through the horizontal
perture. The assembly is covered over with epoxy adhesive inti-
ately mixed with activated charcoal to prevent ambient light from

eaching the detector. The assembly was put into an opaque Delrin
xture with provisions for illuminating the LCW capillary radially
y the LED ∼10 mm above where it enters the detector.

.2.2. Laser diode: miniature photomultiplier tube design
A “Blu-Ray” DVD reader (Pioneer model BDC-2202b) was dis-

ssembled to gain access to the read/write laser sources. This
articular model uses three different discrete laser diode (LD)
ources at different wavelengths. The VLD is believed to have an
utput of 5–7 mW and is used for read functions only. Connections
o the VLD leads were made directly on the board and these were
hen connected to external circuitry to apply power. LD’s are static
nd surge sensitive. As shown in Fig. S3 in SI, a switch keeps the VLD
isconnected both before power was applied and before power was
hut off. The drive current is read by a digital panel meter via the
oltage drop across a 10 � resistor in series that connects the VLD
o ground. A 10-turn 1 k� potentiometer allows control of the drive
urrent (monitored and displayed continuously) via circuitry based
n a LM317 (www.nsc.com) based regulator. The fluorescence cell
tself was identical to that described for the HPLED–mPMT design
elow, except that fluid exit connection was made here via a tee
or convenience. The manner in which the LCW was illuminated
as as follows. The optical lens element (Ø∼1.5 mm) through which

he laser beam emerges is located centrally between two horizontal
ighly magnetized bars (ca. 10 mm long, 2 mm wide, spaced 11 mm
part). The optics is spring loaded and can be pushed down. At its
aximum elevation, the top of the lens is flush at the same level

s the magnetized bars. This enables a very simple and effective
eans of affixing the LCW capillary to the top of the optics. The

eneral arrangement is shown in Figs. S4 and S5. A 0.020 in. wide
edge-shaped groove is machined onto the middle of the short

ide of a 7.5 mm×15 mm opaque Acetal (Delrin) sheet (∼1 mm
hick), intended to function as the capillary cradle. A 0.79 mm bore

perture is drilled about the center of the groove (the intended loca-
ion of the optics) and a low sensitivity light to voltage converter
TSL252R, www.TAOSinc.com, for referencing the laser intensity) is
emented on the hole on the obverse side of the groove. Two thin
teel pieces (∼2.5 mm×7 mm) are cemented with epoxy adhesive
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Fig. 1. Top: high power LED L is sandwiched between heat sink HS and aluminum
block B by screws S. 1 mm core acrylate optical fiber OF is coupled to the LED and
the fluorescence cell (bottom) with reverse-ferrule equipped (1/4)-threaded nuts
N. The cell is built of an aluminum block AL provided with a (1/4)-28 threaded flat-
bottomed aperture A for the fiber optic to illuminate the 100 �m bore Teflon AF
coated fused silica capillary LCW held in a PEEK jacket tubing PT with the help of
sealers and spacers SS. PT terminates in a 1 mm long face-polished acrylate optical
fiber segment FW functioning as the window against which the LCW butts up. The
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ront flange of the cell attaches directly to the PMT face and FW rests directly on
he PMT window W. Optional thin plastic optical filter(s) F can be put on the PMT
indow W. Liquid enters through the LCW, leaks at the tip in the gap between it and

W and exits through aperture E. The drawing is not to scale.

n the short edges of the capillary cradle, on the same side as the
roove. As the cradle, with the capillary in the groove, is lowered
n to the LD optics, the capillary is held in place atop the optics by
he magnetic force. It is important to use only thin pieces of steel
we used small portions scored off a razor blade). Else, the per-

anent magnets are so strong, once the cradle is bought near the
ptics, it is impossible to control the position and the cradle may be
rawn with such force so as to crush the capillary. In our particular
rrangement, the illumination point was∼5 cm from the mPMT tip
f the capillary.

The optical output from the lens element was mea-
ured with a calibrated laser power meter (type 840011,
ww.sperscientific.com). This sensor is calibrated for 632.8 nm

nd a correction factor of 9.62× was applied for measurement at
05 nm according to manufacturer’s instructions. Note that there
re significant losses in the optical system and the output power at
he exit of the optical element must be significantly smaller than
he power generated by the VLD itself.

.2.3. High power light emitting diode: miniature photomultiplier
ube design

Referring to Fig. 1 (the drawing is not to scale), the light
ource used is a surface-mount type UV LED L (�max 365 nm,
CSU003A, Nichia Corp). This is a very high brightness excitation

ource (emitting typically 210 mW continuous at 500 mA, with a
aximum permissible continuous current of 700 mA, [32]). It is
ounted on a finned heat sink HS with heat sink compound. A

air of screws S sandwich the LED between aluminum block B

nd HS. A (1/4)-28 threaded male nut N holds down the 1 mm
ore jacketed optical fiber OF (ESKA optical grade fiber, NT02-536,
ww.edmundoptics.com) on the surface of the LED. The emitting

hip dimension is 0.9 mm×0.9 mm square and the fiber captures
ost of the emitted light. For a flat-faced LED, previous experi-
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nce shows that direct interfacing of a fiber with polished termini
eads to the best light coupling [33]. In the present experiments,
he HPLED was operated at a current of 500 mA.

The cell holder AL is machined from aluminum, the general
rrangement is schematically shown in the bottom panel of Fig. 1.
photograph and dimensional drawing is given in Fig. S6 in SI.

he holder AL terminates in a flange that has screw holes for
irectly mounting holder AL on the face of the mPMT (H5784,
ww.hamamatsu.com) with a set of four M2-threaded screws S.

his is a relatively low-cost miniature photosensor module [34]
ith its own built in high voltage supply. The mPMT has an
mm dia. photoactive area, contained in a 10 mm diameter win-
ow W that is recessed 1 mm inside the metallic sensor housing.
ne or more layers of plastic optical filters F were cut as 10 mm
ircles and put on the PMT window as desired. The holder AL
as a central 1/16 in. diameter straight through axial hole which
nugly accommodates 1/16 in. o.d. 0.75 mm i.d. PEEK tubing PT
∼45 mm long). Tube PT is provided first with one inserted spacer
S (3 mm long, 457 �m i.d./635 �m o.d., PEEK, type PK018-025-BLK,
ww.upchurch.com). The spacer segment SS is coated thinly with

poxy adhesive on the outside and pushed inside tube PT from one
nd to a depth of ∼15 mm and the epoxy is allowed to cure. The
pacer serves to hold the inserted LCW capillary (vide infra) con-
entric. Tube PT is then provided with a terminal optical window
W at the same end, close to the spacer. We have variously used
vide infra) (a) a 1 mm long segment of an acrylate optical fiber
1 mm core, P/N 02-536, www.edmundoptics.com). The fiber is pol-
shed at both ends by micro-mesh sandpaper (grades 1500–12,000,

ww.micro-surface.com) and forcibly inserted into the end of the
reen PEEK tubing widened at the tip with a 0.040 in. drill bit to
depth of 1 mm, this seals tightly enough that in our experience
o leakage occurs. (b) A spherical glass ball lens of 1 mm diame-
er (NT43-708, www.edmundoptics.com). The ball is forcibly put
n at the PEEK tube tip after enlarging the tube tip i.d., in much
he same way as the optical fiber segment. (c) A 125 �m thick clear
olyester window (Mylar, K-Mac plastics, KS6361, Wyoming, MI).
he tip perimeter of tube PT was roughened by sanding, a thin layer
f epoxy adhesive was applied and a small piece of the Mylar sheet
as then affixed.

With PT inserted in its place in AL, AL is fixed with screws on the
op of the mPMT; PT is pushed in until it rests on the mPMT window
with any optical filters already thereon). PT is now fixed in place at
ts entrance point in AL with a 10–32 nut and ferrule (not shown in
ig. 1, see Fig. S6 in SI for this detail). The (1/4)-28 threaded entrance
in AL ends in a 1 mm aperture. Tubing PT is drilled through at

his aperture to allow the 1 mm fiber optic to come into PT. On
he opposite side of A, a 0.64 mm dia. hole is present in AL, this
oo is now drilled through in PT to serve as fluid exit. PT is now
horoughly washed with methanol using all entry/exit combina-
ions to remove any debris. The capillary LCW (the length chosen
55 mm, results in ∼1 cm protruding from PT at the entrance end)

s pushed in from the open end of PT until it rests on window FW.
he LCW is not effectively sealed against FW. Rather, liquid enter-
ng into the LCW flows past the tip and back around the LCW in
he annular space to exit at aperture E where a stainless steel exit
ube (0.017 in. i.d./0.025 in. o.d., HTX-23T, www.smallparts.com) is
ush fit and epoxied in place. Fluorescent light originating from
he excited analytes in the lumen is guided by the LCW to its
ip by total internal reflection and is transmitted to the PMT via
W. A second exit sleeve SS is put in and sealed and epoxied in

lace where LCW enters PT. Connections to the LCW inlet to other
75 �m o.d. capillaries that constitute upstream components of
he system are made with a butt-joint using a short polyvinyl
hloride pump tubing segment (0.19 mm-i.d., 2.03 mm-o.d.) as a
leeve.
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While the data presented comes solely from the above design,
or applications where another detector is serially connected, a sim-
lar design with a smaller inner diameter for PT (0.5 mm i.d.) was
sed, without any spacers. The annular gap in this case is ≤60 �m.
bout 10 mm from the PMT end of the tube PT, a 0.015 in. diam-
ter hole is drilled as the fluid exit aperture. After completion of
he assembly, a silica capillary of desired inner diameter is inserted
ere and epoxied in place.

.3. Electronics

It has been shown elsewhere [33] that short of carefully matched
hermistor–resistor combinations, a stable constant voltage power
upply and a low value resistor offer the best compromise to obtain
stable light output from an LED as minor variations in ambient

emperature occur. Following this maxim, we used a 10 �, 10 W
ower resistor in series with the HPLED and powered it with a
igh current variable voltage power supply. ∼8.8 V was needed
o attain the desired drive current of 500 mA. For the VLD–mPMT
xperiments, the PMT control voltage was set at 0.9 and no further
econdary signal processing was used. For the HPLED experiments,
nless otherwise stated, the mPMT gain control voltage was set at
.7, the primary mPMT output was offset and amplified 10× by a
ual JFET-input operational amplifier (TL082CP, www.ti.com), the
rst stage providing unity gain and variable offset and the second
tage providing 10× gain with a time constant of 1 s. Both stages
ere operated in the inverting amplifier configuration. The circuit
iagram is given in SI in Fig. S7. In all cases, the detector signal was
cquired at 1 Hz by a 12-bit PCM-DAS16D/12 data acquisition card
www.measurementcomputing.com) housed in a mini-notebook
ersonal computer.

Some experiments were conducted where the light source
as modulated with an N-channel MOSFET switch (IRLI530N,
ww.irf.com) with a function generator at ∼100 Hz to address

he gate of the logic-level MOSFET switch. The detector out-
ut was processed via a balanced demodulator chip (AD630,
ww.analogdevices.com) using the gate signal for reference. In
o case were the results better than dc operation. Hence they are
ot reported. There are some inherent limitations of this circuitry,
etter lock-in detection approaches will be discussed in a future
aper.

.4. Experimental arrangement

Most experiments were conducted in the flow injection mode,
sing a single line system. Fluid flow was provided by a 48 K
tep syringe pump (V6, P/N 54022, equipped with a high pres-
ure syringe header valve (P/N 26098) and a 1-mL capacity high
ressure syringe (P/N 23994), all from www.kloehn.com. Test solu-
ions were injected with an in-line 1 �L loop injector (070-0134H,
ww.vici.com). Except as stated, the carrier solution or eluent for

hromatography (vide infra) was composed of 1 mM HQS and 1 mM
ES, adjusted to pH 5.56 with NaOH and filtered through a 0.22 �m

ore size nylon membrane filter and pumped at a flow rate of
�L/min. The injector was connected to the detector by a 5 cm long
50 �m i.d. fused silica capillary. For most experiments, the detec-
or was simply covered with a cardboard box to provide immunity
rom ambient light.

. Results and discussion
.1. Basic detector design and performance of the simplest design

Early work on LCW-based capillary scale fluorescence detec-
or clearly indicated the feasibility of such detectors [8]. Presently

t
[

b
a
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e first explored the performance of a LCW-based fluorescence
etector in which a low power UV LED was used to radially illumi-
ate the LCW capillary directly and the fluorescence was detected
ith a photodiode-operational amplifier integrated package, sold

s a light-to-voltage converter. The response of this very simple
etection system to 1 �L of 200 �M Al(HQS)3 exhibited an S/N of
50. While we intended such a detector to be used primarily for
edagogic purposes and therefore made no further optimization
fforts, it is worthwhile to note that an essentially identical detec-
or with ∼15× greater sensitivity (TSL257R, 1460 mV/�W per cm2

500 nm) is available at the same cost from the same manufac-
urer. Also it is worthwhile to note that even for HQS chelates, the
l-chelate is not the most fluorescent [35].

.2. The “Blu-ray” laser based detector

This source is misnamed: at 405 nm, it is violet, rather than blue.
LD’s have been available for some time; since their availability till
ow they continue to cost ∼>US$ 2000 as scientific equipment.
ucy and coworkers were the first to use such VLDs for capillary
cale fluorescence detection. They observed that at most ∼30–50%
f the power is coupled to a 100 �m core fiber optic (FO) when
he unmodified LD is coupled to the FO [36]. While they recog-
ized that focusing through additional optics such as a microscope
bjective is a superior alternative for capillary systems [37,38], they
ave mostly continued to use the FO coupled configuration [39–41]
resumably for the simple reason that incorporating additional
ptics that necessarily require precise, stable positioning, is cum-
ersome. Availability of laser based optical drives as a consumer
roduct removes this difficulty. Although the results described in
he present work utilizes a different device which uses three differ-
nt discretely packaged laser sources, based on further experience,
e would recommend others to begin with a Sony Playstation 3

PS3) reader assembly which contains three different laser sources
780, 640 and 405 nm) and a photodiode (that monitors the source
utput) in a single package. At 20 mW rated output for the 405 nm
ource, this VLD is also more powerful than the one presently used.
ote that although 20 mW VLDs are being produced in quantity
∼2 million /month in mid-2007) inexpensively (estimated produc-
ion cost: US$ 8) [42], they are not available as discrete devices. To
ur knowledge, there are also no publicly accessible specification
heets. A PS3 reader assembly is however, readily available as a
eplacement part for <$60 (see Fig. S8 in SI) and VLD aficionados
ave web-accessible instructions on how to extract the VLD out of
he assembly in detailed written [43] and even video [44,45] forms.
owever, no matter which precise source is used for the VLD, the

eader assembly should not be disassembled and the LD extracted
or constructing a fluorescence detector. The optics that focuses
he beam down to a very small spot is integral to the read (write)
ssembly and makes it very convenient to simply put the capillary
n the top of the lens, aided by the magnetic rails that provide a
onvenient means to hold the capillary down (all presently avail-
ble optical drives use magnetic force to keep the disk spinning just
way from the lens element without physical contact) and finally,
ny necessary heat sink is integrally present in an intact assembly.
or the more ambitious, the rail and the stepper motor assembly
rovides a ready means to translate the source along the capillary
nd thus generate a “whole column” image (albeit the maximum
ranslation length, <40 mm, is rather limited). In the case of the PS3
eader referred to above, any of the three laser sources (the respec-

ive pin outs, complete with magnified photos, are available in Refs.
43,45]) are available through the same optics.

In the absence of available specifications, one must necessarily
e careful about the maximum current the source can be operated
t to avoid irreversible damage. We had no information on the spe-
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Fig. 3. Detection of 1 �L of 1 �M Coumarin 30 in 50:50 methanol:water injected in
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were all obtained with a drive current of 37 mA.
Fig. 2. Violet laser diode optical output vs. VLD drive current.

ific Pioneer VLD used here and to err conservatively, assumed it to
e a 5 mW device, the lowest power VLDs used in Blu-ray readers.
he device shows a weak diffuse output at low currents (similar
o that of an LED driven at a low current). As the drive current is
ncreased, the lasing threshold is eventually reached; past this point
he light output increases dramatically. Fig. 2 shows the light out-
ut through the lens element vs. drive current. The lasing threshold

s computed by extrapolation to be 36.5 mA. It has been suggested
hat the VLD should not be driven at currents much greater than
th + 10 mA (i.e., ∼47 mA in the present case) to avoid irreversible
amage [43]. We operated the present VLD up to 54.4 mA for few
econds at a time with a measured power of 3.7 mW at the lens exit,
hich would probably be close to its maximum operating current

if it is a 5 mW device), accounting for optical losses. To be conserva-
ive and safe, we initially did most of the work at a drive current of
7 mA, just above the lasing threshold. These results are discussed
s operation at this power level will permit essentially indefinite
ife. Subsequently, the VLD was operated at 47 mA to characterize
ltimately attainable LODs from this source. A cooling fan was put
n externally to prevent source drift and a smaller aperture was
sed with the photodiode to prevent saturation.

Although a VLD can be used to detect Al(HQS)3, it is not opti-
ally excited at this wavelength. Vos et al. indicated an LOD of 3 �M

or example in a CE configuration [39], this LOD can in essence be
eached by our simple LED-PD combination (Section 3.1). In addi-
ion, the excitation maximum of Al(HQS)3 is listed as 395 nm [35],
his is not strictly correct (vide infra). We chose to explore detection
imits with Coumarin 30, which has a �max of 407 nm (in ethanol, for
ther photophysical data on Coumarin 30 see [46], we used 50:50
ethanol water in flow injection experiments both as carrier and as

he analyte matrix; absorption and fluorescence spectra obtained in
uch a matrix was nearly identical to those published for a ethanol
edium [46] and are not separately given here). Coumarin dyes are

lso of particular interest in enzyme-linked immunosorbent assays
hat most commonly rely on an alkaline phosphatase enzyme uti-

izing 4-nitrophenylphosphate as substrate. Instead of absorbance
etection of the 4-nitrophenol formed at 405 nm, the decrease in
uorescence of concurrently present Coumarin provides a much
ore sensitive assay [47].

c
r
a

he same solvent flowing at 4 �L/min. The laser output (VLD drive current 37 mA) is
hown as the top horizontal line (right ordinate); it is also shown magnified 133×.
he S/N of the fluorescence signal does not significantly change upon ratioing to the
aser output but does predictably improve with a moving average filter.

In LCW-based fluorescence detection, we have generally used
ome form of an optical filter atop the photodetector to filter out
xcitation light. This unwanted background largely originates from
cattering—while the optical quality of the LCW is obviously impor-
ant, how tightly the excitation beam is focused also greatly governs
he extent of scattering. The optics integral to present optical disk
rives provide focused spot diameters of 2.11, 1.32 and 0.58 �m
espectively for the 780, 640, and 405 nm lasers [48]. To our pleas-
nt surprise, the background scattering in the present setup was
mall enough that even without any filter, the mPMT background
ignal was easily manageable (<0.2 V) (at a PMT gain of 0.9 this
orresponds to within 2× of the maximum gain for this partic-
lar device) and VLD drive current of 37 mA. Without any filter,
he results for 1 �L of 1 �M Coumarin 30 injection are shown in
ig. 3. The VLD output as measured by the TSL252 R photodiode on
he other side of the capillary is very stable as seen in the upper
orizontal line. A 133× magnified view of the VLD output is also
hown. This indicates a very small but slow downward drift over
ime, likely due to heating and temperature equilibration. Note that
he more major baseline disturbances (that are discernible both in
he mPMT and the PD traces) come from injection valve actuations.
eferring to the mPMT trace, switching the valve from inject to

oad and back to inject cause the mPMT signal to go low while the
alve is in the load position. If we try to correlate the mPMT base-
ine signal to the TSL252R baseline signal in a region where there
s no valve actuation artifacts, it is readily revealed that there is
o correlation (r < 0.02). Predictably the S/N observed in the mPMT
race (∼30, noise being defined as peak-to-peak noise, leading to an
OD of∼100 nM) is not improved by ratioing the signal to the laser
utput. Also predictably, running a 5 s moving average filter signif-
cantly improved the S/N, leading to an LOD <40 nM. Of course the
OD is directly dependent on the laser intensity. The above results
As the laser output is an order of magnitude greater at a drive
urrent of 47 mA (Fig. 2), the LODs are much better. Fig. 4 shows
esults for the injection of 50 and 100 nM (solution preparation
nd surface adsorption losses for Coumarin 30, a very hydrophobic
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Fig. 4. Injection of 50 and 100 nM Coumarin 30 with the VLD driven at 47 mA. The
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3.3.2. Cell terminal window material and light throughput
The terminal window sits directly on the PMT and conducts

the light to the detector. It must also be chemically inert for the
given application and withstand some modest backpressure. Aside
from the optical fiber segment already mentioned in the experi-
ata were acquired at 5 Hz and a 5-s moving average filter applied. Note that there is
o secondary electronics to the mPMT output and the background signal represents
he true mPMT background. No optical emission filter was used.

ye, preclude reproducible results at lower levels) injections. In the
aser induced fluorescence literature, limit of detection has been
efined in many different ways. Here, if we assume the raw data at
Hz and peak-to-peak noise, the S/N = 3 LOD is 7.7 nM (these and

ollowing data are based on the 50 nM injections, the LODs are more
han 1.5× lower when calculated for the 100 nM injections—but this
egree of change in short term noise is not unusual). Based on the
–p noise of the 5-s averaged data, the S/N = 3 LOD is 2.8 nM. Finally

f noise is defined as the standard deviation of the drift corrected
aseline in the 1250–1350 s region where no injections are made,
he S/N = 3 LOD will correspond to 0.4 nM. If we assume that the
robe volume is equivalent to a 100 �m (i.d. of LCW) long cylinder
ith 1 �m diameter, the probe volume is ∼80 fL. For a 2.8 nM LOD,

here are ∼140 analyte molecules in that volume.

.3. The HPLED based detector

.3.1. Optimum wavelength to excite metal-sulfoxine complexes
One principal reason we are interested in capillary scale fluores-

ence detectors is to utilize them in metal ion chromatography. HQS
orms a large number of fluorescent metal complexes, most have
n excitation maximum around 390 nm with a large Stokes shift,
everal other derivatives of HQ with attractive fluorescence prop-
rties have been more recently synthesized as well [49–51]. The
otential of HQS either in the eluent or as a postcolumn reagent

n conventional scale metal ion chromatography has long been
emonstrated, with or without micellar sensitization [35,52,53].
e chose to explore performance for Al-HQS detection, the fluo-

escent Al-chelate is often regarded as the archetypal HQS chelate
54].

The excitation maximum of Al(HQS)3 at its optimum pH is
eported as 395 nm [35]. Of LED sources we examined for excit-
ng Al(HQS)3, the primary candidates were two devices with
enter wavelengths of at 365 and 385 nm with comparable half
andwidths (10–12 nm), respectively emitting 210 and 290 mW @
00 mA (Nichia NCSU033A and NCSU034A). The obvious expecta-
ion was that the 385 nm emitter will provide significantly better
erformance. To our surprise, the results were substantially the

pposite (Fig. 5). We then reexamined the fluorescence characteris-
ics of Al(HQS)3; the data are shown in Fig. 6. These data show that
he excitation maximum actually red shifts with increasing concen-
ration. Near the LOD, at low concentration, excitation at 365 nm is

F
H

ig. 5. Response elicited by an injection of 1 �L of 2 �M Al(HQS)3, mPMT gain 0.7,
econdary amplification 100×. Top trace: 385 nm emitter; bottom trace: 365 nm
mitter. A double layer of Roscolux #369 green plastic filters was placed on the
PMT.

ctually superior to that at 385 nm. The 365 nm HPLED was used
enceforth.
ig. 6. Excitation spectrum of the indicated concentrations of Al3+ (in �M) in 1 mM
QS, pH 6. The excitation maximum red shifts with concentration.
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Fig. 7. Spectral characteristics of the excitation source, the fluorescence emission
and two sheets of the #369 filter used for emission filtering.

Fig. 8. (a) Typical output for Al3+ determination. The Al3+ concentration of the
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ental section, based on initial experiments we investigated two
ther window types. One involved a spherical glass ball lens of
mm diameter (NT43-708, Edmund Industrial Optics, Barrington,
J) that was forcibly put in at the PEEK tube tip after enlarging

he tube tip i.d., in much the same way as the optical fiber seg-
ent. The other involved a 125 �m thick clear polyester window

Mylar, K-Mac plastics, KS6361, Wyoming, MI). The tip area of the
EEK tube was roughened by sanding, a thin layer of epoxy adhe-
ive was applied and a small piece of the Mylar sheet was then
ffixed. Rather than measuring fluorescence emission, we simply
easured the light transmission efficiency of the water-filled cell

ssembly. A miniature tee was put in the LCW tube entrance and
n optical fiber was butted against the LCW tip. The other end of
he optical fiber was connected to a LED emitting at 450 nm pow-
red at a constant current of 10 mA. Water was pumped during the
xperiment through the perpendicular arm of the tee. The relative
ight intensities registered on the detector (adjusted to operate at a
ow sensitivity) were 0.376±0.021, 0.340±0.029 and 0.402±0.012
or the polyester window, glass ball and the optical fiber
respectively. Considering that the cell tip has to be disassem-
led and reassembled for each test arrangement, the overall
ifference between the three is probably within experimental
ncertainty. Nevertheless, we chose to do further experi-
ents with the putative best, the cell with the optical fiber
indow.

.3.3. Performance
Relative to coupling with a fiber optic, Melanson and Lucy [37]

ave shown that a pinhole and a microscope objective can provide a
etter focused arrangement for fluorescence excitation, leading to

ess scattered light and thus a better S/N. In the present case, even
iscounting interfacial losses, geometric considerations (HPLED
mitting area vs. fiber optic cross section and far more importantly,
ber optic cross section vs. LCW bore) will dictate that maximally
7–8% of the emitted light serves to illuminate the analyte over
n estimated volume of 8 nL. Despite all this, we chose the fiber
ptic coupled arrangement rationalizing that the very large emit-
ed power of the HPLED will provide enough light and counting
n optical filters to filter out the scattered light; the simplicity and
ost constituted a big plus. We examined three filters: Roscolux 369
NT39-418), thin film UV filter sheet (NT39-426) and Wratten 44A
NT54-465, all from www.edmundoptics.com). The first two per-
ormed essentially equally well and the third one produced a ∼2×
ower S/N; the emission spectra of the LED, the emission spectra of
l(HQS)3 and the transmission spectra of two sheets of the Roscolux
69 joined by a thin layer of optical grade epoxy are shown in Fig. 7.
he spectra of the two other optical filters tested are provided in
ig. S10 of SI.

The performance of this detector is shown in the flow injec-
ion mode for a calibration set of samples containing 10–100 nM
l3+. Data where a reference detector was used to reduce drift and

hen smoothed (5-s moving average filter) are shown for the low
oncentration data in the inset. (Fig. 8.) In this case, the smooth-
ng actually has very little effect on the S/N. The primary noise in
he baseline comes from frequent back and forth switching of the
njector, as would be apparent from the trace after the last 100 nM
ample, when no further injections were made. If we take the con-
ervative approach and consider the baseline disturbances from the
njector as part of noise, the S/N = 3 LOD will be 4 nM for either
he raw 1 Hz data or the smoothed one. On the other hand, with

oise defined as the standard deviation of the drift corrected base-

ine, the S/N = 3 LOD is in fact calculated to be ∼0.8 nM. The signal
s linear for at least two orders of magnitude (0.01–2.0 �M, linear
2 0.9991). The relative standard deviation at the 20 nM level was
.5% (n = 10).

t
s
h
b
d

ample in �M is indicated. At low levels, the drift, which mostly appear to arise
rom thermal changes causing a difference in source output can be significant, (b)
hows drift corrected magnified traces for the 10–40 nM injections and (c) shows
he corresponding drift corrected baseline trace when no injections are made.

. Conclusions

Recent advances in solid state light emitting sources, in conjunc-

ion with liquid core waveguides make possible attractive capillary
cale fluorescence detectors that are both highly affordable and
ighly sensitive. We have provided here generic designs for LCW-
ased flow through detectors that can be used in series with other
etectors. It is rare that a new device is made for analytical use—the
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dvent of short wavelength laser diodes in inexpensive commercial
roducts is a boon to an experimentalist and can be harnessed to
ake very high performance very small volume detectors. Dedi-

ated monochromatic source based fluorescence detectors do have
he disadvantage that the extant source wavelength may be unsuit-
ble for a particular application. Ref. [33] provides a discussion of
any vendors and the wavelengths in which LEDs and LDs can

e obtained. This is a dynamic marketplace and the corresponding
ebsites should be visited for up to date information, however.
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a b s t r a c t

We propose a new concept, amplitude modulated multiplexed flow analysis, for the simultaneous deter-
mination of multiple analytes from a single continuous analytical signal. The flow rates (FS1 and FS2) of two
sample solutions are independently varied in response to trigonometric voltage signals each at a different
anharmonic frequency. With the total flow rate FT held constant, the solutions are merged with a reagent
solution that is aspirated to the confluence point at the flow rate of FT − FS1 − FS2. Downstream, the analyti-
cal signal due to the mixed reacted solution, V , is monitored. V will show a complicated profile resulting
eywords:
mplitude modulation
low analysis
ultiplex

ast Fourier transform
imultaneous determination

d d

from the trigonometrically varying flow rates of the sample solutions. The signal contains information
on the multiple analytes. The signal can be demodulated to the contribution of each sample solution
through fast Fourier transform (FFT). The amplitudes of the separated wave components are related to
the concentration of the analytes in the sample solutions. By moving a window for FFT analysis with time,
temporal profile of amplitudes can be obtained in real-time. We demonstrate the concept by applying it
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to the simultaneous deter

. Introduction

Amplitude modulation (AM) is a technique that transmits infor-
ation signal by impressing it onto a carrier wave. The carrier

s of an alternating current waveform, the frequency of which is
uch higher than that of the signal wave. The amplitude of thus

btained signal (modulated wave) varies depending on the infor-
ation signal before the modulation. AM is commonly used for

adio communication and the term “AM” is often used to refer to
s radio broadcasting using medium frequency wave. In the field
f analytical chemistry, AM, as well as frequency modulation (FM)
s used for the extraction of signal of interest from noises and/or
ackground noises [1]. For example, Hinoue et al. applied AM to a

aser-induced photopyroelectric spectrometry for the determina-
ions of phosphorus and ammonia water [2]. Wagatsuma reported
n AM method for a radio-frequency powered glow discharge emis-
ion spectrometry [3,4].

Tanaka et al. proposed a flow ratiometry for on-line true titra-
ion [5–8]. In their method, the flow ratio of titrant and titrand was

ontinuously increased or decreased just in the range of interest
e.g., the equivalence point) using feedback-based variable tri-
ngular wave voltage and/or fixed triangular wave voltage. They
emonstrated the concept by applying it to acid–base titrations and

∗ Corresponding author. Tel.: +81 88 633 7285; fax: +81 88 633 9507.
E-mail address: htanaka@ph.tokushima-u.ac.jp (H. Tanaka).
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tion of food dyes and to that of ferrous ions in two sample solutions.
© 2008 Elsevier B.V. All rights reserved.

ealized a flow titrimetry with unprecedented high throughput rate
maximally 34 titrations per minute). Dasgupta and Jo applied the

ethod to redox titrations using electrogenerated titrants [9] and
o chelatometric titrations [10].

In the course of the studies on flow ratiometry using triangular
ave, the senior author (HT) reached to the idea that theories on
aves can be applied to flow analysis, if the information on sam-
le (e.g., analyte concentration) to be delivered in a flow system

s impressed on a carrier wave. In the present paper, we propose a
ew concept of flow analysis, Amplitude Modulated Multiplexed Flow
nalysis. The concept is based on frequency analyses, which con-
ert analytical data from time domain to frequency domain and are
idely used to derive periodic signal components from complicated

nalytical signals or to separate analytical signals of interest from
ackground noises. It is well known, for example, that two light
ources can be modulated at different frequencies and detected
y the same detector after demodulation [11]. Trigonometric wave
oltage signals each having different frequencies are applied to con-
rol the flow rates of different analyte solutions. The solutions are

erged with a reagent or diluent. The mixed solution, therefore,
ontains frequency-dependent information on each analyte. The
verall signal has a periodic nature and can be separated into the

ontributions from each analyte solution by fast Fourier transform
FFT). The amplitudes of the fundamental and/or higher harmonic
ave components obtained through FFT are closely related to the

oncentration of analyte in each solution. The temporal concentra-
ion profile can be obtained in real-time by moving the FFT window
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Fig. 1. Schematic diagram of the flow system. S1 and S2, sample solutions; R, reagent
solution (or diluent, depending on the analytical method); w, waste; P1, P2 and P3,
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Fig. 2. Principle of amplitude modulated multiplexed flow analysis; control voltage
and detector output voltage signals. Vc1 and Vc2, control output voltages with the
periods of 30 and 20 s, respectively; Vd, detector output voltage (fivefold values of
o
T
a
R

u
r
(
v
t
i
t
g
[

2

C
C
(
A

3

a
p
f

T
T

M

S

V

V

N
I

T
a

eristaltic pumps; D, spectrophotometric detector; PC, notebook computer with a
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rofiles each having different frequency; Vd, detector output voltage. FS1, FS2 and FT

re the flow rates of S1, S2 and mixed solutions, respectively.

ver time. The validity of the proposed concept was demon-
trated by applying it to the simultaneous spectrophotometric
etermination of food dyes and to that of ferrous ions (Fe2+) in two
ample solutions.

. Experimental

.1. Flow system

Fig. 1 shows the flow system in the present study. Three peri-
taltic pumps (P1, P2 and P3; Rainin Dynamax RP-1) were used for
elivering solutions. Pharmed tubings with 0.51-mm i.d. were used
or P1 and P2 as pump tubes and that with 0.79-mm i.d was for
3. The flow rates (FS1 and FS2) of sample solutions (S1 and S2)
elivered using P1 and P2, respectively, were varied in response to
he controller output voltages (Vc1 and Vc2, respectively) generated
rom a computer (PC; Toshiba DynaBook Satellite 1850 SA120C/4)
hrough a card type A/D–D/A converter (Measurement Comput-
ng PC-CARD–DAS16/12-AO). In the present system, the flow rate
er voltage was ca. 0.263 cm3 min−1 V−1. Both the solutions were
erged with a reagent solution R (or diluent, depending on the

nalytical method) at the confluence point (polypropylene joint)
hile the total flow rate FT was held constant at ca. 2.77 cm3 min−1.

he flow rate of the reagent solution (or diluent), which was
spirated to the confluence point, was, therefore, FT− FS1− FS2.
he reason for the constancy of the total flow rate was to keep
he lag time between the mixing of the three solutions (S1, S2

nd R) and the sensing of the mixed solution by a detector D
a Japan Spectroscopic Co. (JASCO) Ubest V-550RM spectropho-
ometer) constant. This lag time consisted mainly of the physical
ransit time of the mixed solution from the confluence point to a
ow cell (a JASCO SFC-333; optical path length 1 cm; inner vol-
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able 1
ypical values of main software parameters

ain software parameters

ampling frequency (Hz)

c1 Peak
Peak
Period

c2 Peak
Peak
Period

umber of data for FFT analysis
nterval of FFT analysis (s)

he values in the parentheses are original values imputed by an operator. These values a
lgorithm.
riginal Vd are shown here to make the comparison among Vd, Vc1 and Vc2 easy).
he derivative of Vd, dVc/dt, is shown for reference. Sample solutions of S1 and S2

re 0.10 and 0.05 mmol dm−3 Fe2+ solutions (added as Mohr’s salt), respectively.
eagent solution was 10.0 mmol dm−3 1,10-phenalthoroline (pH 4.6).

me 0.1 cm3) set in the detector, and, to a lesser degree, of the
esponse time of the detector. Output signals from the detector
1 V per absorbance unit) were quantified by the A/D–D/A con-
erter, and the resulting digital data were acquired by the PC in
he Microsoft Excel format. A program written in Visual BASIC
n-house was used to generate Vc1 and Vc2, acquire data, analyze
hem and graphically display the results automatically. In the pro-
ram, we incorporated the FFT algorithm described by Nakamura
12].

.2. Reagents

Reagents of analytical reagent grade purchased from Kanto
hemicals (Tokyo, Japan), Nacalai Tesque (Kyoto, Japan), Tokyo
hemical Industry (Tokyo, Japan) or Wako Pure Chemical Industries
Osaka, Japan) were used without further purification. Zartorius
rium 611DI grade deionized water was used throughout.

. Principles

The principles of the proposed concept are described using
ctual data for the simultaneous determination of Fe2+ in two sam-
le solutions (S1 and S2). The values of main software parameters
or the determination are listed in Table 1. The results are shown in

igs. 2 and 3, where only the data during the period of 700–800 s in
he total measurement time of 2000 s are shown so as to see the data
asily. The concentrations of Fe2+ (added as (NH4)2Fe(SO4)2·6H2O)
n S1 and S2 were 0.10 and 0.05 mmol dm−3, respectively; an aque-
us solution of 10.0 mmol dm−3 1,10-phenanthoroline, the pH of

Typical values

2.13333 (1.5)

voltage, high (V) 5
voltage, low (V) 0

(s) 30

voltage, high (V) 5
voltage, low (V) 0

(s) 20

8
1.875 (3)

re automatically changed to the values so that they become compatible with FFT
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Fig. 3. Principle of amplitude modulated multiplexed flow analysis; the tempo-
ral profiles of amplitude obtained through FFT, the window of which was moved
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ith time. DC: voltage of direct current component. A1st−A4th, the amplitudes of the
undamental, second harmonic, third harmonic and fourth harmonic waves compo-
ents, respectively. Samples, reagent and experimental condition were the same as
hose in Fig. 2.

hich was adjusted at 4.6 with an acetate buffer, was used as R
see Fig. 1).

.1. Operation of the system

As shown in Fig. 2, Vc1, used for controlling the flow rate of S1
FS1) is of a cosine profile with a period (=the reciprocal of fre-
uency) of 30 s and with an amplitude expressed as peak-to-peak
oltage of 5 V (0–5 V). Those for Vc2, used for controlling the flow
ate of S2 (FS2), were 20 s and 5 V (0–5 V), respectively. Analytical
ignal Vd shows a complicated shape, resulting from the trigono-
etrically varying flow profiles of the two sample solutions. The Vd,

owever, has a periodic nature with the period of 60 s (=the least
ommon multiple of the periods of Vc1 and Vc2 (i.e., 30 and 20 s))
o long as the concentrations of Fe2+ in both of the sample solu-
ions are constant. This period is used as the length of the window
or FFT, because the length should ideally be as integral multiple of
he period of periodic analytical signals. In our software, the oper-
tor inputs the minimum data acquisition frequency, say, 1.5 Hz.
owever, the number of data in a widow for FFT analysis should
e 2n, where n is an integer, in order to do butterfly computation.
hen the FFT period is chosen, the program automatically chosen

he next higher sampling frequency 2.13333 Hz, resulting in n = 7
hat meets this requirement.

.2. Fast Fourier transform

The contribution of each modulated sample solution can be
btained from Vd by FFT. Eight (=23) data in the 60 s (i.e., every
6th 8 points set) are used for FFT calculations (Eq. (1)).

k =
1
N

N−1∑

n=0

xn exp
(
−j

2�nk

N

)
, (1)

here N is the number of data for FFT analysis (8, in this case) and
is the imaginary number. Based on the sampling theorem, the
mplitude of the fundamental wave component (2X1) and those
f the second–fourth harmonic waves components (2X2, 2X3 and
4, respectively) can be obtained together with the value of direct
urrent component (X0). The magnitudes of 2X2 and 2X3 are related
o the concentrations of Fe2+ in the sample solutions (S1 and S2),

he flow rates of which are controlled with trigonometric voltage
ignals Vc1 and Vc2 having the periods of 30 and 20 s, respectively.

Amplitudes can be measured in real-time by moving the win-
ow for FFT analysis with time. Under the values of the parameters

n Table 1, FFT calculations were carried out every 1.875 s (=every

i
n
a
a
p
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ourth acquisition of the data) using a new set of 8 data. This inter-
al (1.875 s) was automatically calculated so that the interval would
ot become longer than the user-imputed value (3 s). Temporal pro-
les of amplitudes thus obtained are plotted in a separate sheet in
Microsoft Excel file, as shown in Fig. 3. The amplitudes for the

undamental and the fourth harmonic waves components are also
btained by FFT. In this case, the frequency of the fourth harmonic
ave component (6.666×10−2 Hz) is the Nyquist frequency (the
ighest frequency that can be coded at a given sampling rate in
rder to accurately represent the signal). Theoretically, these ampli-
udes should be zero because there are no control signals with a
eriod of 60 and 15 s. The PC card used in the present study can
enerate maximally two analog output voltages. It should be noted,
owever, that four kinds of analytes could simultaneously be deter-
ined if four control signals with the periods of 60, 30, 20 and 15 s
ere employed to deliver four sample solutions.

. Results and discussion

.1. Selection of the periods of trigonometric voltage signals

In order to confirm the validity of the proposed concept, first
e selected simple systems with no chemical reaction. Analytes

hat give relatively high absorbance at the analytical wavelength
re suitable for this purpose. They should be inert to each other
nd absorbance additivity must apply. In preliminary experiments,
etal ions (Ni2+, Cu2+, and Co2+ added as sulfate or nitrate) and

yes (methylene blue, malachite green, methyl orange, crystal vio-
et, amaranth, erythrosine B, fast green, and indigo carmine) were
xamined. Two food dyes, amaranth (acid red S) and erythrosine
, were selected based on their high stability and low adsorption
ffinity for the conduit walls.

The effects of the periods of trigonometric voltage signals were
nvestigated. The period of Vc1 was set to be 1.5 times longer than
hat of Vc2. Vc1 and Vc2 correspond, therefore, to the second and
hird harmonic wave components of Vd. Three pairs of the periods of
c1 and Vc2 (30 and 20 s, 45 and 30 s, 60 and 40 s) were examined for
he determination of the two food dyes. The Vc1 and Vc2 control the
ow rate of amaranth solution (0.022–0.089 mmol dm−3) and ery-
hrosine B solution (0.020 mmol dm−3), respectively. The analytical
avelength was 520 nm, because both of the dyes give almost

he maximum absorbance at this wavelength. We did not observe
ny significant difference in the qualities of data (amplitudes of
heir corresponding wave components, standard deviations of the
mplitudes, linearity of the amplitudes for amaranth with its con-
entration) as a function of the choice of a particular pair of periods.
horter periods preferred to decrease the FFT window length,
nd hence to increase sample throughput, because the implicit
ssumption is invariant concentration within a single FFT window.
onsequently, the pair of 30 and 20 s was selected as the optimum
eriods of Vc1 and Vc2, respectively. If the period is too small, how-
ver, liquid phase dispersion will make it difficult to detect a clear
mplitude variation.

.2. Selection of the number of data for FFT calculations

As described in Section 3, 2n data were used for FFT calcula-
ions, where n is an integer, at regular intervals during the time
f least common multiple of the periods of Vc1 and Vc2 (e.g., 60 s

f the period of Vc1 and Vc2 are 30 and 20 s, respectively). Higher

value is desirable for increasing frequency resolution of the FFT
nalysis. In our program, controlling the system, acquisition of data
nd FFT calculations should be completed within one sampling
eriod (0.46875 and 0.11719 s when the sampling frequencies are
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Table 2
Amplitudes of harmonic wave components for amaranth and erythrosine B

Amaranth Erythrosine B

Concentration (mmol dm−3) Amplitude (V) Concentration (mmol dm−3) Amplitude (V)

0.089 0.726 ± 0.020 0.020 0.153 ± 0.008
0.067 0.592 ± 0.015 0.020 0.157 ± 0.008
0 0.020 0.151 ± 0.007
0 0.020 0.155 ± 0.004
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.045 0.391 ± 0.009

.022 0.217 ± 0.005

n = 28).

.13333 and 8.53333 Hz, respectively) for real-time analysis. In the
FT algorithm, the number of multiplication steps and addition
teps are n2n−1 and n2n, respectively [13]. When 4 was adopted for
(16 data points used for FFT calculations) and the sampling fre-

uency was 8.33333 Hz, the computing power of the presently used
ardware was inadequate to complete the above-mentioned pro-
esses within one sampling period. Therefore, n was chosen to be
. This n value seems, however, sufficient in practice because max-

mally four separate analytes can be simultaneously determined if
our control signals at different frequencies modulate four sample
olutions.

It was found that the profile of amplitude, obtained through FFT
nalysis, has a fine structure of oscillation with the period of one
ighth of the fundamental period of Vd (7.5 (=60/8) s, for example
see Fig. 3)). This is lively because eight data points used for the FFT
nalysis are on the same phases of the periodic signals of Vd every
ne eights of the fundamental period.

.3. Continuous measurement of various concentrations of
nalyte

Fig. 4 shows typical Vd trace obtained by the present method. The
oncentration of amaranth in S1 was changed stepwise from 0.089,
.067, 0.045, 0.022 and again to 0.089 mmol dm−3. On the other
and, the concentration of erythrosine B in S2 was kept constant
t 0.02 mmol dm−3. In this case, not a reagent but diluent water
as aspirated from the third line and merged with the dyes solu-

ions. The periods of Vc1 and Vc2 were 30 and 20 s, respectively.
ampling frequency was 8.53333 Hz, in this case. The derivatives
f Vd were also plotted for reference. The two control signals (Vc1
nd Vc2) are not shown in Fig. 4 for clarity. It can be seen that Vd

xhibits periodicity with a cycle time of 60 s, the least common
ultiple of Vc1 and Vc2 periods. Fig. 5 shows the results for the FFT

nalysis of the data shown in Fig. 4. In this case, the amplitudes
f the second and third harmonic wave components correspond to
he concentrations of amaranth and erythrosine B, respectively. It

ig. 4. Typical results of analytical signals Vd for continuous measurement. The Vd

alues shown here are five times of their real values, as in Fig. 2. The concentration
f amaranth in S1 was changed stepwise from 0.089 to 0.067, 0.045, 0.022 and again
.089 mM. Each duration time was around 240 s. The concentration of erythrosine
in S2 was kept constant at 0.02 mmol dm−3. The plots of Vc1 and Vc2 are not shown
ere for clarity.
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c

armonic, third harmonic and fourth harmonic waves components, respectively. The
eriods of control signals for Amaranth and erythrosine B flow rates were 30 and 20 s,
espectively. The amplitudes of the second and third harmonic waves components
orrespond to the concentrations of amaranth and erythrosine B, respectively.

hows that the amplitudes were disturbed in the region where the
oncentration of amaranth was changed. The FFT is based on the
ssumption that the signals in the window continue infinitely as
eriodic signals. The change of analyte concentration in these tran-
ition regions do not conform to this assumption and thus affects
he results obtained from FFT. The amplitudes of the fundamen-
al and the fourth harmonic waves components are ghost results.
xcept for these transition periods, the amplitude for amaranth
hanged stepwise and that for erythrosine B was essentially con-
tant, as expected. The data of the amplitudes thus obtained are
isted in Table 2. The amplitude for amaranth (AA) were increased
inearly with its concentration CA: AA = 7.738 CA + 0.049, r2 = 0.9944.
n the other hand, almost constant amplitudes were obtained for
rythrosine B (AEB: 0.154±0.002 V) irrespective of the amaranth
oncentration (CA); the correlation coefficient (r2) between AEB and
A was essentially zero, meaning no correlation between them.

A similar experiment was carried out for the simultaneous
etermination of Fe2+ in two samples. In this case, the con-
entration of Fe2+ in S1 was changed stepwise from 0.20, 0.15,
.10, 0.05, 0.00 and again to 0.20 mmol dm−3; that of Fe2+ in S2
as kept constant at 0.10 mmol dm−3. Aqueous solution of 1,10-
henathroline (pH 4.6) was used as a reagent solution and the
nalytical wavelength was 510 nm. The amplitudes of the sec-
nd harmonic wave component (A2nd), corresponding to the Fe2+

oncentration in S1, were increased linearly with the concentra-
ion of Fe2+ in S1 (A2nd = 6.115 CFe2+ + 0.197, r2 = 0.9982). On the
ther hand, those for the third harmonic wave component, cor-
esponding to the Fe2+ concentration in S2, were almost constant
0.884±0.008 V).
. Conclusion

Amplitude modulated multiplexed flow analysis is a new con-
ept of flow analysis. Flow rates of sample solutions to be merged
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ith each other are amplitude modulated at different frequencies.
hile we use FFT for demodulation of the composite signal to deter-
ine individual concentrations, other methods can potentially be

sed. The method can fully be automated suitable for real-time
nalysis. Simultaneous determination of multiple analytes or mul-
iple samples is possible. On the other hand, the method cannot
ollow rapid change in analyte concentration, because the concen-
rations of analytes should be unchanged during the length of FFT
indow. The ultimate limitation here is damping by liquid phase
ispersion and mixing that limits the highest frequency that can be
sed.
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a b s t r a c t

Biosensors have witnessed an escalating interest nowadays, both in the research and commercial fields.
Deoxyribonucleic acid (DNA) biosensors (genosensors) have been exploited for their inherent physico-
chemical stability and suitability to discriminate different organism strains. The main principle of
detection among genosensors relies on specific DNA hybridization, directly on the surface of a physi-
cal transducer. This review covers the main DNA immobilization techniques reported so far, new micro-
and nanotechnological platforms for biosensing and the transduction mechanisms in genosensors. Clini-
cal applications, in particular, demand large-scale and decentralized DNA testing. New schemes for DNA
DNA chip
Lab-on-a-chip

diagnosis include DNA chips and microfluidics, which couples DNA detection with sample pretreatment
under in vivo-like hybridization conditions. Higher sensitivity and specificity may arise from nanoengi-
Molecular diagnosis
Nanobiotechnology

neered structures, like carbon nanotubes (CNTs) and DNA/protein conjugates. A new platform for universal
DNA biosensing is also presented, and its implications for the future of molecular diagnosis are argued.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

The enormous amount of genetic information brought by exten-
ive genome sequencing has raised the need for simple, fast, cheap
nd high-throughput miniaturized and mass-producible analyti-
al devices to attend the growing market of molecular diagnostics,
hus accomplishing the basic criteria for decentralized DNA testing.
enome sequencing has allowed detecting, respectively, inherited
isease-causing point mutations and human pathogens through
heir peculiar, specific nucleic acid sequences. Drug screening,

onitoring of differential gene expression and forensic analy-
is have also benefited from the ongoing research in biosensor
echnology. Such analytical devices, known as biosensors, con-
ert a biochemical reaction or interaction into an analytical signal
hat can be further amplified, processed and recorded. Among
hem, DNA biosensors consist of an immobilized DNA strand to
etect the complimentary sequence by DNA–DNA hybridization.

n a wider conception, DNA biosensors may still be conceived
o detect other analytes, with the probe molecule usually in the
orm of an aptamer [1], but the study of these sensors is beyond
he scope of this review. For their importance, large variety and
idespread applications compared to other types of DNA biosen-

ors, those based, for instance, on distinctive interactions of small
nalytes with single-stranded DNA (ssDNA) and double-stranded
NA (dsDNA) and in polymerase chain reaction (PCR) amplicon
etection without hybridization are the subject of hybridization-
ased DNA biosensors justifies, by itself, a new and comprehensive
verview, something that this paper intends to be. Compared to
nzyme biosensors and immunosensors, there is still a scarcity
f DNA biosensors available in the market and/or under research
nd development. Unlike enzymes or antibodies, DNA forms bio-
ogical recognition layers easily synthesizable, highly stable and
eusable after simple thermal melting of the DNA duplex [2]. In
eneral, the underlying mechanism of quantitative DNA detec-
ion through DNA biosensors is the highly specific hybridization
etween two complimentary DNA chains which, unlike in con-
entional solid-state hybridization formats, occurs directly on the
urface of a physical transducer. Conventional DNA microarrays also
ake use of sequence-specific DNA detection, but their efficiency

s usually hampered by the typically large size of biological sam-
les and by their complex treatment, which also makes it difficult
o obtain real-time outputs. Moreover, their technology is still too
xpensive to turn them valuable in point-of-care diagnosis. In the-
ry, DNA biosensors are able to surpass these handicaps, allowing
asier, faster and cheaper results than in traditional hybridizing
ssays, while keeping high sensitivity and specificity of detection.

truly high performance biosensor with an immobilized DNA-
robe should be able to discriminate as few as a single base-pair
ismatch between different target DNA-strains. DNA multiplexed

nalysis of complex biological samples and related gene expres-
ion patterns have been performed with microarrays of multiple
NA biosensors, integrated with bioinformatics-processed data. In
eneral, they are produced in the form of DNA biochips, inspired by
he unending advances in planar silicon-based circuitry. The very
igh density of individual hybridization spots is a major highlight

n microchip-based genetic analysis. However, this technology is
ighly costly and, unlike individual biosensors, biochip surfaces
ust be scanned for acquisition of full information about the

enomic hybridization profile [3]. The newly developed concept
f ‘lab-on-a-chip’ (or micro total analytical system, �TAS) inte-

rates, in a single chip, modules for DNA extraction, purification,
mplification and detection. Some advantages of these printable
iniaturized devices for analyte detection include smaller sam-

le and reagent requirements, lower cost and lower tendency for
ample contamination than other detection schemes. Enhanced
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apidity, high performance and high automation ability are also
dditional advantages. Disposability is also an advantage, especially
hen dealing with infectious agents. Innovative efforts have been

ssayed towards the development of electrical-driven microfluidic
ow formats as advantageous alternatives to mechanical pumps
nd valves. The paper also covers some recent developments in
anotechnology, namely CNTs and DNA/protein conjugates, which
re responsible for improved sensitivity and selectivity in DNA
etection. Despite not being a hybridization-based platform for
NA detection – the ultimate subject of this paper – important
pplications of the mass-spectroscopy (MS)-based T5000 Universal
iosensor, from Ibis Biosciences, is also mentioned. This pioneering
ystem, by using sets of broad-range primers, is able to amplify
CR products from a large number of closely related organisms
ithout prior knowledge of their specific genomic sequences. By

ccurately determining the nucleotide composition (the amount
f each nucleotide) of the unknown sequence through mass spec-
roscopy (MS), the identification of PCR products may be carried
ut almost instantaneously. The following text gives an overview
f the DNA biosensors research and background, as well as current
rends for the forthcoming future.

. Fundamentals of hybridization DNA biosensors

Conventional methods for specific genomic sequence analy-
is include nucleic acid sequencing and hybridization, the later
ore routinely used in clinical laboratories due to its higher sim-

licity [4]. DNA hybridization usually occurs between a known
NA sequence (probe) and an unknown counterpart (target), but
NA–ribonucleic acid (RNA) and RNA–RNA hybridizations can also
ccur [5]. The duplex formation can be detected following the asso-
iation of an appropriate hybridization indicator or through other
hanges accrued from the binding event. DNA probes may be pro-
uced by chemical methods or by molecular biology; in this case,
probe may be obtained by reverse-transcription (RT) of a previ-
usly isolated and specific messenger RNA (mRNA), or inferring its
ucleotide sequence based on the amino acid sequence of the pro-
ein expressed by that DNA, despite the validity of this last strategy

ay be limited due to the genetic code degeneracy [6]. Conven-
ional nucleic acid hybridization methods, like gel electrophoresis
nd Southern blotting, are usually lengthy and labor-intensive [7],
nd is also the intrinsic biomolecular recognizing event of most
enosensors. However, in this case, it occurs directly on the sur-
ace of a physical-transducer [8]. In this way, the immobilized
NA-chain is a part of the biosensor itself. Both in vivo as onto
transducer surface (solid support), nucleic acid hybridization

s stronger and more specific when the complimentarity degree
etween two DNA chains increases. The specificity and stability of
he linkage reach a maximum in the case of full (100%) compli-

entarity. However, the molecular mechanisms of hybridization
ver solid supports are still greatly unknown and unpredictable,
wing to the difficulty of accurately determine the concentration
f the immobilized nucleic acid. Even so, it is commonly assumed
hat the relevant events in the solid/liquid interface are the analyte
iffusion towards the surface of the sensor, bidimensional diffu-
ion, adsorption and desorption [9]. Despite the similarity between
he hybridization processes in solution and at an interface, the
ybridization rate is typically dozens of times higher in the for-
er case, assuming identical DNA sequences and conditions. This

ay be due to the partial unavailability of many linking groups in

he immobilized chain, eventually involved in that immobilization
rocess. The hybridization rate also decreases with the secondary
tructure level of one or both chains. This fact can be easily avoided
ith a proper selection of the probe-sequence. Moreover, the
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ybridization mechanism between DNA chains with long-sized
econdary structures is far more complex than that described by
he traditional two-state model [10]. As in solution, the interfacial
ybridization efficiency must be optimized in relation to envi-
onmental conditions (e.g.; ionic strength and temperature) and
equires minimization of non-specific adsorption [11,12]. Among
he most important factors affecting the hybridization efficiency is
he surface coverage (� ) of the transducing surface; above a certain
ensity of attached DNA-probe molecules, steric effects between
hem become dominant, as well as repulsions between the incom-
ng targets [13]. An ideal surface around 5×1012 molecules/cm2

as estimated [14]. Repulsion of the target also depends on the
onic strength of the buffer solution and, in accordance, it was deter-

ined that, with 1 M phosphate buffer with a surface coverage
p to 3×1012 molecules cm−2, no significant electrostatic interfer-
nce or steric effects between chains occur [15]. Unlike enzymes
nd antibodies, nucleic acids from biological recognition layers
asily synthesizable in the laboratory, highly stable and readily
eusable after thermal heating. Short, synthetic oligonucleotides
re often preferred as sensing elements in view of the absence of
omplex conformational changes which decrease the hybridization
peed, efficiency and selectivity. The diagnosis of infectious dis-
ases with DNA biosensors permits to distinguish different strains
f a pathogen by suitable choice of strain-specific DNA probes and
o obtain an earlier diagnosis compared to immunosensors [6].
espite the ultimate goal of autonomously determining DNA traces

n clinical samples, it is still required, in general, previous PCR
mplification until reaching detectable DNA levels [5]. It is con-
enient that hybridization does not require separation of unbound
abeled probed from the matching probe–target complexes and, to
chieve high detection sensitivity, amplification of the probe–target
omplex by PCR is usually required. Despite its ability to render,
n principle, unlimited sensitivity and amplification, PCR settings
re usually too complex, prone to easy contamination and require
killed manpower and bulky equipment for in-the-field applica-
ions [16]. PCR has been recently integrated in �TAS systems, a
oncept corresponding to the integration, in a single miniaturized
evice, of modules for DNA extraction, purification, amplification
nd detection, thus lowering contamination, reagent consumption
nd the time of detection. Additionally, the hybridization event
ccurs in a liquid instead of a solid phase, a similar condition to
he in vivo microenvironment. Ongoing efforts with DNA chips,
owever, persecute the task of producing PCR-free DNA detection
ystems, despite this has not been fully achieved yet in com-
ercially available devices [1]. The detection of the DNA duplex

ormation often makes use of a hybridization indicator (marker),
ut other changes in the system may be monitored [3]. Experi-
ental findings showed that the interaction of cations with DNA

s not affected by DNA immobilization onto a solid support [17]. In
ddition, the marker must not hinder significantly the formation of
ydrogen bonds between the probe and the target, as well as the
elting temperature (Tm) of the duplex [6]. In view of the biological

azard of the former radioactive markers, new kinds of DNA label-
ng have emerged. DNA immobilization is undoubtedly the key-step
n genosensor development; the traditional lack of affinity and sta-
ility of DNA chains in solid surfaces has greatly benefited from
ecent advances in biocompatible polymer matrices production.

. DNA-probe immobilization techniques
The use of polymeric supports in genosensors aims to over-
ome some traditional limitations of DNA detection in gold and
lass surfaces, namely the low surface density of silanic groups
which hinders a high surface concentration of the immobilized
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ligonucleotide – and the high cost. Other goals include the maxi-
ization of sensitivity, surface functionality, DNA bonding density,
NA-layer stability and accessibility of interacting molecules, as
ell as minimization of non-specific linkages [18]. Hydrophilic

urfaces are particularly amenable for nucleic acid hybridization
ecause they facilitate exposure of hybridizing bases [19], despite
eing also proner to DNA detachment with increasing ionic strength
20]. Nonetheless, studies carried out with immobilized negatively
harged human albumin in anionic latex showed that it is possi-
le to link the two surfaces through a positive-potential barrier
ormed by the cations of the saline electrolyte [21]. However,
he high hydrophobicity of silanic films and the surface tension
f oligonucleotide solutions allow confining them in very small
pots, thus preventing eventual mixing and cross-contamination
n a microarray configuration [22]. Recently, conductive polymers
ave been used in biosensors for their unique advantageous elec-
ronic properties, including high electronic affinity. In general,
he electrochemical response (current) with conductive cationic
olymers decreases after DNA hybridization, presumably due to
indrance of the anionic exchange or to polymer reorganization
23]. On the other hand, the successful immobilization of DNA
nto anionic polymers with cation exchanger-functional groups
e.g., quinine) may be attributed to the formation of a positive
hield of solution cations around the DNA probe [24]. Neverthe-
ess, the introduction of amino groups is still the main strategy
o functionalize solid surfaces with biomolecules, like the cova-
ent immobilization of oligonucleotides in bare silicon and onto
olyethylenimine-coated nylon microspheres [25,26]. Several poly-
ers may also be used simultaneously, like a polymeric gel of

olyvinyl-alcohol crosslinked to polyallylamin chloride and poly(l-
ysine) in polystyrene-modified surfaces [18,27]. Despite DNA
ttachment to solid surfaces is usually stronger via covalent link-
ges, adsorption may be preferred due to its slighter effect over DNA
tructure, which avoids its breakdown [28]. Chitosan, for example,
s a natural cationic polymer which tightly binds the polyanionic
NA chains (both native and denatured), yielding a very stable

mmobilization [29]. However, maximization of detection sensitiv-
ty is usually achieved through one-point covalent immobilization
f DNA which, by minimizing sterical hindrance, greatly favors for-
ation of the DNA duplex. Previous works describe the use of

olypyrrol in DNA biosensor build-up, by immobilization of the
olymer itself or electropolymerization of the monomers directly
n the surface of a transducer [30,31]. This technique exhibited
igh versatility since the sensor was able for reusing after simple
insing, without altering the polymeric matrix of the immobilized
olypyrrol. Bidan and coworkers used an electrocopolymeriza-
ion process to immobilize an oligonucleotide [32]. A mixture of
yrrol and pyrrol covalently attached DNA was electrooxidized,
esulting in irreversible immobilization of the oligonucleotides in
polypyrrolic copolymer onto an array of gold microelectrodes.

he technique of self-assembled monolayers (SAMs), formed by
brief immersion of the transducer surface into a dilute solu-

ion of the polymer at room temperature, spontaneously generates
n ultrathin and highly ordered layer, similar to the cell microen-
ironment. This monolayer strongly adsorbs to the solid surface
nd is thermodynamically very stable. The versatility of SAMs for
everal applications arises from the possibility of controlling the
ydrophilicity degree and the chain length of the polymer [33].
he utilization of SAMs avoids conformational changes over the
mmobilized biocomponent, capable of affecting its activity. This

ssures higher homogeneity and reproducibility of the electrode
urface. Furthermore, the molecular scale of the biolayer allows
apid diffusion of the electroactive species towards the electrode
urface, in comparison with the slower kinetics observed with
hin polymeric films or composites. SAMs also reduce drastically
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on-Faradaic currents and electrode passivation [34]. SAMs of gold-
ttached aminoalcanothiols are undoubtedly the most studied and
mployed, taking advantage of the very high affinity in S–Au bonds.
ifunctional aminoalcanothiols allow straightforward one-point
ovalent immobilization of DNA through its 5′-phosphate end [35].
onetheless, the applicability of monolayers remains restricted
wing to their poor stability and difficult synthesis.

. New biosensor platforms

One of the major trendlines towards the research of novel diag-
ostic systems is the concept of DNA chips (or DNA microarrays),
sually associated to microfabrication of diagnostic kits by screen-
rinting techniques, inspired by planar, silicon-based technologies.
his aims to produce very high dense microband sensor arrays
oated with different probes for simultaneous detection of mul-
iple DNA-target sequences (with or without a label) printed on
he chip by conventional photolithography [4]. DNA microarrays
DNA chips) for multiple and simultaneous target detection have
een extensively used for studying genomic structure and gene
xpression. Despite microarrays should not be considered true
iosensors – in the sense of simple, cheap and portable devices –
hey achieve high efficiency of analytical processing and use micro-
abrication techniques for highly selective immobilization of their
ecognition elements [36]. The ongoing progress from microarrays
o biosensors will certainly be mediated by the production of dis-
osable microchips, thus obviating the typical limitations of current
icroarrays. These include the difficulty of scaling-down the array

nd nucleotide densities, the limited resolution and the different
ptimal hybridization conditions between A–T and C–G linkages,
hich hinders the use of a single set of optimized parameters

n the same chip and therefore a reliable DNA quantitative anal-
sis, and strong sample concentration-dependence [37]. Despite
he ability of DNA biochips to detect many genes in a single assay,
etection at the cellular level without previous genomic sequence
mplifications remains limited [38]. Bearing this task in mind, it is
oteworthy the growing interest on the last few years for microflu-

dic analysis schemes and devices [39], essentially an adaptation of
NA chips to contain channels and chambers for flowing liquids.
hey integrate, in a single chip, modules for DNA extraction, purifi-
ation, amplification and detection. Electroosmotic pumping is the
ost common technique to propagate the flow in these systems.

uch flow is generated by the surface charge on the microchan-
el walls combined with an electric field along the microchannel.

n these devices, chemical interferences arising from spatial con-
nement of the biorecognition and transduction elements may be
voided, thus allowing miniaturization with efficient signal trans-
er and highly sensitive detection. The high mass transfer rate
hus achieved results from the low diffusional distance and high
urface/volume ratio [40]. Gulliksen et al. detected herpes virus
HPV)-related synthetic sequences in a pioneer work with real-
ime nucleic acid sequence-based amplification (NASBA) for direct
mplification of RNA, reaching a detection limit of 10−6 �M, sim-
lar to that of standard diagnostic procedures [41]. Conventional

icroarrays usually require relatively high volumes of reagent and
olution. The diffusional rate of the reacting biomolecules is usually
mall, rendering long hybridization times. Wei et al., by integrat-
ng the concepts of �TAS and microarrays, was able to diminish
he sample and reagent volumes to 1 �l, and the hybridization

ime for less than 10 min, reaching a detection limit of 19 atto-

ole [42]. Electrokinetically driven separation schemes have been
idely used to separate and detect desired analytes. They are based

n the interaction of induced dipole in the bioparticles and electric
elds, and are used for moving fluids through a channel network
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43]. The method was implemented to detect single-nucleotide
olymorphisms (SNPs) in a �TAS platform, with tight tempera-
ure control on the microarray interface, thus avoiding the need
or common external temperature sensors [44]. Partial hybridiza-
ion between non-complimentary chains may thus be avoided, thus
nhancing the selectivity of the detection. An emergent topic in
he development of new bioanalytical procedures, structures and
ystems is nanobiotechnology. A brand new range of electronic
evices and biosensor platforms has emerged as a consequence
f the inherent small size and unusual optical, magnetic, catalytic
nd mechanical properties of nanoparticles, unlike those of bulk
aterials. Moreover, with an appropriate transducing method, the

electivity of nanobiosensors may be tuned as a result of signal-
ependence on nanoparticle morphology [45]. It is foreseeable,
y technological and industrial reasons, the fabrication of future
anochips and nanofluidic systems as an extension of current
echanical methods for production of microsensing devices most

ften based on organic polymers and gels, especially PDMS frames,
ut the recent outburst of nanotechnology is creating a demand
or a broader range of low-cost and easy fabrication methods. This

ay correspond essentially to shifting from top-down methods –
hich begin with a patterned, larger-scale layout, and reducing its
imensions to bottom-up methods, by building-up nanostructures
rom atoms or molecules. Such bottom-up methods are proner to
heap and easy production of small nanostructures. The sudden
ise in the expected cost/benefit of miniaturizing photolitographi-
ally produced microsystems has pointed towards the assembly of
icromechanical systems and functional biomimetic structures in

he 5–100 nm range [46].

. Transduction mechanisms in genosensors

.1. Optical

.1.1. Optical fibers
Many DNA optical biosensors use an optical fiber to propagate

he signal emitted by a fluorescent label. In general, a DNA single-
hain probe is placed in the end of the fiber and, after hybridization
ith the complimentary chain, changes in the fluorescence inten-

ity resultant from the selective association between the DNA
uplex and the label are measured. Piunno et al. used ethidium
romide as a hybridization indicator [47]. It strongly intercalates
etween base pairs and stacks into the major-grooves of a double-
hain DNA. The hybridization event was detected by fluorescence,
y measuring the total internal reflexion in the optical fiber, which
s proportional to the total amount of intercalated ethidium bro-

ide. Despite being regenerated even after prolonged storage
nd aggressive washings, the sensitivity was not very high com-
ared to those of PCR and conventional nucleic acid hybridization.
nother handicap is the biohazard concern of working with such a
arcinogenic compound, which has triggered the search for substi-
utes [5]. Fergusson et al. developed a fiber-optical array biosensor
or simultaneous detection of multiple oligonucleotide sequences,
egistering the fluorescence increase after hybridization [48]. An
ptical microarray-based biosensor with zeptomolar detection was
eveloped by individually attaching the tips of a fiber-optic bundle
o microspheres coated with different DNA probes, which were fur-
her identified by combinations of different fluorescent labels [49].
iosensors based on optical fibers are suitable for miniaturization,

ue to the very small diameter of the fibers. By transmitting light
or very long distances without signal lost, they allow remote detec-
ion of inaccessible or dangerous samples. The optical nature of the
ignal also avoids interference from electrical noises and, for being
armless, is appropriated for in vivo applications. These biosensors
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Fig. 1. Layout for DNA colorimetric detection with GNPs and latex micro-
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ave usually poor stability and are prone to interference from envi-
onmental light, apart the high cost of quartz optical fibers for UV
ight transmission.

.1.2. SPR and evanescent waves
Until a few decades ago, the wide spreading of optical fibers

otivated the consideration of photonic devices as natural sub-
titutes for microelectronic circuits and chips, but their size and
erformance are constrained by the diffraction limit, resulting from

nterference between closely spaced light waves. However, optical
ransmission through minuscule structures gained a new impulse
ith the advent of the surface plasmon resonance (SPR) tech-
ique, by directing light waves to the interface between a metal
nd a dielectric. A real-time SPR system under continuous flow
as applied to DNA detection, through an immobilized biotiny-

ated probe in an avidin-coated chip, and further binding of the
arget-DNA [50]. Systems like these render high specificity, within
0 min, at room temperature [6]. SPR was also the basis for opti-
ization of a DNA biosensor, in real-time, onto a gold surface

reviously functionalized with polypyrrol, aiming the future fabri-
ation of DNA chips [51]. In this work, several hybridization events
ere detected simultaneously by an electrospotting technique, dis-
ensing the use of thiolated reagents and several immobilization
teps. Recently, Buhl and coworkers formulated a SPR biosensor
hip to detect pathogenic dsDNA auto-antibodies produced by
atients with systemic lupus erythematosus [52]. In accordance,
n antigenic construct was formed by coupling a synthetic oligonu-
leotide with biotinylated human transferrin and hybridizing with
he complimentary strand. The set was then linked to a human
ecombinant double-strand fragment and covalently immobilized
n a flow-through cell; healthy and diseased sera were then com-
ared. This format assured maximal stability for multiple serum

njections and regeneration cycles, a benefic feature for clinical
iagnosis and monitoring. Another well-known type of optical
iosensor is the resonant mirror, an evanescent wave sensor that
ombines the simplicity of SPR devices with the enhanced sen-
itivity of wave-guiding devices [5]. These biosensors measure
ariations in the surface optical parameters caused by the bio-
hemical reaction (e.g. DNA hybridization), namely the interfacial
efractive index. They have found notable applications in detecting
uman genetic mutations and nanomolar levels of PCR products

rom genetically modified organisms [53,54]. The great interest of
vanescent waves for biosensor applications emerges from unnec-
ssary target-chain labeling, rapidity of the hybridization reaction
within a few minutes) and 100-fold or greater probe reutilization.

significant drawback is the somewhat low sensitivity, requiring
p to 10 �g of DNA per milliliter [8].

.1.3. Gold nanoparticles
Colorimetric biosensors have been traditionally used for DNA

etection as an alternative to fluorescence tagging. Colorimetric
ystems are attractive for detection because they are harmless, sim-
le and relatively inexpensive. As an example, it was proposed as
method for visual, qualitative and simultaneous detection of HIV,
epatitis C virus (HCV) and reverse-transcribed hepatitis B virus
HBV) genomes in infected blood samples with a DNA chip [55]. It
as employed, in this work, a multiplex PCR for concomitant ampli-
cation and detection of all nucleic acid sequences present [56].
etection was accomplished by color formation from an avidin-
ound alkaline phosphatase reaction with a signal amplifier, and

detection limit of 1 pg of viral DNA fragments was achieved.

n alternative to DNA labeling for optical detection may be per-
ormed by using functionalized gold nanoparticles (GNPs), having
omparatively higher stability and lower background noise than
uorescence tagging [57]. Colorimetric biosensors were recently

c
s
c
T
d

n the other hand, are too large to pass through that barrier. In the presence of an
sDNA-target, GNPs bind latex particles, generating large-size, red-colored conju-
ates, which become retained by the membrane.

uilt in conjunction with DNA/nanoparticle conjugates. An inter-
sting scheme for drastic reduction of the background signal was
eveloped [58] by coupling GNPs to latex microparticles. Both types
f particles are linked to ssDNA-probes, which are complimentary
f a given DNA-target strand. Typically, the red color of dispersed
NPs turns into blue when aggregated polymeric networks are

ormed upon extensive hybridization. This color variation can be
easured by spectrophotometry or at naked eye, onto a solid silica-

el support. However, red and blue are not easily distinguishable at
aked eye and the blue color is considerably less intense than the
ed of dispersed GNP probes. The use of white latex microspheres
bviates such handicaps. Background signal from unbound GNP is
ignificantly reduced by filtering the solution with the target and
he probes through a size-selective cellulose acetate membrane.
he unbound GNP probes pass through the membrane, while the
arger latex particles are trapped (Fig. 1). An advantage of this sys-
em is that a large excess of GNP probes can be employed without
nterfering with signal interpretation. The method is rapid, sensi-
ive, simple inexpensive and suitable for the utilization of other
ypes of microspheres and nanoparticles. Metal nanoparticles, in
eneral, are suitable for construction of high-density miniaturized
NA microarrays, taking advantage of their high signal-to-noise

atio. They are easily synthesizable and functionalized (by simple
ixing at room temperature) and have a controlled, self-assembled

urface structure [59]. Most GNP-based detection systems rely on
he formation of aggregates of extended interconnected tridimen-
ional networks by DNA hybridization. Most commonly, two sets
f GNPs are used; each one binds a different DNA probe, and each
robe binds one end of the target chain. Since each particle has mul-
iple DNA-bound tentacles, the specificity of the target-sequence
lues many particles together. Blueshifting of the emission spec-
rum thus occurs, and the resulting color change may then be
bserved at naked eye. In nanoparticle-based SPR systems, the
omplicated chemistry for the Au-SAM synthesis may produce

tructural defects in the DNA chips during mass-production, thus
ompromising the reproducibility and reliability of the detection.
o overcome this setback, SPR was coupled to interferometry to
etect picomolar amounts of synthetic and PCR-amplified DNA
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equences in a gold-deposited porous anodic alumina layer chip
60]. Gold deposition onto the chip formed a highly ordered cap-like
ayer on the top of the oxide nanostructures. The relative reflected
ntensity at the surface of the chip was strongly dependent on the
ffective thickness of the biomolecular layer. This format permits
apid detection of DNA in small volumes with disposable chips,
hich makes it amenable for miniaturization and mass-production.
n interesting work [61] used a SPR imaging technique for monitor-

ng selective deposition of GNPs modified with ssDNA and dsDNA,
t high salt concentrations, in microchannel walls of a microchip
ormed by a surface-patterned polydimethylsiloxane (PDMS) plate
ound to a gold thin film-deposited glass substrate. The detec-
ion limit thus achieved was 19 fmol and, in the form of a SPR
ortable device, is a promising tool for point-of-care analysis of
NPs. By avoiding the use of complex and expensive instrumenta-
ion, DNA/nanoparticle-based colorimetric biosensors seem quite
romising for point-of-care diagnosis.

.1.4. Quantum dots
One of the most important nanostructures generated by bottom-

p approaches is the quantum dot, a type of nanoparticles for
uorescence tagging of probe biomolecules. They differ from con-
entional organic fluorophores for being much brighter (for having
igher quantum yields) and photostable. In addition, their color can
e directly correlated with their size, with emission of a single, well-
efined wavelength after excitation (a higher size corresponding
o a higher emitted wavelength); they have broad absorption spec-
ra and narrow emission spectra with large emission shifts, which
ermits excitation at wavelengths far-removed from their emission
eaks [62]. The fact of nearly all quantum dots of different emission
eaks can be excited using a single, short-wavelength excitation
ource, is a powerful tool for monitoring several components in
omplex biological systems [63]. These properties make dots of dif-
erent sizes able to be used as distinguishable labels for different
argets [64]. An application of quantum dot-based DNA analysis
s a surface plasmon-enhanced fluorescence microscopy detection
cheme in a microarray format [65]. The resonant excitation of
vanescent surface plasmons mode excites the dots chemically
ttached to the target molecules, giving rise to increased sensitiv-
ty for analyte monitoring. As a consequence of exciting several dot
opulations with a single light source, a single incidence angle for
esonance surface plasmon is necessary. It has been demonstrated
hat quantum dots can undergo fluorescence resonance energy
ransfer (FRET) phenomena, basically a cascade energy transfer pro-
ess from species with larger bandgaps to species with smaller
nes [66]. This principle was used to build a biosensor with two
arget-specific probes-a fluorophore-tagged reporter and a biotiny-
ated capture probes – and a quantum dot labeled with streptavidin

olecules [67]. In the presence of DNA-target, an assembly is
ormed between all these structures. The result is fluorescence
mission from the acceptor fluorophores by means of illumination
f the quantum dot donor, thus indicating the presence of target. In
his configuration, quantum dots thus serve as FRET energy donors
s well as target concentrators. As the unhybridized probes do not
articipate in FRET and do not fluoresce, their removal is unnec-
ssary. The detection limit of this system is 100-fold higher than
hat of a similar conventional FRET probe-based assay with con-
ocal fluorescence spectroscopy, and therefore does not require
arget pre-amplification. Recently, Feng and colleagues reported
he use of quantum dots as biomarkers to functionalize nanotubes

or enhanced sensitivity of DNA detection [68]. The incorporation
f the quantum dots in the nanotubes was carried out by the well-
nown layer-by-layer deposition approach. The key feature of this
cheme is an efficient energy-transfer process that occurs from the
arger bandgap quantum dots in the outer side of the nanotubes to

t
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he smaller bandgap quantum dots in the inner side, as an intrin-
ic energy ramp through the nanotube walls exists. The resulting
ensitivity enhancement suggests a potential utility for detection
f trace amounts of DNA [69].

.1.5. Other systems
Electrochemiluminescence involves light generation near an

lectrode through species that undergo highly energetic electron-
ransfer reactions with solution reagents. It has a wide linear range
f chemiluminescence and does not require the use of complex
nd expensive light sources and fluorescent dyes. Lee et al. [70]
sed the intercalator ruthenium bipyridine (Ru(bpy)3

2+) and suit-
ble detection of hybridization by electrochemiluminescence, with
u complexes exhibiting excellent chemical stability and a rela-
ively prolonged excited state. An interesting scheme to improve
he detection of the hybridization signal is the utilization of DNA
eacons as DNA probes [71]. A DNA beacon is a single-stranded
ligonucleotide labeled with a fluorophore in one extremity and a
uencher in the other; the close proximity between them, due to
he stem-and-loop (hairpin) format, prevents emission of fluores-
ence. When the molecule becomes linearized as a consequence of
ybridization with the complimentary chain, the system becomes
uorescent. It is possible, with this system, to achieve high speci-
city and single-base resolution in the picomolar range [72]. The
ajor handicap of this technique, aiming the fabrication of DNA

ensors and microarrays for real-time and simultaneous analysis
f different targets, is the high cost and tedious preparation of
undreds of different probes, each one modified with the fluo-
ophore and the quencher. Instead of the common methods that
se an oligonucleotide probe with a covalently linked fluorophore,
new strategy employs a fluorescently labeled universal reporter

trand, which binds a reporter-binding region in the hairpin [73].
his region has a base sequence common in all sequence-specific
robes. By using a single sequence of fluorescently labeled univer-
al reporter strand for all targets, a cheaper and simpler procedure
s achieved. This scheme was also the basis for signal amplifica-
ion with liposomes for detection and serotype-discrimination of
engue virus after amplification of the viral genome by NASBA [74].
his sandwich-system integrates a liposome-coupled reporter-
robe (complimentary to a generic sequence added to RNA during
he amplification step) and a membrane-immobilized biotinylated
apture-probe. The number of DNA-tagged liposomes is propor-
ional to the amount of RNA in the sample, being detected by
lectrochemiluminescence with a portable reflectometer within
5 min. A slight variation of this layout was the immobilization
f a magnetic sphere-attached capture probe onto a permanent
agnet in a detection region, built in a microfluidic format [75].

iposomes were filled with a dye marker, thus yielding high sig-
al amplification and sensitivity by fluorescence microscopy. Based
pon the two layouts described above, a biosensor was built by inte-
rating immobilization onto a polyethersulfone membrane with a
G-enriched universal reporter-probe and optical detection with a
ye-filled liposome attached to a deoxycitosine (dC)-enriched uni-
ersal probe [36]. The reporter and capture probes may be easily
nd quickly changed to become specific to the target-sequence.
fter optimization of this biosensor, previously amplified bacte-
ial sequences were readily identified and quantified in less than
0 min. The same detection scheme was applied to the specific

dentification of the four dengue virus serotypes in a single, mul-
ianalyte assay, instead of four independent assays [76]. One of

he most revolutionary achievements among DNA/protein con-
ugates is the one of single-molecule detectors; they mimetize
he cellular protein machinery which reads and copies one single
ucleic acid molecule at the time, with single-base resolution [8].
common optical approach for single-molecule detectors utilizes
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SiO2 surface-attached DNA polymerase, with real-time monitor-
ng of the incorporation of fluorophore-labeled nucleotides into

growing DNA chain, by using a different fluorophore for each
ucleotide [77]. A ‘lab-on-a-chip’ microsystem integrated with
hotolithographically patterned polymeric layers and interfero-
etric detection was applied for real-time and label-free detection

f DNA hybridization [78]. An ultrasensitive system was conceived
o quantify nucleic acid traces using confocal fluorescence spec-
roscopy and a microfluidic reactor for molecular confinement of
n ultrasmall volume of 1 fl [38]. By detecting single-molecule flu-
rescence, a further step for removing unbound probe molecules
s avoided, with clear reduction of the overall hybridization assay
ost; the detection limit was 14 zmol. Recently, a microfluidic sen-
or array for specific detection of ribosomal RNA-targets of several
acterial pathogens in human fluids was produced [79]. After RNA
xtraction, its detection was performed by immunofluorescence
ith labeled antibody-conjugated horseradish peroxidase (HRP);
detection limit of 2600 cultured bacterial cells was achieved
ithin 45 min. It achieved 100% sensitivity for Gram-negative

acterial detection without previous RNA purification or amplifi-
ation.

.1.6. Commercial optical biosensors
It is noteworthy the commercial success of several optical

ensing platforms in the last few years. It is unquestionable the
dvantage that the very high frequency of optical signals – com-
ared, for instance, with electrical ones – may bring in terms of
he enormous amount of information that can be carried by opti-
al devices. Some well-succeeded commercial platforms include,
or example, the GeneChip® high-density (high spatial resolution
f individual probes) microarray from Affymetrix (Santa Clara,
A, USA), with fluorescence-based detection coupled to a confo-
al readout, which became the industry standard for molecular
iology research. This microarray probably encloses the highest

nformation capacity among similar chips, enabling a whole-
enome approach in research studies. The GeneChip® can sequence
ome many thousand bases in a few days with almost very high
ccuracy, a clear advantage for pathogen subtyping. In addition,
ffymetrix has largely benefited from its world leadership position
s the first microarray ever commercialized and from resulting eco-
omical patent benefits. Moreover, this technology has exhibited

mproved performance and capabilities over other existing meth-
ds. Perhaps the most serious competitor for the GeneChip® is the
uorescence-detecting microbead-based BeadXpress® array sys-
em from Illumina (San Diego, CA, USA), also an industry-leading
n genotyping. The high sensitivity of the BeadXpress® (owing to
nherent stringency of code detection), wide multiplexing capa-
ility, assay versatility in a single platform (including a broad
ange of applications, e.g. nucleic acid and protein-based assays)
nd dual-color detection (through the industry-standard Infinium
hole-Genome Genotyping Assay) are claimed highlights [80].

IAcore (real-time biospecific interaction analysis) SPR-based plat-
orms have been also at the forefront of the commercial biosensor

arket; so far, they have been responsible for 90% of all published
ptical biosensor work. The BIAcore system of Pharmacia Biosensor
B (Uppsala, Sweden), is especially suitable for real-time monitor-

ng of biological events under continuous flow [6]. A carboxymethyl
extran matrix-coated surface has been widely employed in these
ystems as a convenient way for applying numerous surface immo-
ilization chemistries, for immobilized ligand stabilization and for

educing non-specific binding. It is envisaged that many of these
ystems may be applied to several biochemical assays, including
NA- and protein-arrays, and eventually replace the well-known
nzyme immuno-assay (EIA). It seems clear that implementing sen-
or arrays with multiple-sample delivery, while being simple in
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oncept, will require improved technological development fueled
y strong commercial demands [81].

.2. Piezoelectric (mass-sensitive)

A DNA sequence with a few hundred base pairs usually pos-
esses a sufficiently high molecular weight so that the mass
ncrease caused by hybridization of a DNA-chain with its com-
limentary counterpart previously immobilized on the surface
f a piezoelectric quartz crystal may be specifically correlated
ith an increase in the fundamental resonance frequency of the

rystal. This is the principle of the well-known quartz crystal
icrobalance (QCM). Campbell et al. used the quartz microbal-

nce principle to detect the hybridization of DNA covalently bound
o a polymer-modified piezoelectric crystal, thus achieving a near
00 Hz frequency increase compared to a control crystal to which
non-complimentary target was hybridized [82]. Similar results
ere obtained after DNA hybridization onto a polypyrrolic matrix

83]. Some studies reported the improvement of QCM hybridiza-
ion efficiency and sensitivity by immobilizing biotin-labeled DNA

ultilayers in modified gold surfaces [84]. Detection of a cancer-
ausative mutation in the human TP 53 gene was reported with a
iezoelectric transducer, by using a dextran–streptavidin surface-

mmobilized biotinylated probe [85]. The sensor was optimized
ith synthetic DNA sequences and successfully validated with PCR-

mplified DNA samples, being amenable for application in routine
nalysis. An innovative approach was developed, with piezoelec-
ric transduction, by designing and immobilizing a degenerate
robe (chosen among a conserved genomic region) and two spe-
ific probes (chosen from less-conserved regions) for, respectively,
imultaneous detection and genotyping of 16 strains of the human
apilloma virus [86]. This is a straightforward method for detection,
ith highly specific probes, of microorganisms with high muta-

ion rates. Besides QCM, other methods can be employed for mass
etection with a piezoelectric crystal. In surface acoustic wave
SAW) devices, an electrode array in the material generates local
eformations that are transmitted ahead as mechanical waves to a
eceiver electrode array. The interaction of these waves with a sur-
ace material changes the SAW speed and amplitude, thus enabling
uantification of the deposited mass [87]. The classical SAW prin-
iple was recently applied to the fabrication of a DNA sensor in a
icrofluidic format [88]; the DNA-probe sequence modified with
thiol group was immobilized onto a gold surface and exhibited
sensitivity of 136 pg ml−1 Hz−1. A similar effect can also occur in

he inner transducing material with bulk acoustic waves (BAWs).
hang’s team built a BAW biosensor for on-line detection of dam-
ged DNA, based on mass decreasing after DNA breakdown induced
y UV radiation [89]. Some studies correlated resonance frequency
hanges with DNA concentration-dependent viscosity [90]. These
iosensors can provide single-base resolution [91]. Bioanalytical
pplications require operation of the mass-sensing device in the
iquid phase, a troublesome task owing to the typical sensitivity
ecrease and complex influence of multiple interfacial parame-
ers, namely the viscosity of the surface and sample solution, the
urface energy and roughness, the effect of compressional waves,
he ionic strength and the dielectric constant of the electrolyte
92,93]. These effects are especially predominant when resonance
requency shifts are measured, but microcantilever platforms may
ircumvent this event. In a microcantilever, in addition to resonance
requency alterations, surface stress caused by the forces involved

n the DNA adsorption process also occurs, and this parameter is less
rone to environmental effects. When the adsorption is limited to
single surface of the cantilever, that surface becomes subjected

o bending, an effect that can be amplified by making both sur-
aces of the cantilever chemically different [94]. A microcantilever
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NA biosensor using the micro-balancing technique was developed
y incorporating a piezoelectric film, which acts both as a sensor
nd an actuator [95]. Unlike cantilever formats using optical detec-
ion schemes (e.g., light deflection after cantilever bending), the
iezoelectric sensor does not need many external hardware and
quipment, and hence is more suitable for the production of inte-
rated analytical devices. Nevertheless, a recent report claims the
evelopment of a novel compact optical read-out scheme based on

ight transmission by single-mode waveguides through the can-
ilever structure (which also acts as a waveguide) [96]. As the
antilever deflects, less light can couple between the cantilever and
he output waveguide, thus decreasing the optical output. Since
bulky external read-out detection system is not used, the pro-

uction of a portable device can be envisaged. A good sensitivity
as obtained, but improvements are expected by making longer

nd thinner cantilevers. Nanomechanical cantilevers are poten-
ially useful for real-time monitoring, which is the basis for the
escription and characterization of dynamic interactions at sensor
urfaces [97]. By fabricating devices with many nanocantilevers and
oating each one with a different type of DNA, rapid screening of
iological samples for the presence of specific genetic sequences
an be performed without previous labeling. Nanocantilevers are
merging as the basic sensing-structures in array-based microsys-
ems for sub-nanometer resolution of DNA sequences [98].

.3. Electrochemical

In electrochemical biosensors, a single-chain of DNA is immobi-
ized onto an electrically active surface (electrode), being measured
hanges in electrical parameters (e.g., current, potential, conduc-
ance, impedance and capacitance) caused by the hybridization
eaction. The emergence of solid electrodes has improved enor-
ously the applicability of electrochemical methods for nucleic

cid analysis, as reviewed below.

.3.1. Enzyme indirect detection
Enzymatic labels are commonly used to generate electrical sig-

als for detection of DNA hybridization. The enzyme, previously
ound to the DNA probe, triggers the catalysis of a redox reac-
ion and further generates an electrochemical change due to the
ybridization event. Lumley–Woodyear et al. monitored the duplex
ormation with a carbon fiber transducer, using a horseradish
eroxidase-labeled DNA-target [99]. The resulting electrorreduc-
ion of H2O2 was followed by amperometry, with single base-pair
esolution. An ingenious strategy was developed for detection
f single-base DNA mutations by using a biotinylated nucleotide
omplimentary to a mutated residue in the DNA-target [100];
he subsequent binding of an avidin-bound alkalin phosphatase
romotes a chemical reaction that generates a precipitate. By
pposition, the non-mutated DNA-target molecule does not bind
he enzyme conjugate and, therefore, does not generate the pre-
ipitate. In this study, electrochemical impedance spectroscopy
EIS) and QCM were employed for the analysis of the Tay-Sachs
enetic disorder, reaching a detection limit of 10−14 M with no PCR
re-amplification. Efficient amplification schemes were achieved
y labeling peroxidase with liposomes, with impedimetric detec-
ion, to detect PCR products with pulse techniques, as well as
equences related with human cytomegalovirus [101,102]. A dot-
lot-based amperometric biosensor was produced for detection
f a Staphylococcus aureus �-lactamase-producer oligonucleotide,

sing peroxidase and a graphite/epoxy electrode with a nylon
embrane [103]. By using two biotinylated probes (in the 5′- and
′-ends, respectively) instead of only one and previous PCR ampli-
cation of the bacterial DNA, a sensitivity of 105–106 bacteria was
btained, and a decrease in the overall assay time from 4–5 days
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o 36 h. Labeling enzymes are usually conjugated with a single
NA molecule [104]. However, a work reporting the conjugation
f glucose oxidase with several oligonucleotide sequences showed
ignificant signal amplification due to the various hybridization
vents and therefore an increased sensitivity [105]. Enzyme ampli-
cation schemes for DNA sensing are among the most successful

or PCR-free detection in real, biological samples.

.3.2. Label-based (indirect) detection
Electroactive hybridization indicators bind single-chain DNA

nd double-chain DNA with different affinities, thus resulting in
nequal concentrations near the electrode surface and therefore in
variation of the electrochemical response. The ways of interaction
ith DNA include electrostatic attraction (to the sugar-phosphate

ackbone), intercalation and groove-binding (within the double-
elix). Heterocyclic dyes (e.g., methylene blue and ethidium
romide), ferrocene derivatives and organometallic complexes are
mong the most widely used redox indicators. Pioneering studies
o detect deoxyguanosine (dG)-elongated polynucleotides by
yclic voltammetry (CV), using the metallointercalators Co(bpy)3

3+

bpy = bipyridin) and Co(phen)3
3+ (phen = phenanthroline), immo-

ilized DNA onto a glassy carbon electrode (GCE) through covalent
ttachment with N-hydroxysuccinimide and a carbodiimide, and
n octadecylamine/stearic acid-modified carbon paste electrode
CPE) for cystic fibrosis [106,107]. Electrochemical adsorption
fter positive polarization (pretreatment) of carbon paste and
creen-printed electrodes was accomplished in order to increase
heir affinity for human immunodeficiency virus (HIV) and HBV-
elated DNA sequences [108,109]. Detection was performed by
hronopotentiometry, using Co(phen)3

3+ as the hybridization
ndicator. It was also reported the covalent immobilization of
NA onto a SAM using methylene blue and daunomycin as labels

110,111]. Jin’s team reported the self-assembled immobilization
f a thiolated hairpin DNA-probe sequence onto a gold elec-
rode and specific discrimination of a complimentary target DNA
rom both a single-base mutation and a random oligonucleotide
112]. Detection was carried out by CV, using methylene blue
s electroactive hybridization indicator. Results showed that
he greatest effect on the hybridization with a hairpin DNA
robe is achieved when the mutation occurs in the center of
he DNA-target sequence. Ferrocene, a dsDNA electrostatic- and
roove-binder, was used to electrochemically detect yeast DNA
ovalently attached to a SAM-functionalized gold electrode [113]
nd a dengue-related oligonucleotide sequence with a chitosan-
oated GCE [114]. Xu et al. reported the use of ferrocene derivatives
s electrochemical hybridization labels, suitable for covalent
abeling of DNA [115]. This type of DNA labeling is more costly,
abor-intensive and complex than non-covalent binding (due to
he synthesis, labeling and product separation steps), but provides
stronger and more stable attachment to the DNA probe. However,
ew intercalators with higher electrochemical sensitivity are
nder investigation. An example is ferrocenylnaphtalene-diimide
N,Nc-Bis[[4-(3-aminopropyl)-piperazinyl]propyl]-naphthalene-
,4,5,8-tetracarboxylic acid diimide), which displays higher affinity
or a double-chain and negligible affinity for a single-chain DNA
han classical intercalators, with sensitivities in the zmol range
116]. Traditional schemes of DNA biochips with fluorescent detec-
ion are well known, but Hashimoto et al. developed an analogue
ystem with electrochemical detection (Fig. 2), allowing to avoid
he complexity of fluorescent labeling and an expensive laser device

or excitation [117,118]. In particular, screen-printed electrodes
re not only prone to mass-production, but also more mechan-
cally resistant than traditional carbon-paste electrodes; these,
n addition, also suffer from poorly reproducible manufacture.

ith standard photolithographic components, electrochemical
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Fig. 2. DNA biochip with electrochemical detection. An unlabeled DNA-target chain
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ybridizes with a known electrode-bound DNA-probe chain. Further attachment of
hybridization redox label to the DNA duplex generates a current level that can be
ssigned to a known, specific DNA-probe sequence. The resulting current pattern in
ach spot corresponds to a certain level of gene expression.

etection in 20 �m gaps in a microelectrode deposited onto a
ilicon chip was performed with a sandwich technique, using a
eporter-probe, a DNA-target and a GNP-bound capture-probe
184]. After 6–15 h of hybridization, probe-bound nanoparticles
emained on the gaps, facilitating the formation of conductive
ilver bridges after a treatment with film-forming reagents. This
ystem achieved single-base resolution in the femtomolar range. A
isposable electrochemical printed chip for the detection of SNPs,
ith PCR products being analyzed directly on the chip by differen-

ial pulse voltammetry (DPV) without prior purification [119]. One
otable peculiarity of high-density DNA microarrays is the need for
hysical addressing, by microjet deposition techniques, of picoliter
olumes in discrete, highly specific spots on the chip. Fixe et al.
sed a pixel-addressed technique, by covalent immobilization
nd hybridization of DNA sequences onto a plastic-deposited
hin film after the application of a very short 4.5 ns potential
ulse, below 1V, which is compatible with standard, silicon-based
icroelectronic circuitry [120]. The enormous 109-fold raise in

mmobilization and hybridization efficiencies over an analogous
ystem without the potential pulse may be attributed to the rapid
patial reorientation of adsorbed single-chain DNA due to the rapid
hange of the electrical field, which lowers sterical hindrances and
ccelerates both reactions. Similar works were reported earlier
121]; nevertheless, the too long 5 min pulses thus applied may
rigger DNA-damaging electrochemical reactions. This highly
ense hybridization spot technique may reduce both the time and
ost of microarray fabrication, while increasing the data acquisition
peed. Electrochemical transduction is easier to perform, simpler,
aster and more suitable for miniaturization than fluorescence
r MS [3]. Nowadays, chip nucleic acid immobilization still lacks
ptimization over sensitivity, specificity and hybridization effi-
iency, as well as minimization of cross-hybridizations [122]. In
arallel with quantum dots, the newly discovered CNTs constitute

major class among bottom-up methods in nanobiotechnology.

hey exhibit a notable range of unique electronic properties and
nlarged surface area for DNA immobilization, making them excel-
ent elements for chemical sensing. Their electrical conductivity
s comparable to that of copper and several orders of magnitude
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igher than that of polymers. In addition, they are physically
obust and inert towards most chemicals [123]. Nie et al. used CNTs
o modify a CPE in which an oligonucleotide was immobilized
ia streptavidin/biotin coupling [124]. After hybridization with
GNP-labeled DNA probe, a second hybridization between this

ystem and additional GNPs was carried out, and total GNPs
ere monitored by DPV. The resulting signal was enhanced in

omparison with that of a pure CPE and was about one order of
agnitude higher than that with one-layer hybridization; clear

istinction with one-base mismatched DNA was obtained. The high
ensitivity performance of GNPs and CNTs was recently challenged
y a polyaniline (PANI) nanotube array-immobilized DNA sensor;
he array was built-up onto a graphite electrode, using a thin
anoporous layer as the template [125]. Some advantages of the
onducting PANI biosensor include low temperature synthesis and
o need for catalytic enhancement, purification or end-opening
rocessing. In addition, the uniform orientation of the individual
anotubes on the array and the enhanced conductivity of arrayed
ANI obviate the common limitations of conventional PANI. The
iosensor exhibited an ultralow detection limit of DNA (1 fM)
nd good discrimination of one-nucleotide mismatches down
o 38 fM, with obvious application for SNP analysis. Despite the
ndeniable advantages of CNTs, their manufacture is troublesome.
direct consequence is the high variability of shapes between

ifferent single CNTs, which renders unreproducible electrical
roperties, unless many average-in units are used together. Arrays
f nanotubes bound to different DNA-probe molecules may be
uilt to cheaply detect specific genes for diagnostic purposes [123].

.3.3. Label-free (direct) detection
Variations on the intrinsic DNA electroactivity after the occur-

ence of hybridization are especially envisaged due to their
implicity [122]. This has obvious advantages in terms of simplic-
ty and rapidity of the experimental procedures, and avoids signal
ost caused by gradual liberation of the indicator from the immo-
ilized DNA. Essentially, the adenine and guanine residues become
xidized in carbon electrodes and (in addition to cytosine) reduced
n mercury electrodes [126]. The hybridization reaction generally
auses a decrease in the redox current peak because the redox
oints in the DNA molecule are compromised with the hydrogen
onds that keep both chains together. In addition, the higher rigid-

ty of a double-chain compared to that of a single-chain hinders the
ormer to completely cover the rough microscopic surface of a solid
lectrode, thus decreasing the number of DNA/electrode attaching
oints and the overall electron transfer rate [127]. The emergence
f solid electrodes has improved enormously the applicability
f electrochemical methods for nucleic acid analysis. Stripping
ethods have the lowest detection limits among all voltammet-

ic techniques [128]. The technique of adsorptive transfer stripping
oltammetry (AdTSV) was used to detect DNA amounts below 1 pg,
n sample volumes as small as 5–10 �l, without the need for a spe-
ial voltammetric cell [126]. Compared to stripping voltammetry,
tripping potentiometry devices exhibit smaller background noise
127]. This technique was applied to high-sensitive detection of
NA in electrochemically pretreated carbon paste and in screen-
rinted electrodes [11,129]. Changes in interfacial electrochemical
arameters have also been used for DNA analysis, despite the
olecular mechanisms underlying interfacial electrical changes as
result of affinity interactions are only fairly understood [130].

apacitive transducers’ operation relies on the decrease in capaci-

ance caused by thickening of the electrode/solution dielectric layer
s a result of displacement of water and electrolyte molecules due
o the immobilization and further hybridization events. A genosen-
or was reported for capacitive detection of short oligonucleotides
ith thiolated and SAM-immobilized probes in gold electrodes
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131]. DNA detection through impedimetry is based on the fact
hat single-chain DNA desorption from a solid electrode corre-
ponds to a higher dielectric loss compared to a double-chain,
wing to the higher structural flexibility of the last [132]. At 100 Hz,
mpedance measurements on a label-free DNA gold electrode sen-
or increase about 25% upon hybridization, but it was reported an
ncrease of up to 160% with an enzymatic amplification scheme
133]. The surface potential variation upon hybridization of a sili-
on nitride gate insulator-immobilized peptide nucleic acid (PNA)
ith its negatively charged DNA counterpart was used to specifi-

ally detect the hybridization event with a FET sensor [134]. The
NA, a DNA/protein hybrid, is particularly advantageous for this
urpose, because it enables highly specific and selective binding
t low ionic strength. PNAs are nucleic acid analogues with the
ugar–phosphate backbone replaced by a peptide structure, and
ave received considerable attention as new recognition probes for
NA detection; they significantly improve the sensitivity and the
iscriminatory ability between DNA sequences differing in as few
s one base-pair [3]. Other advantages include high sensitivity, low
ependence on the ionic strength and high thermal stability [135].
n electrochemical detection scheme was recently developed by
sing a PNA probe and polythiophene which, for being a water-
oluble electroactive cationic polymer, avoids the strong electrical
nterferences caused by the hydrophobic polymers in permanent
ontact with the electrodes [136]. The neutral character of the PNA
robe permits its binding to polythiophene only after the hybridiza-
ion reaction with the negatively charged DNA-target. Field-effect
ransistor (FET) biosensors operate by interaction between external
harges with carriers in a nearby semiconductor [130]. FET biosen-
ors have been used by direct immobilization of DNA strands on
he gate surface of a DNA chip by chemical modification [137,138].
hese silicon-based devices monitor the increase in surface charge
fter DNA hybridization on the sensor surface [139]. Wang et
l. developed an electrochemical biosensor for detection of short
ycobacterium tuberculosis-related DNA sequences by adsorp-

ive stripping chronopotentiometry with a redox marker [140]. The
erformance of this microfabricated screen-printed carbon-strip
iosensor was similar to that of a carbon paste biosensor, with
hort detection times, in the range of 5–15 min. They also used this
ethodology to detect the oxidation peak current of guanine with
thick-film sensor incorporated into a battery-operated portable
evice, as required for in situ DNA diagnosis [141]. Low or moder-
te sensitivity is usually a problem in FET sensors due to significant
uctuations of the interface potential in an aqueous environment,
ut a recent strategy was implemented with a gold electrode-based
ET DNA sensor to stabilize the sensor, by superimposing a 1 kHz
igh-frequency voltage to the reference electrode [142]. In addition,
he stabilization time was reduced from 1 h to 5 min. An inter-
sting innovation to increase the sensitivity and performance of
enosensors are nucleic acid dendrimers, branched supermolecu-
ar structures able to be used as DNA probes. Upon hybridization
f these spherical, tree-like structures with multiple target-strain
olecules, the response is greatly amplified [3]. In addition, DNA

endrimers have structural homogeneity and controlled composi-
ion, making them valuable candidates for biosensing applications.
mino-terminated dendrimers were used as building blocks to

orm multilayer thin films and as linkers for immobilization of
mino-modified DNA probes [143]. Besides the high sensitivity and
electivity thus achieved by EIS, the multilayer biosensor is very sta-
le and regenerable. Morosity limits the utilization of impedimetry

nd capacitance for biosensor construction [132]. However, these
iosensors may find a market where low cost, portability and
nalysis speed are required and moderate sensitivity is sufficient
130]. A well-succeeded diagnostic may not only require detec-
ion but also quantification of the disease-causing substance, since
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athological states are usually associated with high serological
evels of these compounds. Nucleic acids are usually quantified
hrough the adenine/guanine ratio, but a method was proposed
o simultaneously detect the individual levels of both nucleotides
ith a GCE after DNA adsorptive stripping [12]. Well-defined oxi-
ation peaks were produced above 4 ng ml−1. A label-free X-ray
hotoelectron microscopy detection system was recently used to
etect the nitrogen content and the DNA nitrogen/sulfur ratio
rom alkanethiols introduced for surface immobilization to con-
rm the occurrence of hybridization [144]. The method was shown
o be a good alternative to fluorescence radioisotope detection.
he potential of photoelectrochemistry for unlabeled DNA detec-
ion was demonstrated by a 104-fold sensitivity enhancement
ver voltammetry in PCR-free biological samples [145]. Instead
f electrochemical changes in nucleobases, direct electrooxida-
ion of sugar residues in cupper electrodes may also be monitored
146]. In this case, however, the response tends to increase after
ybridization, reaching detection limits in the picomolar range,
ince more sugar residues are accessible in an outer double-helix
han in a single-chain. As an application of CNTs, multi-wall nan-
tubes (MWNTs) were used to improve direct detection of guanine
nd adenine oxidation currents in an MWNT-modified GCE [147].
he detection was highly sensitive, simple, reproducible and rapid.
he surface area of MWNTs may be further enhanced by coupling
nd- and lateral-functionalization in CPEs, with a detection limit
f 10 pg ml−1, compatible with genetic testing requirements [148].
ointing towards nanotechnology, DNA/protein conjugates have
merged has valuable tools for biosensor construction. Investiga-
ions about the interaction between DNA and DNA-binding proteins
re pertinent due to the importance of DNA–protein interactions in
any cellular processes (e.g., transcription) [13]. Semi-synthetic
NA–protein conjugates go far beyond the typical avidin-biotin-

treptavidin affinity systems for DNA-probe labeling, and may
elp to solve some basic constraints of currently available biosen-
ors. An example is a thermostable probe for DNA hybridization
ssays, formed by an oligonucleotide and a fungal lipase [149]. In
his study, working with screen-printed carbon electrodes mod-
fied with single-wall nanotubes (SWNTs), the interaction of the
SB protein from Escherichia coli with ssDNA (for which the pro-
ein has high affinity) immobilized on the SWNTs was evaluated
hrough the voltammetric oxidation peaks of the DNA-probe. There
s a competition process between the SSB protein and the target
NA-chain for binding the DNA-probe; in this way, the oxida-

ion signal of the DNA guanine and adenine residues increases
fter hybridization, while the oxidation signals of the tyrosine and
ryptophan residues from the protein vanish, as a result of pro-
ein displacement. Thus, the electron transfer rate increases. The
WNT-amplified signal reached a detection limit of 0.15 mg ml−1 of
arget-DNA. An important topic in electrochemical biosensing with
NA/protein conjugates is the detection of individual molecules
ith DNA nanopores, which are usually formed by covalently

mmobilizing a single DNA-chain into the lumen of a Staphylo-
occus aureus �-hemolysin nanomeric pore. This strategy is based
n former works, according to which nucleic acid molecules pro-
uce ionic current ‘signatures’ while crossing the �-hemolysin ionic
hannels [150]. The conjugated is able to detect, with single-base
esolution, DNA target-chains that eventually bind the immobi-
ized probe, by measuring the variation of the ionic current flowing
hrough the nanopore [151]. This system, however, is still limited for
ucleotide sequencing, since several nucleotides occupy the trans-

embrane pore and all contribute to the overall resistance, thus

darkening’ the effect of any individual nucleotide [152]. More-
ver, high frequencies of about 10 MHz are needed to reduce the
xperimental noise, but they can also mislead nucleotide sequence-
ependent signature currents. It is thus very likely that a future
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Fig. 3. Scheme of the VAM-NAD assay. The ends of the padlock DNA-probe hybridize
with the complimentary DNA-target chain, forming a circularized structure. Such
ends are then joined together by a DNA ligase. Afterwards, a DNA polymerase trig-
gers the RCA process for a certain period of time. The addition of magnetic beads
functionalized with ssDNA chains complimentary to a sequence in the random-coil
repeating motif originates magnetic bead attachment to the macromolecular DNA
s
a
u

b
D
a
s
s
t
p
T
t

16 F.R.R. Teles, L.P. Fonseca

anopore-based sequencing device includes an enzyme to regulate
he DNA translocation velocity across the nanopore from microsec-
nds to milliseconds per nucleotide. Being an alternative to the
xtense DNA-probe microarrays, nanopores may constitute a next
eneration of DNA biosensors. A newly developed system to detect
he duplex formation is based on the reduction of the ionic con-
uctivity, after DNA hybridization, through an immobilized probe
ound to a bilayer lipid membrane (BLM); this is due to alterations

n the ionic permeability of the BLM as a consequence of structural
hanges caused by the hybridization event. An ion-channel sensor
or highly specific DNA detection was built-up, making use of the
lectrostatic repulsion between ferrocianide (negatively charged
ybridization marker) and a negatively charged DNA target-strain
ound to a neutral PNA probe, on a gold electrode [153]. A similar
pproach is the use of negatively charged liposomes that bind the
mmobilized probe, thus creating a giant negatively charged surface
hat repels the target-DNA [154].

In general, electrochemical biosensors are relatively sim-
le, rapid, less costly and amenable for miniaturization and
ass-production [1]. Together with the compatibility with micro-

abrication techniques, the low power demands and the portable
ature, electrochemical transduction seems to be quite appro-
riated for decentralized DNA diagnosis of many infectious and

nherited diseases [11,12].

.4. Magnetic particles

Labels used in bioassays are very often molecular, nanoscale-
ized, in order to match the size of molecular recognition bioprobes
nd analyte targets. For this reason, microscale-labels, including
agnetic microbeads, are usually discarded as true labels [155].
onetheless, when compared to smaller labels, microbeads offer

wo important advantages that far outweigh the disadvantages of
ize mismatch: the easiness of detecting a low amount of microbeds
han much more abundant nanolabels (e.g., fluorophores or
anoparticles) by routine optical microscopy or magnetic detection
nd the possibility of applying fluidic drag forces to microbeads for,
nder controlled laminar flow at the capture surface, remove non-
pecifically bound labels, thus improving dramatically the assay
erformance [156]. The sensitivity, specificity and reproducibility
f label-based systems is much more dependent on non-specific
ackground signals than on the ability for label detection [157].
ery often, magnetic beads in biomolecular analysis schemes are
sed for target preconcentration rather than for the detection step

tself, together with the additional label (e.g., metal nanoparticle or
uorophore) for detection. Sandwich models with metal nanopar-
icles, DNA and magnetic microbeads have been increasingly used
or high-sensitivity DNA detection [158]. When magnetic nanopar-
icle labeled-DNA probe molecules bind their target sequences on

surface, under brief exposure to a strong magnetic field, their
agnetic moments align collectively and yield a measurable signal.
eanwhile, there is no net signal from the randomly oriented DNA

equences, which permits to eliminate the common and tedious
ashing steps [63]. The use of magnetic micro- or nanoparticle

or specific detection of low-abundant DNA analytes has dras-
ically increased in recent years. An example recently reported
as the development of a magnetically assisted DNA detection
latform based on magnetic particle preconcentration [159]. Alter-
ative schemes for detection and quantification of nucleic acids
ely on the magnetic bead-based sandwich hybridization (BBSH)

ssay, in which the DNA-target simultaneously binds a magnetic
ead-tagged DNA and the labeled DNA-probe. An application of
his method was carried out with an electrochemical readout sys-
em based on interdigitated microelectrode arrays on silicon chips
160]. Another example was the sandwiching of a target-DNA

s
w
l
l
p

tructure by base-pair hybridization. This bead incorporation results in a consider-
ble downsizing in the magnetization spectrum curve, when compared to that of
nbound ssDNA-functionalized magnetic beads.

etween DNA probe-functionalized magnetic microparticles and
NA-modified GNPs to separate the target from the sample matrix
nd amplify the signal, with suitable detection with a chip-based
ilver metallization technique [161]. A common feature of these
chemes is the so-called ‘capture and release’ strategy, by which a
arget-DNA firstly binds the DNA probe-functionalized magnetic
article and is then released (dehybridized) for final detection.
his multi-step process, however, tends to lengthen the analysis
ime and dilute the sample. Aiming to reduce the analysis time,
ome modifications were introduced in the BBSH assay in a recent

ork of an electrical biochip for analysis of messenger RNA (mRNA)

evels and gene expression [162]. The layout consisted of one biotin-
abeled capture probe and two digoxigenin (DG)-labeled detection
robes. After hybridization of these probes with the target, the
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Table 1
Transduction mechanism, DNA detection assay characterization and limit of detection (LOD) for several bibliographic references on DNA biosensing

Transduction mechanism DNA detection assay characterization LOD [#ref.]

1. Optical
1.1 Label-free (reagentless) detection

SPR
Capture- and target- oligos (11–100 mer) 10 pM [189], 10 pM [60], 100 pM [190], 0.68 pM [191]
Capture-oligo (11–25 mer) and
target-DNA fragment (143–570 mer)

0.06 pg [192], 0.25 �M [193]

Fluorescence and chemiluminescence Capture- and target-oligos (18–123 mer) 90 pM [194], 0.3 nM [72], 70 nM [195], 1.9 pM [196],
2 nM [197]

1.2 Label (dye or intercalator)-based detection

SPR
Capture- (18 mer), target- (24–0 mer) and
signaling- (18–21 mer) oligos

1.8 pM [198], 500 nM [199]

Capture- and target- oligos (11–80 mer) 1.22 nM [200], 3.0 nM [201], 19 pM [42], 30 fM [202],
0.2 nM [203]

Fluorescence
Capture- (27 mer), target- (40 mer) and
signaling- (19 mer) oligos

5 fmol [204], 0.6 fmol [205]

Capture-oligo (15 mer) and target-DNA
fragment (196 mer)

500 fmol [206]

2. Mass-change

Resonance frequency
Capture- (20–30 mer), target- (40 mer)
(or DNA fragment (104 mer)) and
signaling- (20–30 mer) oligos

120 CFU/ml [207], 0.7 �M [208]

Capture- and target- oligos (11–42 mer) 50 nM [86], −3.6 Hz/pg [209]
Capture-oligo (26–42 mer) and
target-DNA fragment (104–244 mer)

1.0 �M [210], 0.12 �M [85], 10 nM [211], 200 �g/ml
[212]

SAW Capture- and target- oligos (15–20 mer) 0.01 �M [88,213,214], 1 ng/ml [215]

3. Electrochemical
3.1 Label-free (reagentless) detection

Voltammetry
Capture- and target- oligos (20–38 mer) 100 pM [216], 0.01 fmol [217], 400 pM [218], 10 pM

[219], 10 pg/ml [148]
Capture-oligo (18–25 mer) and
target-DNA fragment (244–300 mer)

1.8 zM [220], 30 �g/ml [221], <1000 DNA-target
amplicons [222]

EIS Capture- and target- oligos (15–30 mer) 10 fM [223], 0.5 nM [224], 5 nM [225,226], 100 pmol
[227], 100 nM [228]

FET Capture- and target- oligos (20–30 mer) 79 nM [229], 10 fM [230]

3.2 Enzyme-based detection (sandwich-assay mode)
Streptavidin-alkaline

phosphatase conjugate
Capture- and biotinylated target- oligos
(13–30 mer)

8 pM [231], 6 pM [232], 1 nM [233], 30 fM [234]

Capture- (13–35 mer), target-
(23–52 mer) and signaling- (12–35 mer)
oligos

340 pM [235], 0.3 fM [79], 1.2 pM [236], 50 fM [237]

Other conjugates
Capture- and biotin- or 5′-fluorescein
isothiocyanate (FITC)-labeled oligos
(20–50 mer)

0.1 nM [238], 0.5 fM [239], 100 pmol [103]

Capture-oligo (20 mer) and labeled-DNA
fragment (322 mer)

10 isolated genomes [240]

Capture-oligo (20–50 mer), DNA
fragment (87–362 mer) and
signaling-probe (12–35 mer)

1 fmol [241], 1 fM [242], 1 fM [243]

3.3 Label (redox marker)-based detection

Voltammetry
Capture- and target- oligos (10–35 mer) 1 nM [244], 0.3 pM [245], 0.12 pM [246], 0.54 ag/ml

[247], 7 nM [248], 8.3 �M [249], 0.59 nM [250], 0.5 nM
[251], 1 fM [125], 10 pM [252], 0.3 pM [253], 0.51 nM
[254], 90 pM [255], 0.5 nM [256], 10 zmol [116]

Capture-oligo (23 mer), target-DNA
fragment (256 mer) and signaling-probe
(23 mer)

0.78 fmol [257]

4. Magnetic particles and other oligo probe-supporting beads

4.1 Optical
Capture- (20–30 mer), target-
(20–41 mer) and signaling-probe
(25–41 mer)

10 fM [258], 10 pM [75]

Capture- and target- oligos (15–37 mer) 32 �M [61], 50 pM [259], 100 pM [49]
Target-DNA fragment (600 mer) and
signaling-probe (180 mer)

1.4 pM [260]

4.2 Electrochemical
Capture- and target- oligos (20–32 mer) 2 pM [261], 2 nM [262]
Capture-oligo (20 mer) and target-DNA
fragment (437 mer)

74.8 pM [263]

4.3 Magneto-resistive Capture- and target-oligo (30 mer) 100 fM [264]
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Fig. 4. Identification of microorganism species in biological mixtures by the universal MS biosensor. All nucleic acids in the sample are firstly extracted and amplified with
different sets of universal, broad-range primers. The PCR products are then electrosprayed into a mass spectrometer and resulting raw mass spectra are recorded. Very accurate
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ass measurements of each DNA strand allow determining the number of consiste
ondition of complimentarity between them. This number is further reduced tow
inally, an internal algorithm searches for a database that assigns a specific genom
he organism in the sample mixture.

andwich-hybrid is bound to paramagnetic streptavidin-coated
articles (which allow separating the sandwich-hybrid from the
eaction solution by external magnets) and labeled with anti-DG
lkaline phosphatase conjugates. The redox reaction catalyzed by
he enzyme generates an electrical current which correlates with
he level of hybridized mRNA. In contrast to former protocols in
hich probes were targeted to regions of the mRNA-target sepa-

ated by a few hundred nucleotides, DNA-probes were, with this
pproach, adjacently bound to their target regions in the same
RNA molecule. The resulting enhancement of the hybridization

fficiency may result from a cooperative effect of the adjacently
ound probes (by modifications on the secondary structures of the
RNA molecule) [163] or from prevention of breaking or hydroly-

is points that, otherwise, may occur along the structure of a mRNA
trand in the case of separated probes. By using two instead of only
ne DG-labeled detection probe, further signal amplification was
chieved, thus resulting in a substantial time reduction of the detec-
ion protocol. In addition, the expression profile exhibited by this
ptimized protocol is comparable with those of real-time RT-PCR
ssays. An alternative method proposed by Dubus et al., with optical
etection, does not require the release of the hybridized target-DNA
rior to its detection [164]; instead, a polymeric polythiophene
erivative was attached to a magnetic microbead-grafting ssDNA
ollowed by hybridization with the DNA-analyte, with formation
f triplex-branched beads. The detection principle relies on the
ifferent conformations adopted by the polymer molecule when
lectrostatically bound to either ssDNA or dsDNA, giving rise to
istinct fluorescence properties (chromism). The other novelty of
his work was the confinement of the particle-bound target-DNA
n a small volume of a microelectromagnetic trap, which allows
erforming the preconcentration and the detection steps simul-
aneously on the same support, thus decreasing the final sample
olume and increasing the signal-to-noise ratio. This scheme not

nly avoids the hybridized DNA-releasing step, but also renders
esults in only 5 min, with detection limits similar to those of ‘cap-
ure and release’ methods. The above combination is able to extend
he application of this ultrasensitive biosensor to biological samples
ith complex matrices and integration in lab-on-a-chip platforms.

i
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se compositions for each one, a number which is greatly reduced by imposing the
nity when the uncertainties of mass measurements for both strands reach zero.
ence to the unique, specific base composition determined above, thus identifying

artins et al. developed a magnetoresistive biochip for real-time
onitoring of pathogens in water [165]. With this system, DNA-

arget molecules may be magnetically labelled before or after the
ecognition process, by paramagnetic bead-driven transport and
anipulation across a chip surface onto a microfluidic platform. The

etection was carried out by measuring the variation of the sensor
esistance with the label-borne magnetic fields. The system exhib-
ted a fast response with high sensitivity, specificity and ease of
ntegration and automation, thus constituting an attractive option
o fluorescent labelling and allowing tight stringency control. In
ddition, since biomaterials usually are not magnetic, background
ignal subtraction is greatly simplified [166]. Such magnetic field
ensors can be miniaturized to match the size of a single magnetic
ead, thereby increasing the sensitivity of the detection. In another
ork, a magnetic splitter was used to separate, within a microchan-
el, two types of magnetic microspheres bound to different DNA-
robes, resulting in single-base resolution of the target-DNA [167].
ecently, a non-fluorescent volume-amplified magnetic nanobead
ssay scheme for DNA detection was developed [16]. This method
nvolves circularizing, ‘padlock’ oligonucleotide probes designed

ith two terminal target-complimentary segments. Upon specific
ybridization with the target, the ends are joined by a ligase, cre-
ting a circular, target-catenated DNA-probe molecule, which pro-
ides highly specific and sensitive detection [168]. The DNA-target
s recognized and volume-amplified to large coils by circularization
f the linear padlock probes through probe hybridization and lig-
tion, followed by rolling circle amplification (RCA) of the probes
y a DNA polymerase. This generates a DNA strand consisting of a
arge number of tandem copies of the complement to the circular-
zed probe, collapsing into a random-coil DNA macromolecule in
olution. After nanobead binding in the RCA coils, the nanobead
agnetization spectrum changes considerably, induced by the

ttached volume-amplified target molecules (Fig. 3). Although hav-

ng been used for single-target detection, this method can be easily
eneralized for multi-target detection by using several nanobeads
ith different sizes, one for each target. The method was already

pplied for single-molecule DNA detection with fluorophore-
agged probes [169]. The resulting confined cluster of fluorophores
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as detected and quantified with a microfluidic device mounted
nto a confocal fluorescence microscope. This layout could also
e applied for the simultaneous amplification of different probe
nd target complexes for multiplexed target analysis with fluo-
escence probes with different colors. The detection limit can be
reatly improved by optimizing, for instance, RCA time, bead size
nd bead surface coverage of oligonucleotides. Since bead incor-
oration in the coils is diffusion-controlled, it can be accelerated
y sample incubation at higher temperatures. A multiplexed tech-
ique was implemented for simultaneous and label-free detection
f three short HBV-related DNA fragments in a single vessel, with
etection of a chemiluminescent product of a reaction between
he labeling reagent 3,4,5-trimethoxylphenylglyoxal (TMPG) and
he guanine-enriched regions within the DNA-target [170]. In this
ork, thermosensitive poly(N-isopropylacrylamide), polystyrene
eads and magnetic beads were employed as different labels in
NA capture-probe conjugates, which were split apart under dif-

erent thermal conditions. In contrast with most of the current
ultiplexing detection methods, which usually require complex

nstrumentation (e.g., flow cytometer or imaging system) instead
f a simple chemiluminescence setup, every hybridization signal
or the corresponding DNA-target in this work is uniquely immobi-
ized onto one carrier with a unique and intrinsic physico-chemical
attern. Despite not employing any extra label (e.g., organic flu-
rophore) unless TMPG – with potential advantages in terms of
etection speed, cost and simplicity – it is possible to further
nhance the detection sensitivity by increasing the amount of DNA-
arget strands or introducing other labels (e.g., enzymes or colloidal
old). Lee et al. [171] coupled antibody-conjugated magnetic beads
nd �RT-PCR on a microfluidic chip for detection of RNA viruses
fter thermal lysis of extracted RNA. The targeted virus in the sam-
le was captured by the specific antibody-conjugated magnetic
eads for viral pretreatment and RNA enrichment, thus avoiding
he effect of interferents and inhibitors usually present when direct
hermolysis of virus-containing samples is performed. After captur-
ng the virus, magnetic beads are trapped in a magnetic field and
an be then easily manipulated for further processing. This format
xhibited sensitivity similar to that of a commercial RNA extrac-
ion kit and a large-scale RT-PCR apparatus. Multiplexed analysis in
omplex biological samples (including whole blood, serum, plasma
nd milk) was coupled to magnetic microbead labeling for femto-
olar detection of DNA and proteins [157]. Non-specific binding

f bead labels was minimized by applying fluidic force discrimina-
ion, in which a controlled laminar flow promotes chip-captured

icrobead labeling. The density of beads that remain bound is pro-
ortional to analyte concentration and can be determined either
y optical counting or magnetoelectonic detection. Compared to a
revious nanowire-based FET for multiplexed and label-free pro-
ein detection [172], this method exhibited similar sensitivity and
dditional ability for analysis of untreated clinical matrices onto
simple microscope slide. By combining simple optical or mag-

etic bead counting with microfluidics, straightforward hand-held
nd higher throughput analysis can be performed in a few min-
tes. The main advantage of using an on-chip transport system is
hat diffusion constraints are overcome by the attraction between
magnetic field and functionalized magnetic particles. Its combi-
ation with a magnetoresistive transducer enables the detection of
inute amounts of target biomolecules in a reasonable time frame.
owever, biosensing applications still require improvement of field

ensitivity and reduction of the sensor noise background [173].
.5. Bibliographic revision on limit of detection of DNA biosensors

We have reviewed a large number of different systems on the
iterature for DNA detection, mainly concerning the transducer

b
i
o
p
s
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urface and transducing mode of optical, mass-sensitive, elec-
rochemical and nanoparticle bead-based biosensors (Table 1). A
articular focus has been given to: transducer systems; different
etection methods: label-free/reagentless (direct), label- (with dye
r intercalator) and enzyme-based (both indirect); characteriza-
ion of the DNA detection assay; and detection limit (a measure of
ensitivity). Increased attention has been given recently to direct,
abel-free electrochemical detection schemes and to the devel-
pment of high-sensitivity DNA biosensing devices for detection
f DNA targets and SNPs without the need for target amplifica-
ion. The limit of detection of a given quantification method is
he sample concentration or quantity that yields a signal equal
o the blank signal plus a multiple of the standard deviation
f the blank [174]. For practical purposes, it is usually assumed
hat it corresponds to signal(s)/noise(n) = 3. From the reviewed
ublications, it becomes clear that, despite significant differences
egistered for nucleic acid detection limit values among the various
pplications, recent published works have reported increasingly
mall detection limits. Nevertheless, further sensitivity enhance-
ent is still needed in order to achieve the extremely small

etection limits required for diagnostic assays with real, non-
mplified biological samples – in the attomolar range [175] –
hich is often beyond the fundamental limits of common sensing
evices.

. A new paradigm: MS DNA sensing and the universal
iosensor

A common assumption in the conception of conventional
iosensors is the necessary prior knowledge of the specific genomic
equence from a given target-pathogen. Unlike nucleic acid probes
r arrays, MS does not require anticipation of the analyzed
roducts, rather measuring the masses of the nucleic acids in
sample. The commercial T5000 Biosensor System, from Ibis

iosciences, is an integrated platform for analysis of complex sam-
les, and relies in that essential common features are encoded

n all the genomes among living organisms. In practice, broad-
ange (‘intelligent’) primers are used to amplify PCR products
rom large groups of organisms, but more specific, division-wide
rimers may be used to enhance species resolution [176]. Since
he exact mass of each DNA base is accurately known, a high
recision measurement is able to derive a constrained list of
ase compositions of each DNA strand [177]. An internal detec-
ion algorithm searches a database that assigns a specific base
omposition to a given genomic sequence, thus identifying the
orresponding organism (Fig. 4). This strategy successfully led
o include the human severe acute respiratory syndrome (SARS)
irus in the coronavirus family [178]. It was also tested as a
apid and inexpensive method for global surveillance of emerging
nfluenza virus genotypes [179]. Their main advantages are high
esolution speed (above one sample per minute), high degree of
utomation and software control, no need for specialized man-
ower and possibility of performing strain typing and antibiotic
esistance studies. As main disadvantages, the intrinsic difficulty
S device miniaturization, the need for continuous enrichment

f databases with new genomic sequences, the requirement
or high-power instrumentation for unambiguous compositional
ssignment and the need for signal processing enhancement, in
e mentioned. It is expected, however, that future technological
mprovements may ally the extraordinary analytical powerfulness
f universal primer-based technologies with developments in the
roduction and ongoing miniaturization of DNA chips and flow
ystems.
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. Conclusions

It can be anticipated that, in a near future, the advanced level
f medical diagnosis will be largely dependent on the successful
evelopment and implementation of new materials and technology
nvisaging the fabrication of state-of-the-art biosensors. Common
rawbacks of current biosensors have already been extensively
ummarized in the literature. However, the still limited availabil-
ty of commercialized biosensors may be due mainly to a lack in
he appropriate technology for their manufacture at a competi-
ive cost rather than a lack of fundamental knowledge [180]. In
itro diagnostic devices will likely be expensive purchase over a
ne-test basis, although the overall cost may be lower due to the
inimal requirement for laboratory manpower. In addition, the

roduction and commercialization of high-throughput devices, as
he GeneChip® from Affimetrix, may require investments in the
rder of several hundred million dollars, a serious obstacle for small
tart-up companies. Biosensors represent a quite disruptive tech-
ology for being very different from those currently used in clinical

acilities worldwide. In addition, very often they face difficulties for
btaining regulatory approvals for testing and commercialization
181]. A more technical obstacle hindering their wide acceptance
y the clinical community may be the controversial usefulness of
onitoring one-single analyte as a disease-biomarker. The need

or point-of-care nucleic acid testing, especially in resource-limited
ettings, requires simpler and cheaper instrumentation. As efforts
or improving the amplification and detection of nucleic acids have
een a major concern, the sample preparation and the nucleic
cid extraction steps remain relatively underestimated towards the
evelopment of a true point-of-care diagnostic device. In addition,
any of these current systems also require off-line sample prepa-

ation and reagent handling, being therefore unable for routine
ome testing [182]. It seems likely that, among the vast diver-
ity of available approaches, none will fulfill all needs for a given
pplication, but instead the choice will depend on the particular
onditions and requirements. DNA analysis has been considered
engthy since standard filter hybridization protocols last no less
han 20 h [183]. Some current biosensors already yield outputs in
ess than 1 h, but a truly simple, rapid and low-cost biosensor for
outine analysis is still missing, which is particularly limiting for
linical purposes [184]. Clinical applications still face the problem
f the very low levels of nucleic acids in biological fluids, otherwise
ndetectable if previous PCR amplification is not performed [180].

n the case of blood infections, the amount of human genomic DNA
an be 1014 times higher than pathogen target-DNA, an important
hallenge in terms of selectivity [185]. Both in solution and at an
nterface, nucleic acids exhibit strong salt-dependent electrostatic
ffects over its structure, stability and reactivity [186]. Moreover,
esearch about the effects of interfering substances has been carried
ut in pure, synthetic model-DNA sequences rather than in com-
lex real samples, while prior knowledge of the selective molecular
ecognition processes is needed [187]. The lack of robustness in real
amples may be attributed to the usually low operational and/or
ong-term stability of the biological receptor and/or the physi-
al transducer [188]. Nonetheless, DNA is a particularly suitable
aterial for nanosystem fabrication owing to unique peculiarities,

ncluding the ability of highly specific, mutual recognition between
very short oligonucleotide and a complex, long-sized eukaryotic
enome, and high physico-chemical stability. Enhanced manipula-
ion and processing precision at the atomic, ångstrom range by very

pecific molecular tools such as ligases, nucleases and other DNA-
rocessing enzymes is another remarkable feature [46]. DNA has
lso higher chemical stability compared with other biorrecogni-
ion elements (e.g., enzymes and antibodies) and a superior ability
o distinguish different strains from the same organism, especially
ta 77 (2008) 606–623

hen isolated from different geographical locations. Nucleic acid
rrays are also proner than protein counterparts for direct synthe-
is onto a chip surface, without the need to produce and purify the
igands [82]. Taken together, these facts hold great promise for a
uture outburst of DNA biosensors for clinical and other purposes.
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a b s t r a c t

A microchip including two micro-channels for electrophoretic flow and one micro-flow line for pumping
flow was designed for the analysis of antioxidants by microchip capillary electrophoresis with a chemi-
luminescence detection system. The chemiluminescence reaction of luminol with hydrogen peroxide in
the presence of Cu(II) catalyst was adopted in the present system, where active oxygen species, such as
superoxide radical anions, generates. Nitroblue tetrazolium, superoxide dismutase, and catechin (cate-
eywords:
icrochip

apillary electrophoresis
hemiluminescence

chin mixture from green tea) were analyzed as model analytes of antioxidants using the system. Negative
peaks from baseline formed by the chemiluminescence reaction were observed based on reaction between
active oxygen (superoxide radical anion) and antioxidants (analytes). The components of analytes mix-
ture, nitroblue tetrazolium and superoxide dismutase, were well separated and detected within ca. 2 min.
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Catechin was also detecte
amounts of catechin in the

. Introduction

Capillary electrophoresis (CE) equipped with chemilumines-
ence (CL) detection has attracted a great attention as a
igh-performance analytical system for separation and detection
f various kinds of analytes [1–5]. A CE with CL detection system
as also integrated on a microchip; it is called microchip capil-

ary electrophoresis with a chemiluminescence detection system
6,7]. This is matched to the concept of a micro-total analysis sys-
em (�-TAS) or a lab-on-a-chip in comparison with fluorometry and
pectrometry, because there is no light source or spectroscopy in
L detection. Other researchers also reported interesting microchip
E with CL detection systems. For example, Su et al. [8] devel-
ped and evaluated a glass electrophoresis microchip with an
ntegrated flow-type CL detection cell. The chip has double-T-type
lectrophoretic sample injection and separation combined with
Y-type CL detector. Liu et al. [9] demonstrated chiral recogni-

ion using microchip electrophoresis coupled with CL detection;
ydroxypropyl-�-cyclodextrin was chosen as an effective enan-
iomer selector to resolve chiral dansyl amino acids. Furthermore, in

005 we successfully combined the microchip CE with CL detection
ystem with an immunoassay using antibody-immobilized glass
eads. A specific protein in human serum, a cancer marker, was
nalyzed by immune reaction, electrophoresis, and CL detection on

∗ Corresponding author. Tel.: +81 774 65 6595; fax: +81 774 65 6803.
E-mail address: ktsukago@mail.doshisha.ac.jp (K. Tsukagoshi).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.03.026
und 2 min, resulting in a response curve over the range of 0.1–1 mM. The
samples of commercial green tea beverages were successfully determined.

© 2008 Elsevier B.V. All rights reserved.

he microchip within ca. 2 min [10]. We have been planning new
pplications of microchip CE with CL detection system.

Active oxygen and antioxidants are interesting from the point
f view of not only specific chemical species in chemical reactions
ut also medical science with regard to disease factors, mainte-
ance of health, and aging. As most of these species are related
o CL reactions, they can be analyzed by CL analysis, e.g., flow
njection analysis [11–14], sequential injection analysis [15], liquid
hromatography [16], CE [17], and microfluidic system [18]. In this
tudy, we propose the analysis of antioxidants using a microchip
E with CL detection system based on the luminol reaction, taking
dvantage of the decrease in CL in the presence of antioxidants. That
s, the suppression of CL from luminol in the presence of antioxi-
ants to superoxide radical anions was, for the first time, introduced

nto the microchip CE with CL detection system as a principle for
ntioxidant detection. Antioxidant analytes showed negative peaks
ue to the quenching effect.

. Experimental

.1. Reagents

Water was purified by using a Millipore Elix 3 UV system (Milli-

ore, Tokyo, Japan) for use. All reagents used were of commercially
vailable special grade. They were purchased from the following
ources: luminol, copper(II) sulfate, and nitroblue tetrazolium were
rom Nacalai Tesque (Kyoto, Japan); superoxide dismutase, catechin
catechin mixture from green tea), and hydrogen peroxide (30 wt.%)



K. Tsukagoshi et al. / Talanta 77 (2008) 514–517 515

F
b

w
g
i

2

m
J
m
a
r
w
m
fl
T
p
i

2

t
t
f
W
s
t
d
[
e
d
a
(

d
T
p
w
a
f
r
t
i
I
c

F
m
t
m
b
n
p
p

ig. 1. Conceptual layout of the microchip. R1, analyte solution; R2 and R3, running
uffers; and micro-flow line, reagent solution containing hydrogen peroxide.

ere from Wako pure Chemical (Osaka, Japan). Three commercial
reen teas were also used: we called them A, B, and C, respectively,
n this study.

.2. Microchip

The conceptual layout of the microchip is shown in Fig. 1; it was
ade to order (Institute of Microchemical Technology, Kawasaki,

apan). The microchip was made of quartz glass and included two
icro-channels (15 �m in depth and 50 �m in width) that crossed

t the intersection. Three ends of the micro-channels accessed the
eservoirs, R1–R3, which were holes of 2 mm in diameter. R1–R3
ere located 10 mm from the intersection. The other end of the
icro-channels was combined with a micro-flow line, i.e., reagent

ow line (100 �m in depth and 380 �m in width) as shown in Fig. 1.
he detection window (2 mm×2 mm) was made at the connecting
oint to the reagent line with black tape. The distance from the

ntersection to the detection window was 55 mm.

.3. Analytical conditions and procedures

The microchip was set in a microchip-holder as shown in Fig. 2;
he microchip was pinched between the upper and lower holders
ightly through the four screws in order not to release solutions
rom connecting points between micro-channels and PEEK tubes.

e have reported many papers concerning CE with CL detection
ystems including microchip CE with CL detection systems, more
han ca. 50 papers. Analytical conditions in the present study were
ecided with reference to those reported in our previous papers

1,2,4,6,7,10,17], together with the results obtained in preliminary
xperiment of Section 3.1. The running buffer was prepared by
issolving 0.5 mM luminol, 0.1 mM Cu(II) (as copper(II) sulfate),
nd 20 mM potassium sodium tartrate in 20 mM carbonate buffer
pH 10.8). The sample solutions of antioxidants were prepared by

Fig. 2. Schematic diagram of the microchip and its surrounding equipment.
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Fig. 3. Applied voltages.

issolving antioxidants with 20 mM carbonate buffer (pH 10.8).
he analyte solution was placed in R1 with the running buffers
laced in R2 and R3. In addition, the micro-channels were filled
ith the running buffers. The reagent solution, 20 mM carbon-

te buffer (pH 10.8) containing 10 mM hydrogen peroxide, was
ed into the micro-flow line by a micro-syringe pump at a flow
ate of 0.5 �l min−1, and then wasted in the vessel (5 ml volume)
hrough a PEEK (polyetheretherketone) tube (260 �m i.d., 20 cm
n length). Micro-syringe pump (MF-9090; Bioanalytical Systems,
ndiana, USA) was used here; the flow rate was adjusted by the
ontroller.

High voltages were applied to R1–R3 and the vessel as shown in
ig. 3 (preparation-analyte load-analysis). The high voltage equip-
ent and the control were carried out by use of the related devices

hat were included in microchip capillary electrophoresis instru-
ent (MCE 2010, Shimadzu Co. Ltd., Kyoto Japan). The running

uffer was delivered electrophoretically into the separation chan-
el through the preparation procedure. Next, in the analyte load
rocedure, the analyte solution was fed toward the intersection
art. After the intersection part was filled with the analyte solu-
ion, the applied voltages were changed to the analysis procedure,
eading to sample plug formation, component separation, and CL
etection.

The CL in the detection window was detected with a photomul-
iplier tube (PM) (H6780; Hamamatsu Photonics Co. Ltd., Shizuoka,
apan). The baseline CL was formed based on the CL reaction of
uminol with hydrogen peroxide in the presence of Cu(II) cata-
yst. The analytes, antioxidants, that migrated electrophoretically in
he micro-channel were mixed with active oxygen generated with
he reaction between hydrogen peroxide and Cu(II) catalyst in the
etection area, leading to negative CL peak from the baseline.

. Results and discussion

.1. Detection of luminol on a microchip as a preliminary

xperiment

First, the CL that was generated with the reaction of lumi-
ol with hydrogen peroxide in the presence of Cu(II) catalyst was
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Fig. 4. Electropherogram of luminol. Conditions: running buffer, 20 mM carbonate
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commercial green tea beverages using the present microchip CE–CL

F
b
h

uffer (pH 10.8) containing 0.1 mM Cu(II) and 20 mM potassium sodium tartrate;
icro-flow line, 20 mM carbonate buffer (pH 10.8) containing 10 mM hydrogen

eroxide at a flow rate of 0.5 �l min−1; and analyte, 0.5 mM luminol.

onfirmed on the microchip as follows. The running buffer was
repared by removing luminol from the running buffer described

n the experimental section. Luminol solution was prepared by
issolving luminol in 20 mM carbonate buffer (pH 10.8) to give
he analyte solution. Hydrogen peroxide solution was fed into the

icro-flow line. The analyte solution of luminol was placed in R1,
nd analyzed using analytical procedures similar to those described
n the experimental section. The obtained electropherogram of
.5 mM luminol is shown in Fig. 4; the detailed analytical condi-
ions are given in the figure caption. Luminol was detected at ca.
.5 min with good reproducibility of CL intensities and migration
imes (RSD for both were less than 5%, n = 7–10). The analytical

onditions for luminol detection, including reagent concentra-
ions and flow rate, were taken into consideration for developing
he present microchip CE–CL detection system for antioxidants
nalyses.

d
c
p
T

ig. 5. Electropherograms of 1 mM nitroblue tetrazolium (NBT), 1 mM superoxide dismuta
uffer (pH 10.8) containing 0.5 mM luminol, 0.1 mM Cu(II), and 20 mM potassium sodiu
ydrogen peroxide at a flow rate of 0.5 �l min−1; and analyte, 1 mM each.
a 77 (2008) 514–517

.2. Separation and detection of antioxidants

The reaction between hydrogen peroxide and Cu(II) generates
ctive oxygen species, such as superoxide radical anions. Nitrob-
ue tetrazolium and sodium dismutase are well known as typical
ntioxidants or active oxygen trappers against superoxide radical
nions. Analyte solutions of nitroblue tetrazolium, superoxide dis-
utase, and the mixture of nitroblue tetrazolium and superoxide

ismutase were used as model analytes in analysis with the present
icrochip CE with CL detection system. Fig. 5 shows the corre-

ponding electropherograms of the above analytes. The negative
L peaks from the baseline formed by the CL reaction of lumi-
ol with hydrogen peroxide in the presence of Cu(II) catalyst were
bserved based on the reaction between the antioxidants (analytes)
nd the active oxygen (superoxide radical anion). The negative
L peaks responded over the range of 0.1–1 mM nitroblue tetra-
olium with the detection limit of 0.1 mM (S/N = 3) and 0.05–1 mM
odium dismutase with the detection limit of 0.05 mM (S/N = 3).
he components of the mixture analyte, nitroblue tetrazolium and
uperoxide dismutase, were well separated and detected within
a. 2 min. Their CL peaks were identified from the detection
ime of each single CL peak obtained with each single analyte
olution.

.3. Catechin analysis

In addition, we examined catechin (catechin mixture from green
ea) using the present system. Catechin is a well-known antioxi-
ant; it is one of the polyphenol derivatives that react with radical
pecies, such as hydroxyl radicals and superoxide radical anions.
he most included species of catechin in green tea is epigallocate-
hin gallate, and it is usually included more than 40% to the total
atechin amounts. Although the catechin mixture from green tea
as not separated by the present system under the conditions used,

he negative CL peak was observed on the electropherogram around
min.

Tentatively, we tried to estimate the total amounts of catechin in
etection system. First, the relationship between the catechin con-
entration of the above catechin mixture from green tea and the
ercentage inhibition due to the negative CL peak was examined.
he molecular weight of epigallocatechin gallate (458.37) was used

se (SOD), and their mixture solution. Conditions: running buffer, 20 mM carbonate
m tartrate; micro-flow line, 20 mM carbonate buffer (pH 10.8) containing 10 mM
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s that of the mixture. The negative CL peak responded over the
ange of 0.1–1 mM catechin with the detection limit of 0.1 mM
S/N = 3). The linear relationship was observed for the concentra-
ion range of 0.1–0.5 mM (correlation coefficient, 0.999). Such a
omparatively narrow responding range might be attributed to the
etection principle based on negative peak formation from the
aseline that shows high CL intensity. Ten-fold-diluted commer-
ial green tea beverages were analyzed using this system. Negative
L peaks were also observed on the electropherograms at elu-
ion times of ca. 2 min. By use of the above-mentioned calibration
urve, the commercial green teas, A, B, and C, were found to include
atechin at concentrations of 510, 220, and 150 �M, (average val-
es from 4–7 measurements), respectively. The data obtained
ith the present method were consistent with the manufactur-

rs’ reported catechin concentrations for A and C (530 and 170 �M,
espectively; the concentration of catechin in B has not been
eported).

. Conclusion

The microchip CE with CL detection system is well known as
ne of the most interesting �-TAS or a lab-on-a-chip devices; the
ange of its use must be increased in various ways. In this study, we
ntroduced, for the first time, the suppression of CL from luminol in
he presence of antioxidants into the microchip CE with CL detec-
ion system as a principle of antioxidant detection. Active oxygen
nd antioxidants are interesting from the point of view of specific

hemical species as well as medical science. Several model antioxi-
ants were subjected to the present microchip CE with CL detection
ystem. They were analyzed showing the negative CL peaks on the
lectropherograms based on the interaction between active oxygen
nd antioxidants.
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agnetic beads-based immunoassay as a sensitive alternative
or atrazine analysis

adalina Tudorache ∗, Anca Tencaliec, Camelia Bala
aboratory of Quality Control and Process Monitoring, Department of Analytical Chemistry, University of Bucharest,
-12 Regina Elisabeta, 030018 Bucharest, Romania

r t i c l e i n f o

rticle history:
eceived 15 January 2008
eceived in revised form 6 June 2008
ccepted 23 July 2008
vailable online 31 July 2008

a b s t r a c t

A new immunoassay strategy for sensitive atrazine determination based on magnetic beads is reported.
The immuno-method is a competitive solid-phase immunoassay where the anti-atrazine antibody is
immobilized on the magnetic beads surface and fixed at the reaction cell bottom using a simple mag-
net, which generates a magnetic field. Analyte and HRP (horseradish peroxidase) tracer compete for
active sites of antibody. After the immunointeractions antibody-analyte and antibody-tracer, atrazine
eywords:
mmunoassay

agnetic beads
trazine
esticides
ensitivity

quantification from the sample is performed by injection of the chemiluminescence substrate (luminol,
hydrogen peroxide and p-iodophenol). Different antibodies (polyIgG anti-atrazine Ab I and affinity purified
polyIgG anti-atrazine AbI) were tested in this configuration. Also, optimum concentration of antibody-
covered magnetic beads was set up (8 mg/l Ab II). Finally, the performance of magnetic beads-based
immunoassay for atrazine determination was evaluated demonstrating that the magnetic beads-based
immunoassay is one of the most sensitive method for atrazine determination (LoD = 3 pg/l, IC = 37 pg/l,

d
m
s
i
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m
p
l
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c
c
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o
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ook effect DR = 10–1000 pg/l).

. Introduction

Currently environmental immunoassay are facing an impor-
ant diversification after an exponential development in the
ineties [1]. Most of the papers published today in this field
eport new configurations of immunoassay dedicated to well-
nown pollutants, e.g. triazines (atrazine, simazine, propazine),
oplanar polychlorinated biphenyls (PCBs), polycyclic aromatic
ydrocarbons (PAHs), dioxins, trinitrotoluenes, etc. These new
nvironmental immunoassays represent a valuable supplement
o existing immunoassay techniques, since they are character-
zed by improved functional features such as high sensitivity and
electivity, rapid detection, simple analysis procedure and/or low
nfluence of the effects of the matrix samples [2–4]. Triazines can
e detected using an electrochemical/chemiluminescence com-

etitive immuno strategy based on magnetic beads (LoD = 6 ppt
nd 12.90 ppn, respectively) [5,6], a lateral-flow-based dip-
tick immunoassay format with hapten-protein-gold conjugate
LoD = 1 ppb) [7] or an impedimetric immunosensor using inter-

∗ Corresponding author at: Laboratory of Quality Control and Process Monitor-
ng, Faculty of Chemistry, University of Bucharest, 4-12 Boulevard Regina Elisabeta,
30018 Bucharest-3, Romania. Fax: +40 21 4104888.
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adalina.sandulescu@gmail.com (M. Tudorache).

c
b
o
a
v
t
i
w
o
f
p

039-9140/$ – see front matter © 2008 Published by Elsevier B.V.
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igitated �-electrodes (LoD = 8.34 ppb) [8]. Also, the PCBs can be
onitored with a disposable immunomagnetic electrochemical

ensor (LoD = 400 ppt) [9], while magnetic beads bioelectrochem-
cal immunosystem have been developed for PAHs determination
LoD = 50 ppt) [10]. As it can be observed, most of these analysis

ethods are from the same immunoassay group called magnetic
articles-based immunoassay, which represents a substantial evo-

ution of the immunoassay technique in the last few years.
Magnetic particles-based immunoassay is a relatively new

mmunoassay configuration where the magnetic particles are the
arriers/label of the biomolecules (antibodies). Magnetic parti-
les as immobilizing materials are of great interest in the pursuit
f increased stability of the surface-bound antibody, improved
rientation of the immobilized antibody as well as increase in
he protein loading [11]. Also, other advantages are more spe-
ific surface area obtained for the binding of larger amounts of
iomolecules, lower mass transfer resistance, selective separation
f the immobilized biomolecules from a reaction mixture by simple
pplication of a magnetic field and/or sensitive detection based on
ariation of the magnetic permeability of superparamagnetic par-
icles [12–15]. Magnetic particles are micro/nano-sized spheres of

ron oxide (Fe3O4 or �-Fe2O3) covered with a polymeric material

hich allows to attach, covalently/physically, usually the antibody
nto the particle surface. Recently, the particles size was reduced
rom micro- to nano-scale, improving the possibility of handling the
articles in suspension (avoiding the self-aggregation of magnetic
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articles!) [16]. Despite of their name magnetic particles, many of
he commercial beads are superparamagnetic, meaning that these
an immediately be magnetised with an external magnetic field
nd resuspended immediately once the magnet is removed. There
re many applications of this technique especially in the environ-
ental analysis area, and the number of paper are still growing,

emonstrating the current interest of the scientists in this area
5,9,10,17–24].

In this paper, we report a new format of magnetic particles-
ased immunoassay dedicated to atrazine determination.
he method principle is similar with solid-phase competitive
mmunoassay using chemiluminescence detection and performed
n a flow injection system. The antibody is directly immobilized on
he magnetic beads surface and the obtained bioactive material is
laced and kept in a reaction cell using a simple magnet, which
enerates a magnetic field strong enough to manipulate the
ntibody-coated particles. Samples containing the analyte and the
nzyme tracer are added in the reaction cell, successively. Both
f them compete for the same antibody active sites. After the
mmunoreaction antibody-analyte and antibody-tracer, the excess
f analyte and tracer are removed by washing the reaction cell.
inally, specific enzyme substrate composed by luminol, hydrogen
eroxide and p-iodophenol, is injected into the system. After
ubstrate reaction a chemiluminescent product is generated. The
nalyte concentration in the sample is calculated considering the
ecorded chemiluminescence signal. Optimum conditions were
elected for the flow injection immunoassay system (e.g. tracer
oncentration, nature of antibody, antibody-beads concentration).
he magnetic beads-based immunoassay with chemilumines-
ence detection allowed the sensitive atrazine determination
LoD = 3 pg/l atrazine).

. Experimental

.1. Materials

Atrazine were purchased from the Institute of Organic Industrial
hemistry, Poland. Stock solution of atrazine (1 ppm) was prepared

n distilled water and stored at room temperature. This solution was
onsecutively diluted with 10 mM PBS (phosphate buffer saline)
H 7.4 generating the proper standard solutions with different
trazine concentrations (e.g. 10−7 to 10−1 ppb atrazine) for further
xperiments. Atrazine derivative coupled to HRP (tracer) was syn-
hesized according to Giersch’s protocol [25]. A mixture of 1 mg of
trazine derivative (6-{{4-chloro-6[(1-methyl-ethyl)amino]-1,3,5-
riazin-2-yl}amino}hexanoic acid), 1.7 mg N-hydroxy succimide
NHS) and 6.2 mg N,N′-dicyclohexyl carbodiimide (DCC) in 130 �l
f dry dimethyl formamide (DMF) was incubated for 18 h at room
emperature under stirring. 22 �l of the resulting activated ester
olution was added slowly to 0.5 ml of 1 mg/ml HRP (peroxidase,
ype VI-A from horseradish, SIGMA, 1280 units/mg solid) in 130 mM
aHCO3 under stirring conditions. The reaction mixture was cen-

rifugated and the supernatant purified on PD-10 column using
0 mM PBS at pH 7.4 for elution. Stock solution of the enzyme tracer
as used for daily preparation of the working solution diluting to
:500 with PBS (10 mM, pH 7.4).

Polyclonal IgG anti-atrazine from rabbit (ARINA) (Lot-A9) Ab
and affinity purified anti-atrazine antibodies from sheep Ab II
ere kindly provided by Prof. Sergei Eremin (Lomonosov Moscow
tate University, Russia) and Dr. Ram Abuknesha (Kings College,
niversity of London, UK). Antibodies stock solutions were diluted
roperly with PBS (10 mM, pH 7.4). Both antibodies were immo-
ilised on the magnetic beads surface (3 �m diameter, COOH
ctive groups on the surface, Micromod, Rostock, Germany) based

(
n
c
o
2
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n covalent attachment [26]. Therefore, the COOH groups on
he magnetic particles surface were activated with 4 mg EDAC
1-ethyl-3-(3-dimethylamino-propyl)carbodiimide) and 8 mg NHS
issolved in 1 ml MES (2-[N-morpholino]ethanesulfonic acid)
uffer (pH 6.3). Then, 1 ml of 200 �g/ml Ab solution (dissolved in
.1 MES buffer) was added to the particles performing the covalent
ttachment ( NH CO ). Finally, Ab-modified beads were treated
ith glycine solution for avoiding the unspecific binding on the
articles surface. All the time the particles were suspended and
ollected from the liquid phase using a magnetic field generated by
ermanent magnet [26].

Phosphate buffer saline (PBS) was prepared as stock solution
f 100 mM concentration according to the following method: 80 g
aCl, 2 g KCl, 14.3 g Na2HPO4×2H2O and 3.43 g KH2PO4 were dis-

olved in 1 l distilled water and the pH was adjusted with either
aOH or HCl. All the reagents were purchased from Merck, Darm-

tadt, Germany. The stock solution of PBS (100 mM) was diluted
ith distilled water until reached 10 mM PBS concentration (pH

.4).
The chemiluminescence substrate solution contained 2.76 �M

2O2 (hydrogen peroxide) from a stock solution of 33% H2O2,
.56 �M luminol (5-amino-2,3-dihydro-1,4-phthalazinedione)
rom a stock solution of 50 mM luminol in dimethyl sulphoxide
DMS) and 8.25 �M 4-iodophenol (PIP) from a stock solution of
50 mM in DMS. The reagents of the chemiluminescence substrate
ere from Sigma–Aldrich, Steinheim, Germany. Dilution of sub-

trate reagents was performed in PBS buffer pH 10, in order to
uarantee a proper environment for chemiluminescence reaction.

25% MeOH (Sigma–Aldrich, Steinheim, Germany) solution in
istilled water acidified with five drops of 30% HCl solution was
sed to remove the antigen (atrazine) from the immunocomplex
ntibody-antigen on the magnetic beads surface in order to re-use
he particle for new analysis.

. Instruments

A flow injection system was set up for experiments, i.e. peri-
taltic pump with two channels (Minipuls 3, Gilson, Middleton,
SA), manual injection valve (Rheodyne, USA) with two posi-

ions and six ports, reaction cell and chemiluminescence detector
Hamammatzu, Japan). The reaction cell was designed as 2 Plexi-
las blocks clamped together by 10 screws. Inside of the cell, the
eaction chamber looks like a channel of 100 �l volume, having a
ylindrical shape. Here, the magnetic beads introduced by simple
njection can be kept on the reaction cell bottom applying a mag-
etic field. Permanent neodymium magnet 12 cm×2.5 cm×0.5 cm
Hyab Magneter AB, Bromma, Sweden) placed outside of the reac-
ion cell, very close to the bottom of the cell provided necessary

agnetic field. Chemiluminescence detector is a photomultiplier
ube (Hamamatzu, Japan) positioned together with the reaction
ell in a black box in order to avoid the light interference on chemi-
uminescence detection. A computer PC records and prepares the
nalytical signal.

.1. Method

Magnetic beads-based immunoassay method for atrazine deter-
ination is presented in Fig. 1. The immuno analysis was lunched

y inserting the antibody-beads suspension in the reaction cell

step 1). The suspension was prepared in 10 mM PBS pH 7.4. A
eodymium magnet, placed underneath the channel of the reaction
ell, provided a magnetic field that fixed the beads at the bottom
f the channel by its magnetic force during the experiments (step
). To remove those beads that not hade been fixed, the cell chan-
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Fig. 1. Principle steps for performing

el was flushed with PBS solution (40 �l/min) for 10 min (step 3).
hen, the analyte standard solution/sample containing the analyte
atrazine) was injected and was drive to the magnetic beads place
step 4). When the analyte comes in contact with the antibody, the
ow was stopped for 3 min (incubation time for imunoreagents).
fter washing the excess of the analyte (step 5), tracer solution is
dded into the system for titration of the antibody free sites (step
). Incubation of the tracer (3 min) was followed by washing step
or elimination of tracer free fraction (unbound tracer) (step 7) and
hen injection of the chemiluminescence substrate in the reaction
ell (step 8). The chemiluminescence signal indicates indirectly the
nalyte concentration in the sample, since that signal was propor-
ional with bound fraction of the tracer.

Finally, the magnetic beads covered with antibody were regen-
rated using 25% MeOH solution, which allowed cutting antibody
ntigen bound removing the antigen and conserving the antibody
ctive sites.

. Results and discussions

The principle of magnetic beads-based immunoassay method
eveloped for atrazine determination combines the features of
solid-phase competitive immunoassay with a sensitive chemi-
uminescence detection technique. The anti-atrazine antibody is
ovalently immobilized on the magnetic particles surface. The
agnetic beads play a double role in this case. First, the par-

icles are solid support for biomolecules. Also, they are carrier
or the antibody allowing easily manipulation of the antibody

o
g
s
t
o

agnetic beads-based immunoassay.

or improving the kinetic of the immunointeraction antibody-
ntigen and increasing the immunoassay sensitivity. Therefore, the
ensitivity of the magnetic beads-based immunoassay method is
trongly influenced by the nature and concentration of the “com-
lex” magnetic bead-antibody. We dedicated several experiments
or choosing the right anti-atrazine antibody and also setting the
roper antibody-beads concentration for our application. Also,
ther parameters influencing the immunoassay performances
e.g. tracer concentration, incubation time for immunointeraction
ntibody-tracer/antibody-antigen, flow rate, injection loop, chemi-
uminescence substrate composition, etc.) were set up at optimum
alue (the corresponding experimental data are not included in this
aper).

.1. Optimization of the immunoprocess

It is well known that the sensitivity of the competitive
mmunoassay can be easily improved if we chose the optimum
ombination of tracer and antibody, considering the nature and also
he concentration of these immunoreagents [27]. According to this,
everal dilutions of the tracer (atrazine derivative-HRP) stock solu-
ion were tested having in mind to saturate the antibody active sites
ith tracer molecule for a good competition with the analyte. The
btained results indicated that lower dilution of tracer than 1:500
ave similar signals, which mean 1:500 dilution of tracer stock
olution allowed blocking all the antibody affinity sites. Therefore,
he following experiments were performed using tracer solution
f 1:500 diluted tracer stock solution. The experimental results are
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developed magnetic beads-based immunoassay is a very sensitive
method for atrazine analysis. This could be a cumulative effect due
to high Ab II affinity for atrazine and also the use of magnetic beads
as solid support/carrier for biomolecules.
ig. 2. Influence of antibody type on the magnetic beads-based immunoassay sen-
itivity (Ab I, polyIgG anti-atrazine; Ab II, affinity purified polyIgG anti-atrazine)
n = 3).

ot presented in this paper. Then, experimental parameters such
s flow rate, injection loop volume, incubation time for immunore-
gents were set up at optimum value (i.e. 100 �l/min, 100 �l, 3 min,
espectively). Since, those experiments are usual in immunoassay,
e consider unnecessary to present the corresponding experimen-

al data.
Further, we were looking for the best anti-atrazine antibody

ype in order to get a sensitive determination of atrazine using the
agnetic beads-based immunoassay. Two different anti-atrazine

ntibodies were tested in the immunoassay configuration (see
ig. 2), polyclonal IgG anti-atrazine antibody (Ab I) and affinity puri-
ed anti-atrazine antibody (Ab II). Ab I is original antisera simple
urified by ammonium phosphate precipitation and Ab II is affin-

ty purified polyclonal antisera using an analyte affinity column.
herefore, Ab I contains a mixture of clones and only a fraction of
hem has affinity for our analyte (atrazine), while clones specific
or atrazine can be found in Ab II solution. In both cases, the dilu-
ion curve of atrazine was performed (Fig. 2) and the characteristics
f the analysis were compared. As we already expected according
ith the antibody composition, Ab II led to detect lower concentra-

ion of atrazine than Ab I (e.g. LoD = 0.54 and 0.027 ng/l for Ab I and
b II, respectively). So that, Ab II was chosen to be used for futher
xperiments. The LoD values were calculated as analyte concen-
ration generating 10% decrease of the maximum analytical signal
corresponding to zero dose). The calculation principle indicated
reviously was used for all the LoD values presented in this paper.

Unfortunately, the atrazine dilution curve for Ab II presented an
pparent “low dose hook effect” [28–30] (see Fig. 2), which means
he analytical signal increase little bit when lower analyte concen-
rations are added. The expectation was that the analytical signal
ecreased when the analyte was interacting with the Ab. We sup-
osed that this “anomaly” is generated by an “apparent” increase
f antibody activity in the presence of analyte at low concentra-
ions. This is not a general behavior of antibody, but could be met
ometimes for low and/or high concentration of analyte (low/high
ose hook effect). Similar observations were reported previously
or the same antibody, but in another immunoassay configuration
31], which means that “low dose hook effect” characterizes this
ffinity antibody activity for low atrazine concentration.

In order to elucidate this strength behavior, we made additional
xperiments varying the antibody concentration (e.g. 40, 20 and

mg/l Ab II). All other immunoassay parameters were kept con-

tant (e.g. tracer concentration, analyte concentrations, etc.). The
btained results are plotted in Fig. 3. It is visible that the intensity
f “low dose hook effect” is diminished by decreasing the Ab II con-

F
f
8

ig. 3. Evaluation of the antibody concentration effect on the intensity of “low dose
ook effect” (n = 3).

entration. For concentration of 8 mg/l Ab II, this effect is totally
liminated. Based on those experimental results, we demonstrated
hat “low dose hook effect” is a direct consequence of the antibody
oncentration vs. analyte/tracer concentration. A valuable expla-
ation of this behavior could be that the antibody molecules are
oupled together for solutions with high antibody concentration.
n the presence of analyte molecules, the antibody–antibody inter-
ctions are cut off and more antibody molecules are able to bind
nalyte/tracer. Therefore, the bound fraction of the tracer increases
eading to higher chemiluminescence signal.

Based on the previous experimental observations, concentration
f 8 mg/l Ab II was set up as optimum antibody concentration for
eveloping a sensitive magnetic beads-based immunoassay.

.2. Characterization of the magnetic beads-based immunoassay

After a careful set up of the immunoassay parameters (e.g. tracer
nd antibody concentration), a calibration plot of the magnetic
eads-based immunoassay method was performed in the range of
–10−2 ppb atrazine concentration (Fig. 4). Three different injec-
ions were done for each atrazine concentration.

The sensitivity of this method was expressed as LoD = 3 pg/l
alculated for 10% inhibition of the chemiluminescence signal
orresponding to zero dose. Also, the method is characterized
y IC50 = 37 pg/l and DR = 10–1000 pg/l. As we can observe, the
ig. 4. Dilution curve of atrazine performing magnetic beads-based immunoassay
or the optimum experimental conditions: 1:250 dilution grade of HRP tracer and
mg/l Ab II (n = 3).
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The method is characterized by a good repeatability as well
s reproducibility (7.35% and 15%, calculated for n = 3 replicates,
espectively). The precision of the analysis for each atrazine
oncentration (repeatability) was calculated based on triplicates
njections, while the inter-assay precision (reproducibility) was cal-
ulated based on three calibration curves performed in different
ays.

. Conclusions

A very sensitive immunoassay method has been developed for
trazine determination allowing to detect atrazine at pg/l level.
ased on our knowledge, this method seems to be one of the most
ensitive one for atrazine determination at this time. This is due
o the use of a high affinity antibody (affinity purified antibody)
nd also to a sensitive detection principle (e.g. chemiluminescence
etection). Another important reason for high method sensitivity is
he involvement of the magnetic beads as solid support/carrier for
he antibody. In this way, low concentration of the antibody was
sed because the magnetic beads allowed to orientate the anti-
ody in a favorable way for the immunointeraction. Also, an easy
nd efficient separation of bound and free fraction of tracer could
e done, avoiding the most frequent errors introduced in this step
or usual immunoassay procedure. The antibody-coated magnetic
eads could be used for several analyses (after 10 analyses the bind-

ng capacity decreased with 2.4% and further after 20 analysis the
inding capacity decreased with only 15%) if a regeneration step
nded the immunoassay procedure. In this way, the problem of
igh antibody consumption was solved.
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The objective of this work was to make a contribution to study the potential of the sequential injection-
lab-on-valve (SI-LOV) format for the miniaturization of enzymatic assays, by using different measurement
modes (peak height and initialrate-based measurement). A LOV system was developed for the enzy-
matic assay of ethanol in beverages, based on the conversion of ethanol to acetaldehyde by alcohol
dehydrogenase, using spectrophotometric detection. The use of the kinetic-based approach permits the
applicability of the enzymatic determination to samples with intrinsic absorption, with a higher deter-
I-LOV spectrophotometry
thanol
lcohol dehydrogenase
everages

nitial rate measurement
eak height measurement

mination throughput.
A linear dynamic application range up to 0.040% (v/v) was achieved for both initial rate and for the peak

height measurement, with good repeatability (R.S.D. < 5.0% and <1.0%, respectively). Enzyme, NAD+, buffer
and sample consumption per assay were 0.12 U, 0.066 mg, 150 and 15 �L, respectively. The determination
rate achieved was 37 and 27 determinations h−1 for the initial rate and for the peak height measurement,
respectively. The results obtained for several alcoholic beverages, including a certified sample material,
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were not statistically diffe

. Introduction

Flow analysis systems have been gaining an increased impor-
ance in wet analytical chemistry. This fact can be mainly explained
y the possibility of automating analytical chemical procedures
ith a simultaneous dramatic decrease in reagents consumption.

he trend for automation and miniaturization is particularly impor-
ant for biochemical methods of analysis, due to the elevated costs
f the reagents involved in enzymatic and immuno-assays, as well
s by the often-limited amount of the samples available. Therefore,
he possibility to perform the biochemical assays within small-
ntegrated manifolds through flow-based automation of sample
nd reagent handling has received increased attention.

In this scenario, flow methods became widely popular among
he scientific community, due to the possibility of automatic sam-
le handing resorting to mostly simple and low cost apparatus.

hese approaches consist in the injection of a well-defined volume
f sample solution into a carrier stream in a reproducible way [1];
ne or more reagents can be added downstream and the product is
easured in a suitable flow through detector.

∗ Corresponding author. Tel.: +351 225580064; fax: +351 225090351.
E-mail address: aorangel@esb.ucp.pt (A.O.S.S. Rangel).
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rom those obtained by the reference procedures.
© 2008 Elsevier B.V. All rights reserved.

Although these systems have proven to be an effective way
f automating various biochemical methods, further downscaling
ould be important. In this context of downscaling and miniatur-

zation one of the frequent objections to the micro- or nano-scale
nalytical circuits is their probable susceptibility to clogging when
real” samples are to be analyzed. In the sequential injection-lab-
n-valve (SI-LOV) format the circuits are downsized only to the
icrolitre scale, being still easy to manipulate, but already in a

ompact format [2]. Like in sequential injection analysis (SIA), in
SI-LOV system, a well-defined volume of sample and reagents

re sequentially aspirated to the holding coil and then propelled
y reversed flow to the detector. In this equipment the mani-
old/detector is integrated on the top of the selection valve in a
obust way, so the miniaturization is possible because of the prox-
mity of the injection port to the flow cell [3]. Unlike traditional
IA, there is no need for the plugs to travel a distant path in the
OV format, since the volumes of sample and reagents involved are
n a microliter scale. Therefore, an efficient overlapping of reagent
ones is achieved in a repeatable way. The physical configurations

f the flow channels are also designed to improve the mixing con-
itions. This way, one of the limitations attributed to SIA, the lack
f efficient reagent/sample overlapping as a source of inaccuracy,
specially when sample is contaminated by interfering species that
lso consume reagent in the overlapping zone, can be overcome.
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Fig. 1. Configuration of �SI-LOV system for the determination of ethanol; ADH, alco-
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The objective of this work was to study the potential of the
I-LOV format for the miniaturization of enzymatic assays. As a
ase study, we selected the enzymatic determination of ethanol
n alcoholic beverages, an important parameter to define the
uality and the stability of the product. The reference methods
roposed by Office International de la Vigne et du Vin (OIV)
re complex, laborious and most of them require distillation as
ample pre-treatment [4–6]. To overcome these disadvantages
nzymatic flow systems were developed for this determination
7–17]. Most of these methods exploit the reaction between the
mmobilized alcohol dehydrogenase with ethanol in the presence
f NAD+ to produce acetaldehyde and NADH. The detection is gen-
rally spectrophotometric of the produced NADH at 340 nm. The
ethods are fast, simple and do not require any other sample

re-treatment than dilution, however the process of enzyme immo-
ilization frequently involves the manipulation of toxic reagents
glutaraldehyde), and the support material used for the immo-
ilization process (controlled pore glass) can add to the cost of
nalysis.

In this scenario, our study comprised two main aspects: (i) the
se of the SI-LOV format to further miniaturize the flow system
nd prevent the need for the enzyme immobilization; this study
mplied the assessment of the efficiency of the zones overlapping
n LOV; (ii) comparison of two quantification methodologies, peak
eight based versus initial rate measurement; the latter one to cope
ith the possible interference of the sample intrinsic absorption

3,18].

. Experimental

.1. Reagent and solutions

All chemicals were of analytical reagent grade, and boiled Milli-
water (resistivity 18 M� cm−1) was used throughout the work.

he buffer solution (pH 9.5) was prepared weekly by dissolving
.58 g of Na4P2O7·10H2O in 250.0 mL of water. The pH of this solu-
ion was adjusted with phosphoric acid 8%, v/v. The buffer for the
nzyme suspension (pH 7.5) was prepared by dissolving 0.178 g of
a2HPO4·2H2O in 100.0 mL of water.

To daily prepare the working enzyme solution, 1 mg of
yophilized ADH (alcohol dehydrogenase, EC 1.1.1.1, from baker
east, A7011, Sigma) was re-suspended in 1.00 mL of enzyme buffer
H 7.5, and this suspension was further diluted to 1.00 mL in the
ame buffer in a way to achieve the concentration of 24 U mL−1 in
he working reagent solution. The cofactor solution was prepared
aily by dissolving 0.0664 g of NAD+ (NAD+, free acid grade II,∼98%,
0621650001, Roche) in 5.00 mL of water.

The working standard solutions of ethanol were prepared daily
rom the stock standard solution (ethanol absolute pro analysis,
210861212, UN1170, Panreac Quimica, SA) in a range between
.010% and 0.040% (v/v).

For the zone overlapping study, a 24 mg L−1 bromothymol blue
olution was prepared as described by Ruzicka and Hansen [1]. The
arrier solution used for this study was borax 0.01 M.

.2. Samples

Samples were purchased in a local supermarket. A total of 10
amples were analyzed, using the content of the same bottle for the

eference and for the developed flow methods. For the table wine
nd spirit samples no other treatment than dilution was applied
efore sample analysis. Table wines were 350 times diluted, and
he spirit samples were diluted 2500 times. The beer samples were
ltered, degassed and 400 times diluted before analysis.

p

2

s

ol dehydrogenase 24 U mL−1; NAD+, cofactor 20 mM; Buffer, phosphate buffer pH
.5; W, waste; Carrier, water; SP, syringe pump (2.5 mL); HC, holding coil; FC, flow
ell; OFC, optical fibre cable; P, peristaltic pump; Detector, diode-array spectropho-
ometer.

A certified reference sample of low alcohol level wine was also
nalyzed (CRM 653, wine, nominal 0.5%, v/v). This sample was 20
imes diluted before introduction into the SI-LOV system.

.3. Apparatus

The SI-LOV system (FIAlab-3500, FIAlab Instruments, Medina,
A, USA) presented in Fig. 1 consisting of a bi-directional syringe

ump (2500 �L of volume), a holding coil, a bi-directional variable
peed peristaltic pump and a lab-on-valve manifold mounted on
he top of a six-port multi-position valve, was used.

The USB 2000 Ocean Optics, a diode array spectrophotome-
er equipped with fiber optics (i.d.: 200 �m), and a DH-2000-BAL

ikropack, UV/Vis/NIR light source, was used. FIAlab for windows
.0 software on an Intel Pentium III Computer (995 mHz, 128 MB)
ontrolled the system.

.4. Flow procedure

.4.1. Peak height measurement
The initial steps (A–F) in Table 1 of the flow protocol were similar

or the peak height and for the initial rate measurement. Those steps
onsisted in aspiration of carrier, buffer, sample and reagents to the
olding coil: 1000 �L of carrier, then 50 �L of buffer, 15 �L of sample
olution, 5 �L of ADH, 5 �L of NAD+ and finally 100 �L of buffer.
n the case of the peak height measurement, the following steps
G–J) consisted in reversing the flow and propelling the mixture,
fter 30 s of stop time in the holding coil, to the flow cell where the
bsorbance was measured.

.4.2. Initial rate measurement
In this case, the stacked zones (steps K–M) were directed to the

ow cell and the flow was stopped and the change in absorbance
as monitored during 15 s. Afterwards, the reaction zone was dis-

ensed.

.4.3. Reference procedures
The reference methods used for beer and wine samples con-

isted in the distillation of the sample [4,5], and Anton Paar DMA
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Table 1
Flow protocol

Step Description Volume
(�L)

Flow rate
(�L/s)

Selection valve
position

A Aspirate carrier to HC 1000 100 –
B Aspirate buffer to HC 50 80 6
C Aspirate sample to HC 15 25 5
D Aspirate enzyme to HC 5 25 3
E Aspirate cofactor to HC 5 25 4
F Aspirate buffer to HC 100 25 6

Peak height measurement
G Reverse flow, reference scan 10 15 2
H Stop period (30 s) – – –
I Dispense HC content, data acquisition 450 15 2
J System washing, SP empty – 100 2

Initial rate measurement

5
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d
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Table 2
Study of the overlapping of reagent zones using a model solution of bromothymol
blue (24 mg L−1)

Aspiration sequence Volume (�L)

A B C D E F

Plug1: buffer 50 100 50 50 50 50
Plug2: sample 50 50 50 25 15 15
Plug3: enzyme 25 25 25 10 5 5
Plug4: cofactor 25 25 25 10 5 5
Plug5: buffer 50 50 100 100 100 50
Wt

a (s) 25 32 34 28 20 15
Wo

b (s) 13 9 16 17 16 8
Hc 0.331 0.337 0.270 0.138 0.096 0.127

A–F correspond to different configuration and volumes tested.

l

t
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z
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w
1
o

F
1

K Dispense selection of stacked zones 100 15 2
L Stop period (15 s), data acquisition – – –
M System washing, SP empty – 100 2

000 Density meter was used for the measurement of the volu-
etric alcohol content of the distillates [4]. The spirit samples were

iluted [6] before Density meter reading [4].

. Results and discussion

.1. Study of the overlapping of reagent zones

Enzymatic assays usually comprise the mixing of various solu-
ions like sample, enzyme, buffer and frequently cofactor solutions.
herefore, when these assays are carried out in SIA, the number
f plugs and the aspiration order are determined by the involved
nzymatic reaction. In this work, the enzymatic assay is based on
he reaction between ethanol and alcohol dehydrogenase in the
resence of NAD+ (cofactor), producing acetaldehyde and NADH.
he formation of the reduced cofactor is measured spectropho-
ometrically at 340 nm. Additionally, the reaction occurs under
ontrolled pH. Based on these conditions, the overlapping and mix-
ng of the reagent zones is of great importance. Firstly the aspiration

equence was defined as buffer–sample–enzyme–cofactor–buffer;
uffer solutions in the front and in the rear part of the sequence
ere used to sandwich the other reagents and assure the adjust-
ent of the reaction pH. Within the sandwiched zone the sequence

f the other reagents was selected to promote the penetration of

e
m
v
(
z

ig. 2. Recorded peak profiles (Pi) obtained by the injection of 24 mg L−1 of bromothymol
5 �L of sample, P3 5 �L of enzyme, P4 5 �L of cofactor and P5 100 �L of buffer.
a Total baseline width of the dispersed sample–enzyme–cofactor reagent zones.
b Baseline width of the sample–enzyme–cofactor reagent zone with total over-

apping.
c Peak height absorbance of the enzyme zone.

he sample zone through the enzyme and cofactor sections [19,20].
n preliminary experiments, the aspiration flow rates were stud-
ed with the objective of using low sampling volumes with good
epeatability. These preliminary studies were carried out using a
romothymol blue model solution (24 mg L−1): when a combina-
ion of aspiration flow rate and volume uptaken fulfilled the criteria
f R.S.D. < 5% (n = 10) for the absorbance values, it was applied in the
nzymatic method. To assess the effect of the dimensions of the
ntroduced reagent zones on the efficiency of the mixing, a study
imilar to Gübeli et al. [20] was carried out using also the model
olution of bromothymol blue (24 mg L−1). Using a borax solution
0.01 M) as carrier, the bromothymol blue solution was introduced
equentially in each port involved and the resulted peak profiles
ere recorded. The distance across the dispersed zone (Wt), the

one of total overlapping between the reagents (Wo) and the peak
eight absorbance (H) were measured. These parameters and the
olumes studied are resumed in Table 2.

In configurations A–C, the relative volumes of the buffer zones
ere studied maintaining the total volume of the other zones at

00 �L. In configuration C; although Wt was the largest, the zone
f total overlapping between the reagents had also the largest

xtension, therefore this combination of the buffer solutions was
aintained. To further improve the mixing conditions, the total

olume of the sample–enzyme–cofactor sequence was reduced
configurations C–E); as expected, the dispersion of the enzyme
one increased (H decreased) with decreasing the total volume.

blue and corresponding aspiration sequence. P1 corresponds to 50 �L of buffer, P2
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otal overlapping between the sample, the enzyme and the cofac-
or zone was achieved in configuration E. With the objective of
educing the dispersion of the critical enzyme zone, while main-
aining the low injection volumes, the last buffer zone was reduced
o half (configuration F), the degree of overlapping of the zones
eteriorated. Moreover, there is a need for a larger zone of the
uffer solution to reach the flow cell before the reaction zone to
erform a reference scan before the measurement. Therefore the
onfiguration of E (Fig. 2) was maintained during the further stud-
es. The repeatability of this aspiration sequence was also evaluated
sing the bromothymol blue solution. Good repeatability was found
n = 10) for all the volumes used in the sequence; 50 �L of buffer
R.S.D. < 0.7%), 15 �L sample (R.S.D. < 1.0%); 5 �L enzyme solution
R.S.D. < 2.9%); 5 �L cofactor solution (R.S.D. < 3.0%) and 100 �L of
uffer (R.S.D. < 0.4%).

It can be also concluded from Fig. 2 that in this aspiration
equence the dispersion of the cofactor and the enzyme zone is
qual; therefore the order of aspiration of these two zones would
ot affect the overlapping of the reagent zones.

.2. Study of the enzymatic reaction for peak height
easurement mode

After establishing the volume of the reagent zones, a study of the
nfluence of the chemical parameters (pH, NAD+ and ADH concen-
ration) on the sensitivity of the enzymatic reaction was studied.
nivariate procedure was applied and the sensitivity achieved in

he range of 0.00–0.040% (v/v) of ethanol was monitored using the
eak height measurement mode.

Initial conditions were established as diphosphate buffer pH
.5 and 20 mM and 24 U mL−1 as NAD+ and ADH concentrations,
espectively, based on the previously published work [13] for the
ame determination using a SIA manifold.

The NAD+ concentration was studied in a range between 10 and
0 mM. The sensitivity increased about 56% with the increase of
he concentration from 10 to 20 mM. For higher concentrations the
ensitivity decreased by 10%; therefore the concentration was set
o 20 mM.

The effect of the enzyme concentration was studied for 14, 24
nd 56 U mL−1. The sensitivity increased 85% when the concentra-
ion was raised from 14 to 24 U mL−1. By further increasing the
oncentration, the sensitivity did not show any further improve-

ent, for that reason the concentration used was 24 U mL−1.
The working pH is essential to assure the activity of the enzyme.

his parameter was studied in a range between 8.5 and 10. The pH
elected was 9.5 since it presented a higher sensitivity and was
lose to the reported optimum pH for this enzyme [21].

3

t
r

Fig. 3. Variation of the absorbance with the increase of the concentration of eth
a 77 (2008) 494–499 497

One way to enhance the sensitivity of enzymatic reactions is
o increase the reaction time before detection. In a LOV system
his approach is quite easily accomplished by introducing a stop
eriod in the program sequence. A stop time (time elapsed between
ow reversal of the stacked zones and propulsion to the detector)
etween 10 and 40 s was studied. The sensitivity increased with the
top time in the range of 10–30 s, but decreased about 57% when
he stop time was 40 s. Thus the stop time selected was 30 s.

.3. Initial rate measurement mode

When samples exhibit either an intrinsic absorption or poten-
ial interferents with reaction kinetics different from the analyte,
he initial reaction rate measurement could be the most efficient
ay to overcome these difficulties. The LOV format is particularly

uitable for kinetic-based measurements due to the easy manip-
lation of time sequences and the low volumes involved. In this
ase the stacked zones in the holding coil can be sent to the flow
ell and the rate of product formation can be monitored during a
re-set time period. In this measurement mode, not only the length
f the stop period is important for achieving adequate sensitivity
nd linearity, but also the volume used to propel the reagent zones
o the flow cell. This volume will define what portion of the dis-
ersed reagents/sample zone will be monitored during the initial
ate measurement [18,19,22]. This volume will also define the rela-
ive concentrations of the reagents and the sample inside the flow
ell. These flow reversal volumes were studied between 90 and
20 �L, with 5 �L increments. A higher initial rate (�A/�t) was
chieved using a 100 �L volume; therefore this volume was set.

The stop time in the flow cell was studied in the range of 10–40 s.
hen this stop time was higher than 15 s the total number of

ecorded data (spectrophotometer specifications allow a reading
requency of 2 Hz) did not give a linear relationship. Therefore the
esults of the kinetic method were obtained from initial reaction
ate using the data collected during the first 10 s of the stop period.
ig. 3 illustrates the increase of the initial rate with the increase
f the ethanol concentration. It can be concluded that, besides the
reviously mentioned advantages concerning spectral and chem-

cal interferences, the initial rate approach also presents a higher
etermination rate.
.4. Figures of merit

The performance of the proposed methods was evaluated in
erms of reagent consumption, application range, determination
ate, repeatability and accuracy (Table 3). Both peak height mea-

anol by (A) initial rate measurements and (B) peak height measurement.
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Table 3
Figures of merit of the proposed methods

Parameter Peak height
measurement

Initial rate
measurement

Reagent consumption per assay
ADH 0.12 U 0.12 U
NAD+ 0.066 mg 0.066 mg
Sample solution 15 �L 15 �L
Buffer 150 �L 150 �L

Waste production per assay 1.2 mL 1.2 mL
Application range Up to 0.04% (v/v) Up to 0.04% (v/v)
Determination rate 27 h−1 37 h−1

LOD 0.003% (v/v) 0.004% (v/v)
LOQ 0.009% (v/v) 0.01% (v/v)
Repeatability (R.S.D.) 1.0% (9.1%, v/v) (n = 4) 5.0% (9.4%, v/v) (n = 6)

0.7% (11.1%, v/v) (n = 4) 4.0% (11.0%, v/v) (n = 8)
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2.5% (38.3%, v/v) (n = 10)
4.6% (40.3%, v/v) (n = 10)

urement and initial rate measurement have the same reagent
onsumption, and they were linear up to 0.040%, v/v. The sam-
ling rate was higher for the initial rate measurement. R.S.D.’s
ere below 5.0% in a range between 5.2% and 40.3% (v/v). The

ccepted precision for a reference method is established as ±0.1%
v/v) ethanol, referring to the measurement of different phys-
cal properties of the distilled samples. When looking at the
esults in Tables 3 and 4, the developed methods show worse
epeatability, but it must be kept in mind that these assays were
erformed on the whole sample without distillation, and that the
btained precision is adequate for the control of the fermentation
rocess [23]. The limit of detection and the limit of quantifi-
ation were calculated as recommended by Miller and Miller

24].

The reproducibility of the initial rate measurement was eval-
ated by performing the calibration procedure under identical
peration conditions during a working day. Applying a single factor

able 4
omparison of the results obtained for the analysis of different beverages according
o the reference and the developed procedures

ample Reference methods
%a ethanol (v/v)

%Ethanol (v/v)

Peak height
measurementb

Initial rate
measurementb

ed table wine 9.3 (±0.1) 9.1 (±0.1) 9.7 (±0.6)
ed table wine 12.4 (±0.1) 12.3 (±0.9) 12.3 (±0.2)
ed table wine 11.1 (±0.1) 11.1 (±0.1) 10.4 (±2.9)
hite table wine 10.2 (±0.1) 10.4 (±0.1) 10.4 (±0.1)

eer 1 5.2 (±0.1) – 5.1 (±1.2)
eer 2 4.6 (±0.1) – 4.8 (±0.5)
eer 3 4.7 (±0.1) – 4.7 (±0.2)
pirit 1 36.7 (±0.1) – 36.7 (±3.7)
pirit 2 36.6 (±0.1) – 36.3 (±2.9)
pirit 3 39.2 (±0.1) – 39.8 (± 2.0)

a Mean and accepted precision for n = 3.
b Mean and standard deviation for n = 3.

able 5
esults obtained in the analysis of the certified reference wine sample, CRM 653

ertified value, % ethanol (v/v) 0.539±0.0095a

eak height measurement, % ethanol (v/v) 0.537±0.025b

(˛ = 0.05)c 0.03
nitial rate measurement, % ethanol (v/v) 0.548±0.026b

(˛ = 0.05)c 0.15

a Laboratory mean and standard deviation of laboratory means.
b Mean and standard deviation for n = 7.
c t critical: 2.45. Ta
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NOVA [24] treatment between and within day for the calibration
urves revealed no significant differences for a 95% confidence level.

.5. Application to beverage samples

To evaluate the accuracy of the proposed methods, a total of
0 beverage samples were analyzed. The reference procedure was
lso carried out using the same content of the bottle. The results
btained in the analysis are presented in Table 4.

The linear relationships (Cpeak height meas. = C0 + SCref. meth.)
nd (Cinitial rate meas. = C0 + SCref. meth.) were established (n = 4
nd 10, respectively) and are described by the equations
peak height =−0.056 (±4.245) + 1.003 (±0.393)Cref. meth., and
initial rate meas. =−0.037 (±0.446) + 1.003 (±0.021)Cref. meth. [25].
alues presented in parentheses represent the limits of the 95%
onfidence intervals for the equation parameters. These values
emonstrate that the obtained results were not statistically
ifferent.

A certified wine sample, CRM 653, with a low level alcohol (0.5%,
/v nominal value) was also analyzed. In this case the sample was
0 times diluted before introduction into the system, resulting in
much higher matrix to analyte ratio than in the case of the table
ines. The results obtained for the peak height and the initial rate
easurement presented in Table 5 show good agreement with the

ertified value [25].

. Conclusions

The results obtained for the enzymatic determination of ethanol
n beverages were comparable to those obtained by the refer-
nce method with good repeatability, minimum sample treatment
nd low reagent consumption. The low reagent consumption is an
dvantage when compared with some flow methodologies for the
ame determination (Table 6). The application range and the cor-
esponding detection limits are comparable to those obtained by
he other flow methodologies. The limit of detection for the pro-
osed method is lower than the ones obtained with other flow
ethodologies using enzymes in solution.
The determination rate can be increased when the initial rate

easurement is performed as only a 10 s period is used for data

cquisition while in the peak height measurement the maximum
bsorbance must be achieved.

The easy manipulation of time sequences and the low volumes
sed in the LOV format system makes it proper for the kinetic-based
ssays. The initial rate measurement is the most efficient way when

[

[

[
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ample shows evidence of intrinsic absorption or contains potential
nterferents with a reaction rate different of the analyte. Addition-
lly, the analytical response is not influenced by the schlieren effect
n this type of measurement.

The use of a lab-on-valve format with reduced injection vol-
mes, and strategic selected aspiration sequence proved to be
n efficient way to overcome the deficient overlapping of sam-
le and reagent zones frequently attributed to conventional SIA
ssays.
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a b s t r a c t

A novel reusable electrochemical immunosensor for �-fetoprotein (AFP) based on phenylboronic acid
monolayer on gold was proposed. The sensor was fabricated by immobilizing of 3-aminophenylboronic
acid (APBA) conjugated thiol-mixed monolayer on gold through 2-(5-norbornene-2,3-dicarboximido)-
1,1,3,3-tetramethyluronium tetrafluoroborate (TNTU) as linkage. AFP and enzyme-conjugated antibody
were further trapped to the modified electrode surface through sugar–boronic acid and immunoaffinity
interactions, respectively. The attached enzyme-conjugated antibody on the electrode surface could cat-
alyze the reduction of hydrogen peroxide in the presence of thionine, which can be used to detect AFP in
human serum by a competitive mechanism. Cyclic voltammetric, electrochemical impedance studies and
mperometry
-Fetoprotein
egeneration

photometric activity assays were used to probe the assembly and regeneration process of the immunosen-
sor. The influences of the competitive ratio of antigen and antibody, pH value of the measuring solution,
incubation temperature and time were explored for optimizing the analytical performance. The whole
assay process including incubation, detection and regeneration of the electrode could be completed in
35 min. The detection of AFP in five serum samples provided from clinically diagnosed patients with liver
cancer showed acceptable accuracy. The proposed immunosensor enabled fast, low-cost and would be

osis.
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valuable for clinical diagn

. Introduction

Recently, the reaction of boronic acid with sugars and/or glyco-
roteins has been extensively investigated for biosensor designs
nd recognition, separation and/or purification of glycoproteins
1–6]. For example, the immobilization of boronic acid in gels could
e used for affinity chromatographic purification and detection
f glycoproteins [2,7], especially for the separation and detec-
ion of glycated hemoglobin [8]. Copolymers containing boronic
cid ligands, such as phenylboronic acid modified poly-N-vinyl-2-
yrrolidone [9], poly(N-isopropylacrylamide) derivatized phenyl-
oronic acid [10], boronic acid functionalized poly(vinyl alcohol)
embrane [11] and m-acrylamidophenylboronic acid–acrylamide

opolymer [12], poly(aniline boronic acid) [4], have been widely

sed for saccharide sensing. Moreover, poly(aniline boronic acid)
as used for the open tubular modification of capillary elec-

rophoresis (CE) capillaries to separate diastereoisomers and
roteins [2] and for molecular imprint technology to selectively rec-

∗ Corresponding authors. Tel.: +86 25 52090613; fax: +86 25 52090616.
E-mail addresses: Tuyf 1@hotmail.com (Y. Tu), liusq@seu.edu.cn (S.Q. Liu).
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gnize proteins [13], as well as for the development of DNA lectin
imics based on the PCR amplification of boronic acid-labeled DNA

14].
On the other hand, the immobilization of boronic acid on a solid

atrix could be used for recognition, separation and purification
f glycoproteins. For instances, boronic acid on magnetic micro-
articles could be used for enrichment of glycosylated human
erum proteins, which could be further digested with trypsin
nd purified with magnetic MB-HIC C8 beads [15]. The boronic
cid functionalized magnetic beads were also used for the sep-
ration of glycated hemoglobin, fibrinogen or RNase B [16]. This
eparation could be demonstrated by matrix-assisted laser des-
rption/ionization time of flight mass spectrometry. Moreover,
he coupling of 3-aminophenylboronic acid (APBA) with dithio-
ialiphatic acids on either metallic colloids or gold electrodes
1], epoxy-boronate mixed monolayer [17], and phenylboronic
cid monolayer [18–20] on gold has also been reported for the

lectrochemical sensing of sugars or glycoproteins. We demon-
trated previously that the glycated molecules such as flavin
denine dinucleotide, horseradish peroxidase (HRP), glucose oxi-
ase, and glycated antigen carcinoembryonic antigen (CEA) could
ind specifically to phenylboronic acid monolayer on gold [20,21]
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r glassy carbon electrode [22]. The specific binding of these
olecules to APBA interface was reversible and could be removed

y sorbitol and acidic buffer. Based on this binding reversibil-

ty we successfully constructed a reusable immunosensor for the
etection of CEA [21]. However, the analysis process including the
inding of enzyme-conjugated CEA to APBA interface, the forma-
ion of the immunocomplex and the regeneration with sorbitol

a
(
c
a

Scheme 1. Preparation of
7 (2008) 815–821

as complicated and time-consuming (approx. 1.5 h). To make the
bove method more practical, an improvement has been intro-
uced in the present study by directly fixing the glycosylated

ntigen onto the boronic acid interface (Scheme 1). �-Fetoprotein
AFP), a 70 kDa glycoprotein with a single-chain alpha globulin
omposed of 590 amino acids and 3.4% carbohydrate that acts as
n important tumor marker for the diagnosis of hepatocellular car-

the immunosensor.
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HRP-anti-AFP from the electrode surface. After being moved
Z. Wang et al. / Tal

inoma [23,24], was chosen to study this binding performances
nd the applications for reusable amperometric immunosensors.
ur study demonstrated that glycoprotein AFP could be effectively
ounded to the APBA interface on gold. The bound AFP could cap-
ure its HRP-labeled antibody from the analyte solution. This led
o the increase of the charge-transfer impedance and the catalyt-
cal current to the reduction of H2O2 in the presence of thionine.
he trapped HRP-labeled antibody by the immobilized AFP on gold
ould be easily regenerated with a basic solution, which produced
reusable immunosensor with R.S.D. of 2.5% for five times regen-

ration. Comparison with the previous work, the present work
hortened the analysis time from 1.5 h to 35 min and facilitated the
nalysis processes.

. Experimental

.1. Chemicals

HRP-labeled carcinoembryonic antigen (HRP-anti-CEA),
uman AFP in a Tris–HCl buffered salt solution containing
ovine serum albumin (BSA) and 0.01% methyl-isothiazolone
s preservative, stock solution of HRP-labeled AFP monoclonal
ntibody (HRP-anti-AFP) from mouse (approx. 20 �g/mL) were
urchased from CanAg Diagnostics AB and used as received.
-Aminophenylboronic acid, 11-mercaptoundecanoic acid (MUA),
1-mercapto-1-undecanol (MU), BSA, thionine chloride and 2-
5-norbornene-2,3-dicarboximido)-1,1,3,3-tetramethyluronium
etrafluoroborate were obtained from Sigma–Aldrich Chemical
ompany (China). N-Methylmorpholine (NMM) was supplied by
luka (China). Clinical serum samples were provided by Jiangsu
nstitute of Cancer Prevention and Cure (Nanjing, China). All other
hemicals were of analytical grade and were used without further
urification. Deionized water was used throughout the study.
.1 mol L−1 phosphate buffer solution (PBS) at various pH values
as prepared by mixing the stock solution of K2HPO4 and KH2PO4,
hich was used as the measuring buffer.

The conjugates of mercaptoundecanoic acid and phenylboronic
cid (MUA–APBA) were obtained according to Liu’s methods [21].
riefly, MUA (8.0 �mol) and TNTU (7.9 �mol) were dissolved in
00 �L DMF containing 1 �L NMM (9.6 �mol) and incubated for
5 min at room temperature. APBA (0.05 mmol) was dissolved in
mL 0.1 mol L−1 carbonate buffer solution (pH 9.0) with a final
oncentration of 10 mmol L−1. Then 11 �L MUA–TNTU solution and
00 �L APBA solution were mixed together and incubated for 2 h
t room temperature. The MUA–APBA conjugate thus obtained was
tored at 4 ◦C in a freezer.

.2. Preparation of the protein-modified electrodes

To fabricate the protein-modified electrodes, the Au-wires were
leaned by boiling in 2 mol L−1 KOH for 2 h, rinsed with water
nd stored in piranha solution (3:1 concentrated H2SO4/H2O2,
/v). Prior to the modification, the electrodes were sequentially
insed with water, ethanol and water. The clean Au-wire electrodes
ere immersed in a mixing solution of 111 �L MUA–APBA con-

ugates and 11 �L 0.24 mmol L−1 MU solution in ethanol at 4 ◦C
vernight and then rinsed thoroughly with ethanol and PBS to
emove the physically adsorbed material. Using MU to form the
lkanethiols-mixed monolayer has been demonstrated to enhance

he specific interface area and reduce the steric hindrance for the
inding of protein [25–28]. The resulting APBA–MUA/MU-modified
u electrodes were further deposited in a 30 �L 60 ng mL−1 AFP
olution for 1 h at 4 ◦C to generate the AFP-modified electrodes
AFP–APBA–MUA/MU–Au). After being rinsed thoroughly with PBS

a
H
a
w
r
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nd soaked in 1% BSA for 30 min at 4 ◦C to block the possible remain-
ng active site for non-specific binding, the modified electrodes

ere then stored in PBS for the following electrochemical measure-
ents. The detail process for fabrication of the sensor was shown

n Scheme 1.

.3. Electrochemical measurements

Electrochemical measurements were performed with a CHI
60C electrochemical workstation (Shanghai, China). The three-
lectrode system was used for all electrochemical experiments,
mploying one of the above electrodes, platinum wire, and
n Ag/AgCl electrode (saturated KCl) as the working, auxiliary,
nd reference electrodes, respectively. The cyclic voltammograms
ere recorded in 0.1 mol L−1 PBS solution containing 40 �mol L−1

hionine and 2.0 mmol L−1 H2O2. The AC impedance experi-
ent was carried out with frequencies ranging from 100 kHz to

.01 Hz in a 0.1 mol L−1 KCl solution containing 5 mmol L−1 1:1
3[Fe(CN)6]/K4[Fe(CN)6]. The data was recorded at the open cir-
uit potential and fitted with an equivalent circuit Rs(RctCPE) for
xtraction of electrical parameters, such as resistance, from the
mpedance spectra [22,29].

A competitive method was used for the determination
f AFP in samples [21,30–32]. Prior to measurement, the
FP–APBA–MUA/MU-modified electrode was incubated in a 1:9

v/v) mixture solution of HRP-anti-AFP and AFP with different
oncentrations at 35 ◦C for 30 min to capture the free enzyme-
onjugated antibody. In this case, the AFP on the modified Au-wires
ompeted to bind specifically with free HRP-anti-AFP in the incuba-
ion solution with the AFP in the solution. The bound HRP-anti-AFP
n the electrode surface led to the increase of the reduction cur-
ent of H2O2 resulted from the enzymatic reaction in the presence
f thionine. With the increase of AFP concentration, the free HRP-
nti-AFP reduced in the incubation solution. This led to a decrease
f the trapped HRP-anti-AFP by the surface-coated AFP and the
urrent signal of the immunosensor. The decrease of the current
ignals was proportional with the increase of the AFP concentration
n incubation solution, which is the basic for quantities detection
f AFP in the presented work. After the measurements the elec-
rode could be regenerated by simply immersing it in a NaOH
olution (10 mmol L−1) for 2 min to split the HRP-anti-AFP from AFP
nterface. For the control experiments, the AFP–APBA–MUA/MU-

odified electrode was immersed in a HRP (0.2 mg mL−1), AFP
20 ng mL−1) and BSA (0.25 mg mL−1) solution at 35 ◦C for 30 min
nd then recorded the electrocatalytic response of these electrodes
n the same solution.

.4. Spectra analysis

The photometric measurements were employed to probe the
inding nature of the enzyme-conjugated antibody with the
FP–APBA-modified electrode and the bioactivity of the bound
nzyme-conjugated antibody [21,22]. It was performed with a
V–NIR spectrophotometer (Varian 5000, USA). Ten AFP–APBA-
odified electrodes were incubated in a HRP-anti-AFP and AFP

olution to capture the free enzyme-conjugated antibody. After
eing rinsed thoroughly with PBS and water, they were immersed

n 300 �L 10 mmol L−1 NaOH solution for 2 min to release the
way from these electrodes, a mixture of 90 �L of 10 mmol mL−1

2O2 and 2610 �L of 0.2 mg mL−1 TMB in pH 5.0 PBS was
dded to the above system, and solution absorption at 652 nm
as measured for 10 min. HRP-free solutions were used as

eference.
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Fig. 1. CV of AFP-modified electrode in (a) 0.1 mol L−1 pH 8.5 PBS, (b) addition of
40 �mol L−1 thionine, (c) further addition of 2 mmol L−1 H2O2, (d) AFP-modified
electrode incubated in HRP-anti-AFP for 30 min. (e) HRP-anti-AFP-modified elec-
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solution absorption at 652 nm was measured for 10 min (Fig. 2b).
rode immersed in 10 mmol L−1 NaOH for 2 min (f) is (e) reincubated in HRP-anti-AFP
olution for 30 min. The buffer solution is the same as (c) and the scan rate is
0 mV s−1.

. Results and discussion

.1. Binding nature of the AFP–APBA–MUA/MU–Au

It has been reported that the thiol-mixed monolayer formed by
mmersing the cleaned Au-wire electrodes in a mixture solution
ontaining 1:3 (mol ratio) of APBA–MUA conjugates and MU pro-
ides much more separated APBA sites than that of the MUA–APBA
ayer in the absence of MU on the gold electrode, and thus generates

better orientation for the binding of glycated proteins [25–28].
herefore we chose the thiol-mixed monolayer to construct the
mmunosensor.

AFP with 3.4% carbohydrate [23] was expected to react with
he APBA–MUA/MU-mixed monolayer through boronic acid–sugar
nteraction and thus affix the protein to the Au electrode.
he AFP attachment and further formation of immunocomplex
ith its enzyme-conjugated antibody, HRP-anti-AFP, could be
emonstrated by comparing the catalytic reduction of H2O2 in
he presence of the electron-donor thionine. Fig. 1 shows the
yclic voltammograms of Au electrode with different coatings
n 0.1 mol L−1 pH 8.5 PBS containing 40 �mol L−1 thionine and
mmol L−1 H2O2 at 50 mV s−1. Upon addition of thionine and H2O2

o the buffer solution, a slightly increased reduction current could
e observed from the AFP–APBA–MUA/MU–Au (Fig. 1a–c). After
eing incubated in HRP-anti-AFP solution for 30 min, the HRP-
nti-AFP/AFP–APBA-modified electrode displayed an enhanced
eduction current with the shape of a catalytic wave (Fig. 1d). The
atalytic current of a HRP-anti-AFP-modified Au electrode was four
imes larger than that of an AFP–APBA–MUA/MU–Au electrode not
xposed in HRP-anti-AFP solution (Fig. 1c). Control experiments
sing two proteins such as AFP or BSA instead of HRP-anti-AFP to
eact with the AFP–APBA interface showed that no detectable cat-
lytic currents were observed (see supporting information). These
esults strongly suggested the successful trapping of HRP-anti-
FP to AFP–APBA interface and the electrocatalytic response came

rom the electrocatalytic property of HRP on the electrode surface
22,33,34]. As the HRP-anti-AFP was also a glycoprotein, two bind-

ng modes were thus possible: reaction with bound AFP to yield
he immunocomplex or reaction with APBA interface to exchange
FP. Both, the antibody–antigen interaction and the exchange of
FP from the electrode surface, caused increase of the electrocat-

T
t
a
c
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lytic response. To understand the binding mode of HRP-labeled
FP antibody to the AFP-modified electrode, glycoproteins such
s HRP (glycosylation degree of 16–21%) [35] and HRP-anti-CEA
total of 28 asparagine-linked glycosylation sites) were employed
or the control experiment. Using HRP and HRP-anti-CEA instead
f HRP-labeled AFP antibody to react with AFP–APBA-modified
lectrode, no enhanced catalytically current was observed, respec-
ively (see supporting information). These observations suggested
1) the presence of AFP on electrode surface blocked the HRP or
RP-anti-CEA to close and react with APBA interface; (2) HRP or
RP-anti-CEA could not replace AFP on the APBA-modified sur-

ace; (3) HRP or HRP-anti-CEA could not bind with AFP antigen
n the electrode surface through an immunoreaction. Thus, the
ominant interaction between HRP-labeled AFP antibody and AFP
as specific formation of immunocomplex instead of competing
inding of HRP-labeled AFP with APBA-binding sites. We specu-

ated that HRP-labeled AFP antibody reacted with AFP before it
iffused to the lower and more embedded APBA interface. The
elatively large size of HRP-labeled AFP antibody also reduced
ts capability to bypass the AFP layer to reach the APBA inter-
ace.

The formation of immunocomplex was supported by its regen-
ration properties. It is well known that the antigen–antibody
mmunocomplex can be interrupted by using a strong acidic
olution, e.g. 0.1 mol L−1 glycine–HCl (pH 2.2), or a strong basic
olution, e.g. 0.1 mol L−1 NaOH [33]. Because of the low stability
f sugar–boronic acid interaction in strong acidic solution [20,36],
10 mmol L−1 NaOH was chosen as the regeneration solution.

fter immersing the HRP-anti-AFP/AFP–APBA-modified electrode
n 10 mmol L−1 NaOH for 2 min, no clear catalytic current could
e observed (Fig. 1e), indicating the release of HRP-anti-AFP from
he AFP–APBA interface. Further incubation of this electrode in
RP-anti-AFP stock solution, the catalytic current recovered to its
riginal state (Fig. 1f). The 11B NMR spectra analysis indicated that
ome boronate complex was somewhat unstable at pH 11.0 [37].
n our case, the pH of regeneration solution (10 mM NaOH) is 12.0.
hus the binding of AFP and APBA might unstable at this pH and
RP-anti-AFP might bind directly with APBA interface (NaOH split
FP from APBA interface), which led to increase of catalytic cur-
ent after a regeneration step. To illustrate this binding mode, the
FP-modified electrode after regeneration step was directly dipped

nto a 0.2 mg/mL HRP solution for 30 min, and then the catalytic
esponse to the reduction of H2O2 in the presence of thionin was
easured. If the AFP–APBA binding is not stable, it should be inter-

upted with NaOH. The resulting electrode should react with HRP
nd give a catalytic response. No enhanced catalytically current
as observed in this measurement, suggesting that AFP–boronic

cid complex was stable in this generation solution (see supporting
nformation). This also indicated that the AFP on gold remained
ts immunoactivity to form the immunocomplex with HRP-labeled
FP after the regeneration procedure. Repetition this regeneration
rocess, the sensor gave a good reproducibility with R.S.D. of 2.5%
or five times regeneration.

The formation of immunocomplex was also supported by pho-
ometric measurements using TMB as the substrate. In this case, 10
FP–APBA-modified electrodes were incubated in a HRP-anti-AFP
nd AFP solution to capture the free enzyme-conjugated antibody.
fter being washed thoroughly with PBS and water, they were

mmersed in 300 �L 10 mmol L−1 NaOH solution for 2 min. After
oved away of these electrodes, H2O2 and TMB were added and
he absorption peak suggested the presence of HRP-anti-AFP in
he NaOH solution. Control experiments using HRP instead of HRP-
nti-AFP in incubation solution, no clear absorption peak at 652 nm
ould be observed, indicating that the trapped of HRP-anti-AFP to
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ig. 2. UV–vis–NIR spectra. (a) is the mixture of 2.5 mL PBS (0.1 mol L−1, pH
.0), 490 �L TMB (0.2 mg mL−1) and 10 �L H2O2 (10 mmol L−1), and (b) is the
ixture of (a) and the regeneration solution after immersing of the HRP-anti-

FP/AFP–APBA–MUA/MU–Au in 10 mmol L−1 NaOH for 2 min.

he electrode surface is due to the formation of the immunocom-
lex.

The attachment of AFP and the formation of immunocomplex
ould be further supported by the electrochemical impedance spec-
ra analysis. The impedance measurements were carried out in
.1 mol L−1 KCl containing 5 mmol L−1 1:1 K3[Fe(CN)6]/K4[Fe(CN)6]
ith an open circuit potential. The frequency was varied from

00 kHz to 10 mHz. Fig. 3 represents the Nyquist plots of the
ame electrode with different coatings. The charge-transfer resis-
ance (Rct) of the APBA-modified electrode in the absence of
FP (a) was much smaller than that of AFP–APBA–MUA/MU–Au

b). The increase of impedance from 16.8 to 50.9 k� of
FP–APBA–MUA/MU–Au to APBA–MUA/MU–Au was due to the

mmobilization of glycoprotein on the APBA interface, which signif-
cantly reduced the diffusion of the redox species through the film,

aking the redox process more difficult and causing the impedance

o increase. After incubation of the AFP-modified electrode in a
RP-anti-AFP stock solution for 30 min, the impedance further

ncreased from 50.9 to 93.6 k� (c) due to the formation of immuno-
omplex. These results were in agreement with the phenomena

ig. 3. Electrochemical impedance spectra: (a) APBA–MUA/MU-modified electrode,
b) immersed (a) in AFP for 1 h, (c) is (b) incubated in HRP-anti-AFP solution for
0 min, (d) is (c) immersed in 10 mmol L−1 NaOH for 2 min and (e) is (d) reincubated

n HRP-anti-AFP solution for 30 min. The data were recorded in 0.1 M KCl contain-
ng 5 mM 1:1 K3[Fe(CN)6]/K4[Fe(CN)6] with frequencies ranging from 100 kHz to
.01 Hz.
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bserved from other electrochemical impedance immunosensors
33,38–40]. Subsequent immersion of the HRP-anti-AFP/AFP-

odified electrode in 10 mmol L−1 NaOH for 2 min, the impedance
ecreased from 93.6 to 40.1 k� (d), slightly smaller than that of
0.9 k� for AFP first binding, indicating the release of the bounded
RP-anti-AFP from the AFP–APBA interface. Reincubation of this
lectrode in HRP-anti-PSA solution for 30 min, the impedance
ncreased from 40.1 to 100.6 k� (e), slightly larger than 93.6 k� for
RP-anti-AFP/AFP-modified electrode (b), indicating the successful

ebinding of HRP-anti-AFP with the AFP–APBA interface.
All these results illustrated that the resulted APBA–MUA/MU

nterface on gold can react with glycoprotein, AFP, based on
he sugar–boronic acid interaction. The attached AFP on gold
emained its immunoactivity by capturing its antibody to form the
mmunocomplex. The immunocomplex can be interrupted with a
eneration solution, which provides a possibility for rebinding HRP-
abeled AFP antibody to the electrode surface. This can be used as
he basic for AFP determination as shown as follows.

.2. Optimization of immunoassay conditions

The analytical performance of the immunosensor was related
o the ratio of HRP-anti-AFP and AFP, the incubation temperature
nd time in the incubation solution. The effects of the ratio of HRP-
nti-AFP and AFP in the incubation solution on enzymatic reactions
ere examined as shown in Fig. 4A. In this case, a certain amount of
RP-anti-AFP stock standard solution (5 �L) mixed with different
olume of AFP with a concentration of 2.5 ng mL−1. At the mixture
atio of 1:5 and 1:7, the current response was similar to 1:0, no AFP
n incubated solution. This suggested that the total binding sites of
he surface-coated AFP on gold were occupied by the free HRP-anti-
FP in the incubation solution. When the ratio of HRP-anti-AFP:AFP

ncreased to 1:9, the current signal of the immunosensor decreased,
ndicated that the free HRP-anti-AFP was not enough to saturate the
urface-coated AFP on gold at this ratio. Thus the ratio of 1:9 was
pplied in the following competitive immunoassays.

The reaction of the antigen–antibody mostly depends on the
ncubation temperature and time in the incubation solution. By
ncubating AFP–APBA-modified electrode in HRP-anti-AFP stan-
ard stock solution for different periods of time, the catalytic
urrent increased with increasing incubation time, approaching
maximum value at 30 min (Fig. 4B). Thus, the incubation time
as controlled to be at 30 min. To test the optimal temperature

or the incubation solution, the AFP-coated electrode was incu-
ated in HRP-anti-AFP solution at different temperatures. The
atalytic current of the immunosensor to H2O2 increased with
he temperature in the incubation solution increasing from 10 to
5 ◦C, due to much faster formations of the immunocomplex in
igher temperature. When the temperature reached above 35 ◦C,
he catalytic current of the immunosensor to H2O2 decreased as a
esult of the lack of activity in the conjugated enzyme. Therefore,
he temperature of the incubation solution was controlled to be
t 35 ◦C.

The pH of the measuring solution affected the binding of AFP on
he APBA interface and the conjugated enzyme activity. Given that
n acidic solution with low pH also interfered with AFP:APBA inter-
ction [20,36], a basic solution with pH 7.0–9.0 in the measuring
olution was investigated. Fig. 4C shows the cyclic voltammograms
f the AFP-modified electrode and the effect of pH on the catalytic
urrent. The catalytic current increased with increasing pH from

.0 to 8.5 because the boronate complex with cis-diol moiety was
uch more stable in alkaline conditions [20,36]. Further increas-

ng of the pH the catalytic current decreased due to low activity of
he conjugated enzyme. Thus the optimal pH value of the detection
olution was pH 8.5.
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Fig. 4. Effect of the volume ratio of HRP-anti-AFP and AFP (A) and incubation time
(B) in the incubation solution and pH of the measuring solution (C) on the electrocat-
a
w
a

3

i
i

F
i

e
a
v
i
c
l
s
c
a
A
A
g

p
g
I
t
b
tion for 30 min. The catalytical currents measured were shown in
Fig. 6. It is noticed that the catalytical current was stable in the
glucose concentration range from 1 to 10 mmol L−1. It is known
that the glucose concentration in the blood of a healthy adult is
lytic current of an HRP-anti-AFP-modified electrode. The electrocatalytic current
as gained from CV in PBS (pH 8.5, 0.1 mol L−1) containing thionine (40 �mol L−1)

nd H2O2 (2 mmol L−1) at −0.25 V.

.3. Analysis of performances of the AFP immunosensor
Under the optimal conditions, the catalytical current of the
mmunosensor decreased with increasing AFP concentration in the
ncubation solutions as shown in Fig. 5. When the AFP-modified

F
c

ig. 5. Calibration curve of the current response vs. concentration of AFP in the
ncubation solution under optimal conditions. Inset shows linear calibration curves.

lectrode was incubated in the mixture of 1:9 HRP-anti-AFP
nd AFP with different concentrations for 30 min, the cyclic
oltammogram was recorded in 0.1 mol L−1 pH 8.5 PBS contain-
ng 40 �mol L−1 thionine and 2 mmol L−1 H2O2 and the catalytic
urrent at −0.25 V was detected. The catalytic current decreased
inearly at the AFP concentration range of 5–40 ng mL−1. The regres-
ion equation was I (nA) = 117.5–2.3c (ng mL−1) with a correlation
oefficient of 0.9988 (insert in Fig. 5), where I is the catalytic current,
nd c is the AFP concentration in the incubation solution. When the
FP concentration exceeded to 40 ng mL−1, a few HRP-labeled anti-
FP molecules were free to be captured by the immobilized AFP on
old and thus gave a low detection signal.

As we know that the presence of sugars interferes with the cou-
ling of glycoprotein to boronic acid interface. Thus the effect of
lucose in the incubation solution on detection was investigated.
n this case, different amounts of glucose were added to the mix-
ure of 1:9 HRP-labeled AFP antibody and 20 ng mL−1 AFP, followed
y incubation of the AFP-modified electrode in this mixture solu-
ig. 6. The effect of different concentration of glucose in the incubation solution
ontaining 1:9 HRP-anti-AFP and 20 ng mL−1 AFP from 1 to 10 mmol L−1.
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Table 1
Comparison of serum AFP levels in clinically determined using the proposed meth-
ods with immunoradiometric relative method (ng mL−1)

Sample Proposed method
(ng mL−1)

Immunoradiometric relative
method (ng mL−1)

Deviation (%)

1 349.8 ± 8.2 339.6 −2.91
2 345.3 ± 16.7 346.8 0.434
3 1570 ± 18.9 1693.7 7.88
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263.8 ± 5.4 259.4 −1.67
163.2 ± 10.2 149.7 −8.27

he data presents an average of the three independent measurements.

.6–6.4 mmol L−1, thus the presence of glucose in human blood
hould not interfere with the detection of AFP.

The accuracy of AFP immunosensor was examined by compar-
ng the results obtained using the described method with those
etected in clinic. Five AFP clinical serums were analyzed using the
escribed method. The AFP concentrations in the clinical serum
f some patients were beyond the linear range of the described
ethod; thus proper dilution with 0.85% NaCl before assay was

ecessary. The results were compared with those obtained using a
tandard method provided by Jiangsu Institute of Cancer Prevention
nd Cure (Table 1). The relative deviation in the range from −8.27
o 7.88% between the two methods was considered as acceptable.
he presence of glucose in blood did not seem to interfere with the
inding of glycoproteins to the boronic acid interface; thus negli-
ent effects on the detection of glycated antigen protein in blood
ere noticed.

. Conclusions

A reusable and rapid immunoassay for the determination of
FP in human blood was obtained through the specific interac-

ion between glycoprotein antigen and boronic acid monolayer on
old in combination with the competitive immunoreaction meth-
ds. Self-assembled APBA–MUA/MU-mixed monolayer on gold was
uitable for the trapping of AFP based on the sugar–boronic acid
nteraction. The coated AFP could further capture its HRP-labeled
ntibody from the analyte solution. This led to the increase of
he catalytical current to the reduction of H2O2 in the presence
f thionine and the charge-transfer impedance. The trapped HRP-
abeled antibody by the immobilized AFP on gold could be easily
egenerated with a basic solution, which produced a reusable
mmunosensor with R.S.D. of 2.5% for five times regeneration. The

hole assay process including regeneration of the electrode could
e completed in 35 min. The glucose coexisted in blood known to

nterfere with the binding of glycoprotein to boronic acid interface
id not affect the detection of glycated antigen protein in blood.

n comparison with the traditional method, the described method
howed acceptable reproducibility, and the results obtained from
linical sera were in acceptable agreement with those from parallel
ingle-analyte tests.
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a b s t r a c t

This paper reports the study of protein conformational change by Au nanoparticles (AuNPs)-amplified
surface plasmon resonance (SPR) spectroscopy. Taking cytochrome c (Cyt c) as an example, this paper gives
a detailed description of the construction of metal–protein–metal sandwich nanostructure consisting of
an Au film underlayer, a cytochrome c intermediate layer and an AuNPs upper layer. The incorporation
eywords:
urface plasmon resonance
old nanoparticles
rotein folding
ayer-by-layer
iosensors

of AuNPs into SPR biosensing results in increased SPR sensitivity to protein conformational change as
demonstrated by acid denaturation of Cyt c. It suggests the conformational change of surface-confined
Cyt c leads to the distance and electromagnetic coupling variations of Au film–AuNPs. The constructed Au
film–Cyt c–AuNPs sandwich is stable to repeat acid treatment using solutions in the pH range of 2.0–10.0
and yields reproducible measurements. With high sensitivity and stability, nanoparticle-amplified SPR
spectroscopy can be used as a supplement method to protein conformational study. It has potential for
developing novel sensors and/or switching devices in response to protein conformational change.
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. Introduction

Surface plasmon resonance spectroscopy (SPRS) is a surface-
ensitive technique based on the ability to detect dielectric constant
hange induced by molecular adsorption at a noble metal (usually
old) film. It is increasingly used as a unique and powerful analyti-
al method for studies of biomolecular interaction and biosensing
1–4]. Because proteins folding state would affect their dielectric
roperties or thickness on Au film, it is possible to monitor the
olding state or conformational change of protein by using SPRS.
he conformational change of protein is resulted from the intrin-
ic flexibility of polypeptides structure and demonstrated to be
ery important in biological and engineered systems [5]. SPRS
tudy of protein conformation was first carried out on dihydrofo-
ate reductase (Escherichia coli) using acid as a denaturant [6]. Then,
he conformational and electronic changes of redox protein were
xtensively studied by electrochemical SPRS [7]. SPRS, coupled with
uartz crystal microbalance, has been used to investigate the lig-

nd binding effects on the conformation of estrogen receptor–DNA
omplexes [8]. Recently, SPRS was used to monitor the ligand-
nduced conformational change of immobilized G-protein coupled
eceptor [9] and tissue transglutaminase [10]. In particular, several
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hermodynamics properties of the surface-confined protein could
e quantified by using SPRS, as demonstrated separately by Zare′s
roup [11,12] and Yi′s group [13,14]. The quantification is based on
he assumption that protein would change its structure under a
ertain denaturation environment, resulting in the variation of SPR
urves, such as shifts of resonance angle at the reflectance mini-
um (�SPR) and reflectance (R/R0) or change in width. In addition,

hese reports suggest that change in protein hydrodynamic vol-
me, hydration state, and electronic state can sufficiently report
pon the occurrence of a biochemical event at a SPR sensing surface.
ccordingly, SPR measurements can contribute to our understand-

ng of fundamental properties of biomolecules at solid–liquid
nterfaces.

Unfortunately, the inability of conventional SPRS to measure
xtremely small change in refractive index or dielectric constant
inders its application in ultrasensitive detection. To address this

imitation, several ways have been developed. Among them, sub-
tantial interest has been focused on utilization of external labels
ith high molecular weight or high refractive index. Besides lipo-

omes [15], latex particles [16] and certain protein [17], the most
xtensively studied and used amplification labels are Au nanopar-

icles (AuNPs), due to their superior properties including facile
reparation, high density, large dielectric constant, and good bio-
ompatibility [18–25]. There are several ways to integrate AuNPs
or SPR measurements, for example, AuNPs can be used to label the
nalytes [19], fixed on the SPR-active substrates [20,21], embed-
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ig. 1. Schematic illustration of the overall preparative procedure involved in the s
uNPs (4) (dimensions not to scale).

ed into molecularly imprinted polymers [22–24], or solubilized
n aqueous solution [25]. All these reports demonstrate that SPR
esponse can be dramatically enhanced by AuNPs and the amplifi-
ation mechanisms of AuNPs amplified SPRS are mainly attributed
o the coupling of the localized surface plasmons of AuNPs with the
ropagating plasmons of the Au film. Recently, the acid-induced
welling and shrinking of ultrathin polymer bush has been mon-
tored by AuNPs amplified SPRS [26], implying that the protein
onformational change could also be tracked by this method. Kang
t al. constructed a surface-immobilized protein nanomachine
y placing AuNPs atop the immobilized protein [13]. Heretofore,
uNPs amplified SPRS has been applied to highly sensitive detec-
ion of the antigen–antibody interaction and DNA hybridization,
owever, little attention has been given to its application in protein
onformational research.

Cytochrome c (Cyt c) is a well-characterized globular protein
oth in the crystalline and in solution states and it represents
he most common model for protein folding studies [27]. The
cid-induced conformational change of Cyt c has been studied
xtensively by using various techniques, including SPRS [7,11,12].
he volume change and conformational transition of Cyt c with dif-
erent pH have been determined, which is assigned to the hydration
ontribution from deprotonation of the protein, other hydration

ffects, and the formation and/or enlargement of packing defects
n the protein tertiary structure during the steps of folding. The
roposed denaturation mechanism is based on experiments both

n bulk phase [12,28,29] and at interface [30,31]. As a surface-
ensitive technique, SPRS had been successfully applied to study

w
c
a
N
N

including the self-assembly of MUA/MU (1), immobilization of Cyt c (2 and 3) and

he conformational change of Cyt c at interface [7,11]. The reversible
enaturation/renaturation of Cyt c on a solid surface might facilitate

ts further application as a sensor or a switch.
In this paper, we report the use of AuNPs amplified SPRS to

tudy the denaturant induced conformational change of surface-
onfined Cyt c. Cyt c and AuNPs were successively immobilized
nto the carboxylic acid terminated alkanethiol self-assembled
onolayers (SAMs) modified Au film by consecutive adsorption

rom respective aqueous solution. SPRS was used to monitor the
elf-assembly process and investigate the denaturant-involved
enaturation/renaturation of Cyt c. On the basis of this approach,
e demonstrated that mounting AuNPs on Cyt c could dramati-

ally enhance the SPR response of Cyt c denaturation/renaturation.
s schematically shown in Fig. 1, the enhanced SPR response might
e derived from the changing distance between AuNPs on the Cyt c
nd Au film on the sensor chip, which mirrors the conformational
hange of sandwiched Cyt c.

. Experimental

.1. Reagents

All aqueous solutions were made using deionized water, which

as further purified with a Milli-Q system (Millipore). Horse heart

ytochrome c (Cyt c, ≥95% (SDS-PAGE)), 11-mercaptoundecanoic
cid (MUA), 11-mercaptoundecanol (MU), 1,6-hexanedithiol (HDT),
-hydroxysuccinimide (NHS) and N-(3-dimethylaminopropyl)-
′-ethylcarbodiimide hydrochloride (EDC) were obtained from
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Fig. 2. (A) SPR R–t mode monitoring of in situ kinetics of Cyt c assembled onto the
mixed MUA/MU SAMs modified Au film and the subsequent adsorption of AuNPs on
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yt c upon immersion of Au film into separate solutions. The reflectance change was
easured at a fixed angle of incidence (�SPR = 62◦). (B) In situ scanning SPR curves

f MUA/MU (2), Cyt c (3), and AuNPs (4) sequential adsorption onto a bare Au film
1). All curves were recorded in pure water after washing.

igma–Aldrich. HAuCl4·3H2O, trisodium citrate, phosphoric acid
nd sodium phosphate were purchased from Beijing Chemical
eagent Co. 20 mM phosphate buffer solutions (PBS) with different
H (2–10) were prepared by adjust the ratio of phosphoric acid to
odium phosphate. 5.0×10−5 mol L−1 Cyt c solution was prepared
n 1 mM PBS (pH 6.03) and stored at a temperature of 4 ◦C. AuNPs

ith diameter of 16 nm were prepared by the conventional citrate
eduction of AuCl4− ions in water according to the conventional
ethod [25].

.2. Preparation of Cyt c modified SPR-active substrates and
mmobilization of AuNPs

The SPR-active substrate was cleaned prior to use by immersing
t for 2 min in a freshly made piranha solution, followed by rins-
ng with doubly distilled deionized water and spectrophotometric
rade ethanol. The overall assembly procedure of Cyt c and subse-
uent AuNPs immobilization were schematically shown in Fig. 1.
or the preparation of Cyt c modified Au film (Au film–Cyt c), Au

lm was first incubated in a 1:3 mixture of MUA (5 mM) and MU
5 mM) ethanolic solution for 24 h, rinsed thoroughly with ethanol
nd water, and dried under a stream of N2 (Step 1). Next, the car-
oxylic acid groups of MUA were activated by 30 min exposure to a
:1 mixture of 0.4 M EDC and 0.1 M NHS aqueous solution (Step 2).
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fter being rinsed carefully, this activated Au film was transferred
o the as-prepared Cyt c solution and incubated for at least 30 min
Step 3). Cyt c was covalently immobilized on Au film surface via
raditional carbodiimide coupling to protein-free amine moieties.
fter saturation, the surface was rinsed with copious amounts of
ater and buffer solution. At last, the immobilization of AuNPs was

arried out on Au film–Cyt c via an exposure to aqueous disper-
ion of AuNPs (Step 4), resulting in Au film–Cyt c–AuNPs sandwich
anostructure.

.3. In situ SPR measurement

SPR measurements were performed with a home-built SPR sys-
em [21], based on the Kretschmann configuration to achieve the
esonant condition by attenuated total internal reflection spectro-
cope (ATR) [32]. The glass surface of the cleaned sensor chip was
ressed onto the base of a half-cylindrical lens (ZK7, n = 1.61) via
n index matching oil (n = 1.61). Linearly p-polarized light having
wavelength of 670 nm from a diode laser was directed through

he prism onto Au film. The intensity of the reflected light was
easured as a function of the angle of incidence by using a photo-

iode with a chopper/lock-in amplifier technique. The gold surface
f the sensor chip was mounted against the teflon cell by virtue
f a Kalrez O-ring, which provided a liquid-tight seal and an elec-
rolyte contact. Two approaches of SPRS were taken to monitor
he construction of Au film–Cyt c–AuNPs sandwich nanostructure.
irst, Cyt c and AuNPs adsorption kinetics were followed by track-
ng the reflectance (R) at a fixed angle near the �SPR with time (R–t

ode measurement), Cyt c/AuNPs adsorption giving rise to positive
hifts in R. Second, after each assembly/water-rinsing step, angular
eflectance curves (R–� mode measurement) were recorded and fit-
ed to a multilayer Fresnel model to obtain the optical film thickness
d) at the different construction intervals. Fresnel calculations were
erformed using the WINSPALL software (version 2.20) developed

n the Max Planck Institute for Polymer Research in Germany.

. Results and discussion

.1. Assembly of Cyt c and AuNPs on Au film monitored in situ by
PRS

SPRS was used to follow the assembly procedures during the
ormation of MUA/MU, the attachment of Cyt c and the subse-
uently AuNPs immobilization. As shown in Fig. 2(A), the in situ
–t mode measurement was first used for study adsorption kinet-

cs to establish the time of adsorption saturation. When the SPR
nstrument works at a fixed angle near the �SPR, the reflected light
ntensities change with the variation of organic film thickness or
ndex of refraction that occurs at a certain condition. Since SPRS is
urface-sensitive, making possible the monitor of adsorbates, espe-
ially biomolecules at extremely low quantities [33]. The in situ R–t
ode measurement shows that the assembly rate is fast when Cyt
adsorbs on the activated Au film and then the AuNPs on Cyt c. The
dsorption of Cyt c reaches equilibrium in about 30 min while that
f AuNPs in about 1 h. After each assembly on Au film, SPR angular
eflectance curves (R–�) were collected and shown in Fig. 2(B). All
he spectra were recorded in pure water after thorough rinsing to

ove weakly bound Cyt c and AuNPs. Upon formation of the mixed
UA/MU SAMs, the SPRS angle positively shifts for ca. 0.14◦ (��SPR)
n comparison with the basal surface. Upon saturation adsorption
f the Cyt c to negative MUA/MU surface, another positive shift in
�SPR, 0.28◦, occurs. A N-phase complex Fresnel calculation is used

o determine these alkanethiol and protein films thickness, and a
efractive index of 1.45 is assumed for both MUA/MUA and Cyt c lay-
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Fig. 3. SPR spectra measured for the Cyt c-modified Au film before (A) and after (B)
the saturated assembly of AuNPs on Cyt c in PBS with different pH. Curve (a) to (i)
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rs measured here. This index of refraction is a typical value used
reviously to interpret SPRS and ellipsometry data from various �-
unctionalized alkanethiol SAMs [34] and biomacromolecules [17].
ther refractive index values used for the SPR modeling calcula-

ions are 1.61 and 1.33, for ZK7 lens and water, respectively. The
ermittivity and the thickness of the Au film are −0.114 + 3.71i and
0.9 nm, respectively. Thickness calculated from SPRS is reported as
ffective thickness at a particular refraction index since they mea-
ure an average thickness over the size of the incident beam. The
alues of effective thickness measured by R–� mode measurements
or MUA/MU and Cyt c monolayers are 1.5±0.1 and 2.8±0.1 nm,
espectively. The thickness of the MUA/MU SAMs is consistent with
he empirical formula reported by Bain et al. [35]. Mixed MUA/MU
AM is chosen as a protein matrix for two reasons. First, it can
orm dense packing of alkyl monolayers than MUA itself and immo-
ilize more protein. Second, it can increase the conformational
lasticity of surface-confined Cyt c. So an optimized value of 1:3

s accepted as the ratio of MUA to MU for the following experi-
ents. Taking into account the crystallographic dimensions of Cyt
3.0 nm×3.4 nm×3.4 nm and assuming that one molecule with

he long axis parallel to the electrode surface [36], we conclude
hat the average surface coverage of Cyt c is 93% of its full packed

onolayer.
Cyt c is a globular protein with 13 kDa molecular weight and

ontains a single heme cofactor. It is positively charged (+9) at neu-
ral pH (pI 10.5) [37]. Based on the electrostatic and hydrophobic
nteractions between Cyt and AuNPs, thermal stable Cyt c-AuNPs
uperstructure biocomposite [12,30,31] and heme protein–AuNPs
ultilayers [38] have been successfully prepared and extensively

tudied. Here, AuNPs were successfully anchored on positively
harged Cyt c, resulting the angle-resolved SPRS positively shifted
y 2.23◦ (in ��SPR) and upward shifted by 0.116 (in �(Rmin/R0)).
he result is attributed to the coupling between the localized sur-
ace plasmon of AuNPs and surface plasmon polarization of Au
lm, according to a reported phenomenon that the adherence of
uNPs to Au film led to an increase in both the position of the SPRS
ngle and reflectance [13,39–41]. Considering the particles size and
overage (as determined by AFM), these results are in reasonable
greement with the literatures reported [41,42].

As a prerequisite to the nanoparticle-amplified SPRS study of
yt c conformational change at interface, several criteria need to be
et. First, Cyt c and AuNPs organizing at the interfaces is necessary,
hich has been successfully performed in our experimental pro-

edure. Second, the physicochemical stability of tethered protein
hould be sufficiently high to retain their conformation/function
pon combination with AuNPs. In this regard, Cyt c keeps its native
onformation even in metal–protein–metal sandwiches [43,44]
nd the effects of AuNPs on Cyt c are related to the AuNPs size and
he coverage of Cyt c on AuNPs. AuNPs with a diameter of 16 nm
as little effect on the conformation of Cyt c. So, the response of Au
lm–Cyt c–AuNPs sandwich to denaturant solutions could be con-
idered as an indirect reflection of the conformational change of
urface-confined Cyt c. In addition, the behaviors of biomolecules
t interfaces are often significantly different from that in bulk or
n solution for biomolecules could not assume their full range of
onformation and formed nonequilibrium structure [34]. Then we
tudied the conformational change of Cyt c at an interface by SPRS,
specially the nanoparticle-amplified SPRS.

.2. Denaturation and renaturation of Cyt c on Au film monitored

n situ by SPRS

As a complementary of SPRS application in protein confor-
ation study, AuNPs amplified SPRS was used to investigate the

cid-induced conformational change of Cyt c by constructing Au

p
u
c
r
c

ere measured in PBS corresponding pH values of 2, 3, 4, 5, 6, 7, 8, 9 and 10. All
urves were recorded after immerging the modified Au film in PBS with different
H for 30 min. The inset figures show the enlarged area corresponding separated
ectangle area that cannot be discriminated.

lm–Cyt c–AuNPs sandwich nanostructure. To check the effect of
uNPs on the acid-induced conformational change of Cyt c, angle-
esolved SPR curves in PBS with different pH were obtained before
Fig. 3(A)) and after (Fig. 3(B)) the saturated assembly of AuNPs on
yt c. All the spectra were recorded after changing pH of PBS for
bout 30 min. Concerning Au film–Cyt c–AuNPs sandwich, chang-
ng the pH of PBS from 2 to 10 produces a characteristic distinct
PR response. A noticeable reflectance upward shift and SPR angle
ositive shift is observed by gradually changing the pH of PBS from
0 to 2.

Most proteins seldom recover their activity once they are dena-
ured, especially at a solid surface, but the ability to renature is an
mportant factor when they are considered as catalysts or sensors.
he stability and reversibility of Au film–Cyt c–AuNPs sandwich
ere checked by tracking the reflectance at a fixed resonance

ngle near the �SPR when pH of PBS was changed from 2 to 10
nd reverse (Fig. 4). It is reported that Cyt c undergoes reversible
enaturation at interface [11]. On the other hand, Cyt c could
ot renature on AuNPs when AuNPs are used as an indicator of
rotein conformational change [12,30,31]. Interestingly, the denat-

ration/renaturation process of Cyt c sandwiched in Au film–Cyt
–AuNPs nanostructure appeared to be highly reversible, as the
eflectance at the fixed SPR angle increased when pH of PBS was
hanged from 10.0 to 2.0 but was fully recovered when the pH was
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Fig. 4. (A) Time-dependent reflectance change measured at a fixed angle of inci-
dence (�SPR = 65◦) upon the multi-acid-induced conformational change of Cyt c. The
arrows show the time of the cycling introduction of the acidic (pH 2, solid arrow)
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nd alkaline (pH 10, dot arrow) PBS. (B) Summarized SPR experiment results of the
cid/base induced conformational change of Cyt c suggest the good stability and
eversibility of the Au film–Cyt c–AuNPs sandwich.

hanged back to 10 (Fig. 4(A)). Noteworthy, the reflectance change
as a collective representation of ��SPR and �(Rmin/R0), so it could

ntegrate all the SPR signal variations for the Au film–Cyt c–AuNPs
andwich as a function of pH. The results are summarized in
ig. 4(B) and demonstrate that the sandwiched Cyt c is quite robust
o withstand multiple buffer washings, and its conformational
hange is highly reversible. No obvious decrease in reflectance
��SPR and �(Rmin/R0)) is observed after six full cycles, indicating a
rmly adsorbed AuNPs. The good stability is attributed to the high
adius curvature of particles and their electrostatic/hydrophobic
nteractions with Cyt c. It is therefore envisioned that the combina-
ion of stimulus-responsive biomacromolecules (Cyt c) and AuNPs
ould afford a sensor chip for sensitive small-molecule detection
H+) without requiring probe reagents.

The Au film–Cyt c–AuNPs sandwich responded immediately
o the injection of acidic solution, and the signal of reflectance
ontinued to climb slightly for a few minutes until reach-
ng an equilibrium value in 30 min. When the pH of PBS

hanged from 2 to 10, the magnitude of the �(Rmin/R0)pH,
(Rmin/R0)pH = (Rmin/R0)pH 2 – (Rmin/R0)pH=10, increased with the

rolonged exposure time of AuNPs solution until the adsorbed
uNPs reached saturation in 2 h, which also demonstrated the

e
u
�
o

ig. 5. The relative reflectivity (A) and SPR angle (B) plots of Au film with Cyt c in
he absence (hollow circle) and presence (solid square) of adsorbed 16 nm diameter
uNPs as a function of pH. A sigmoidal fit to the titration curve is drawn as a solid

ine. Error bars show the standard deviation.

mplification effect of AuNPs on SPR signals. It is reported that the
esponse of AuNPs amplified SPRS reaches a maximum value at a
oderate coverage of AuNPs [13] on Au film and an appropriate

istance [45] between AuNPs and Au film, and then decreases. In
ur case, we do not observe a “maximum” transition, which might
e attributed to the different proteins and protein–AuNPs interac-
ions. Here the electrostatic linked AuNPs are sub-monolayer and

ovable even under saturated adsorption [38], and thus may have
ittle effect on the protein owned conformation as demonstrated
y reversible denaturation/renaturation switching.

The variation of angle-resolved SPR curves for the acid-induced
enaturation of Cyt c arises from the contributions of both the
hanges in bulk dielectric constant of the PBS and the con-
ormational change in Cyt c. To differentiate between these
wo contributions, the SPR signal change at each pH of PBS
or Au film–MUA is subtracted from the SPR signal change for
u film–Cyt c and Au film–Cyt c–AuNPs sandwich nanostruc-
ure (�SpH = (SCytc)pH x – (SMUA)pH y, where S represents SPR signal
hange, x and y represent the pH of PBS). For comparison, two of the
ignature SPR features (��SPR and �(Rmin/R0)) are monitored as a
unction of the pH of PBS and shown in Fig. 5(A) and Fig. 5(B) respec-
ively. As far as the reflectivity change �(Rmin/R0) is concerned, the

(Rmin/R0) at low pH versus high pH for Au film–Cyt c–AuNPs sand-
ich (solid squares in Fig. 5(A)) is amplified 12 times more than

hat for Au film–Cyt c system (hollow circles in Fig. 5(A)). How-

ver, the amplification of SPR angle shift (��SPR) is 8 times more
nder the same circumstances (Fig. 5(B)). With increasing pH, the
SPR of Au film–Cyt c–AuNPs sandwich positively shifts while that
f Au film–Cyt c system negatively shifts. It clearly shows the sub-
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tantial improvement in the SPR response upon the combination of
uNPs with SPRS. The different enhancing efficiency for �(Rmin/R0)
nd ��SPR is attributed to their distinct expression [46] that AuNPs
as disparate impact. Moreover, increased extinction efficiency
nder acid environment for Cyt c could be deduced from Fig. 5(A),
hich is consistent with the literature [22,28]. Furthermore, to

erify that these phenomena are derived from the conformational
hange of Cyt c, we replace Cyt c by 1,6-hexanedithiol (HDT) and
onstruct Au film–HDT–AuNPs nanostructure for the same acid-
nduced denaturation/renaturation experiment. No SPR variation
��SPR and �(Rmin/R0)) is found for PBS with different pH. Thus
he distinct SPR variation of Au film–Cyt c–AuNPs sandwich might
e an indirect reflection of the conformational change of surface-
onfined Cyt c. The acid-induced unfolding of Cyt c occurs around
H 2.6 in aqueous solution [47] while that of Au film–Cyt c system
nd Au film–Cyt c–AuNPs sandwich appears at pH 4.5 and pH 6,
espectively. It suggests that surface-confined Cyt c lost parts of its
ioactivity but immobilization on solid surface could improve its
olerance to the acid-induced denaturation [48].

As the thickness of an adsorbed molecular monolayer could be
uantified by using SPRS, we tried to calculate the acid-induced
rotein volume or films thickness change via SPR theory. Hope-
ully, it could help us to acquire a deeper understanding of the
anoparticle-amplified SPRS. In this way, the SPR angle shift
��SPR) originates from both the refractive index variation (�n) and
he average thickness change (�d) of an adsorbed protein layer pro-
uced by the molecular reorientation or reorganization, as shown
y Eq. (1) [7,49].

� = c1�n+ c2�d (1)

here c1 and c2 are constants (c1 = 2.2 and c2 = 0.09 from numerical
alculations based on Fresnel optics model, other parameters are
hown in the protein thickness calculation section). On the other
and, Lorentz–Lorenz relation could correlate the refractive index
ariation with the protein thickness change by Eq. (2), [7]

n = − 1
6n

(n2 + 2)
2
(

n2 − 1
n2 + 2

− nw
2 − 1

nw2 + 2
Vp

Vp + Vw

)
�d

d
(2)

here nw is the refractive index of water (nw = 1.33), Vp and Vw

re the volumes of the protein and water in the monolayer, respec-
ively. From the above experiment results, we have �� =−0.044�d
nd the decrease in the SPR angle (0.04) corresponds to an increase
f ∼0.9 nm in the protein thickness. This change is smaller than
ynchrotron small angle X-ray scattering [28,29] results (∼2 nm) of
cid denatured Cyt c in solution. However, it is reasonable con-
idering that the protein is confined on Au film. The denatured
rotein decreases its effective dielectric constant, and explains
hy no SPR angle shift is observed for acid-induced denatura-

ion of superoxide dismutase [13]. In addition, it lends credence
o the assumption that AuNPs amplified SPRS is derived from a
ertical movement of AuNPs, although minor contribution from
orizontal movement cannot be ruled out [50]. The calculation is

ot suitable for Au film–Cyt c–AuNPs sandwich as the adsorbed
uNPs are absorbing dielectric with complicated refractive index.
o, the inconsistency of opposite SPR angle shifts with increas-
ng pH for Au film–Cyt c–AuNPs sandwich is acceptable. The
nderlying mechanism of the observed AuNPs amplified SPRS is
overned by various interactions among and within the substrate-
protein-, and particle-layers of such a device [51]. However,
etails of these interactions are not fully understood at the present
ime.
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. Conclusions

In conclusion, AuNPs amplified SPRS was used to study the pro-
ein conformation by successive assembly of Cyt c and AuNPs on Au
lm. The amplified SPR signal (��SPR, �(Rmin/R0)) accompanying
he acid-induced conformational change of Cyt c might be derived
rom the variation of vertical distance or coupling distance between
uNPs and Au film when the sandwiched Cyt c changed its confor-
ation. This hypothesis was demonstrated by SPR calculation. The

u film–Cyt c–AuNPs sandwich nanostructure was stable for mul-
iple pH switches and the acid-induced conformational change of
yt c was quite reversible. We expect this work can expand the
cope of SPRS for our understanding of fundamental properties of
iomolecules at interfaces. Furthermore, the observation of AuNPs
mplified SPR phenomenon had opened up the possibility of using
PRS as a probe of structural and optical properties of biomolecules
nd nanostructured composite materials in general.
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A highly sensitive spectrophotometric determination of cationic surfactants in ground waters was estab-
lished by forming their Cu(II)–TPPS aggregates, preceded by solid-phase extraction with an SCX cartridge.
Cationic surfactants (CSs) were quantitatively trapped and isolated by the SCX solid phase. The use of
Cu(II)–TPPS anionic chromophore could reduce the interference by unintentional metal ions coexisting
in surrounding waters. The method was very sensitive in the determination of CSs less than 10−5 M lev-
els with acceptable recovery and calibration data. The colorimetric sensitivity was very dependent on the
ationic surfactant
pectrophotometric determination
u(II)–TPPS chromophore
TFE-membrane filtration
olid-phase extraction

alkyl-chain length of the surfactants, and a CS having 23 carbon atoms gave the highest sensitivity. Overall
recoveries were 95–97% with R.S.Ds. less than 3% in the cases over 10−6 M levels. In the cases in 10−7 M
levels, however, a portion of the analyte would be adsorbed by reservoir walls, which could seriously affect
the trace determination. The preliminary addition of 4,4′-bipyridyl into the sample solution was effective
in decreasing such unintentional analyte losses, leading up to 73% recovery. The developed method was
applied to the analysis of river water at ppb levels of CSs with a fractional concentration through a SCX
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. Introduction

Cationic surfactants (CSs), typically including long-chain alkyl
uaternary ammonium salts, are industrially produced and con-
umed in our living environment, used as sanitizer, emulsifier,
ntifriction, antistatic agent. Although the production of CSs is
elatively smaller comparing to anionic (AS) and nonionic (NS)
urfactants, the quantification of CSs in ground waters at micro
oncentration levels is very important for assessment of our water
nvironment. Since CSs can often present in ground waters together
ith ASs and NSs, fractional determination is necessary. In gen-

ral, the spectrophotometric method is officially or often employed
o determine total amounts of CSs in water samples, preceded by
orming ion association precipitates with counter anionic agents
uch as Orange II [1,2], disulfine blue VN 150 [3,4], bromocre-
ol green [5], and tetrabromophenolphthalein ethyl ester (TBPE)

6–8]. In general, these traditional methods are cumbersome and
ime-consuming in their procedures, furthermore including seri-
us environmental problems to be solved, because of the solvent
xtraction process using halogenated solvent such as chloroform.

∗ Corresponding author. Tel.: +81 45 339 3939; fax: +81 45 339 3939.
E-mail address: yokyuk@ynu.ac.jp (Y. Yokoyama).
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n addition to this, it seems to be difficult to make it auto-
atic.
Alternative to the use of such well-known coloring agents,

ore sensitive spectrophotometric method using tetraphenylpor-
hinetetrasulfonic acid (TPPS) has been proposed [9–11] recently.

n addition to the high sensitivity, the method can only require less
armful and toxic solvent, i.e. ethanol instead of chloroform, which
an only dissolve the precipitates of ionic aggregates. However, the
recipitates have been collected from the vessel inner wall where
hey adsorbed hydrophobically, which can give lower recovery and
eproducibility from operator to operator [11].

This paper describes a highly sensitive spectrophotometric
etermination of cationic surfactants in ground waters after filtra-
ion of their Cu(II)–TPPS aggregates, which can reduce the influence
f metal cations coexisting in the sample matrix. In addition to this,
reliminary concentration and isolation procedures using solid-
hase extraction techniques are also presented.

. Experimental
.1. Chemicals and materials

TPPS, 5,10,15,20-tetraphenyl-21H,23H-porphinetetrasulfonic
cid (H6TPPS, Scheme 1), was purchased from Wako (Osaka,
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seems, therefore, that the formation of CS–TPPS aggregates can be
Scheme 1. Chemical structure of H6TPPS.

apan). Several quaternary alkylammonium chloride salts
ere purchased from Tokyo Kasei (Tokyo, Japan): tetrade-

yldimethylbenzylammonium (Zephiramine, Zeph, carbon
umber (cn): 23), hexadecyldimethylbenzylammonium (CDBA,
n: 25), octadecyldimethylbenzylammonium (SDBA, cn: 27),
exyltrimethylammonium (HTA, cn: 9), octyltrimethylammo-
ium (OTA, cn: 11), decyltrimethylammonium (DTA, cn: 13),
odecyltrimethylammonium (LTA, cn: 15), tetradecyltrimethy-

ammonium (TTA, cn: 17), hexadecyltrimethylammonium (CTA,
n: 19), hexadecyldimethylammonium (CDA, cn: 18), octade-
yltrimethylammonium (STA, cn: 21), dodecylpyridinium (Lpy,
n: 17), and hexadecylpyridinium (Cpy, cn: 21). Acetic acid,
odium acetate, copper sulfate pentahydrate, sodium sulfate,
-methoxyethanol, 4,4′-bipyridyl, and other chemicals were from
ako.
Orange II (sodium p-(2-hydroxy-1-naphthylazo)benzenesu-

fonate) and TBPE (tetrabromophenolphthalein ethyl ester) were
urchased from Wako and disulfine blue VN 150 was from Merck
Tokyo, Japan).

All-plastic lab wares, such as volumetric flasks, graduated
ylinders, and reservoir bottles, made of polyethylene (PE),
olypropylene (PP), or polymethylpentene (PMP) were used
hroughout the experiments in place of glasswares to avoid unin-
entional adsorption of surfactants to the active glass surface.

.2. Cation-exchange solid-phase cartridge

A Varian (Harbor City, CA) BondElut SCX (cation exchanger,
00 mg bed, 0.6 mequiv/g) of open-syringe type (5.7 mm i.d.,
.6 mm o.d., 57 mm in length) was used for the concentration
nd separation of CSs, which was conditioned by passing 5 mL of
ethanol, 5 mL of 50% (v/v) methanol/0.1 M hydrochloric acid, and
mL of water in order at a flow rate of ca. 1 mL/min.

.3. Coloring agent

Equal volumes of 2.0×10−4 M TPPS and 2.0×10−4 M Cu(II) were
ixed and allowed to stand for over 3 h at ambient temperature,
hich led to the 1.0×10−4 M Cu(II)–TPPS coloring agent.

.4. Instrumentation
A JASCO (Tokyo, Japan) V-550 UV/VIS spectrophotometer with a
et of narrow-width (4 mm) quartz cells of 1 cm in path length was
sed in all measurements.
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m
s
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.5. Isolation procedure

A 5-mL aliquot of the standard surfactant mixture (stock solu-
ion) was loaded onto the conditioned SCX cartridge under a
educed pressure by aspirating, and subsequently the cartridge was
insed by passing several 1-mL aliquots of water and then four 1-
L aliquots of 40% (v/v) methanol/water (total 4 mL) to wash NSs

way from the cartridge. On this stage, all ASs (excess and associated
ith CSs) were removed from the SCX cartridge by only washing
ith water. The details have been described in a previous paper

12]. After passing a 2 mL of saturated sodium sulfate solution, the
dsorbed CSs were desorbed and collected to a PTFE test tube by
assing a subsequent 5 mL of 0.1 M hydrochloric acid–ethanol solu-
ion (60 v/v%). To remove ethanol, the solution was dried by heating
t 70 ◦C using a block heater within a draft chamber. The residue was
edissolved into a 5 mL of water and subjected to the measurement.

In the case of analyzing only CSs in real samples such as river
ater, 500-mL aliquot of the sample water was subjected to the

CX cartridge by means of the same procedure described as above,
ecause about 100-hold concentration of sample water would be
ecessary.

In the case of analyzing CSs, ASs, and NSs simultaneously, the
riple-stage solid-phase (TSS) cartridge, self-made by connecting
CX, SAX, and ODS cartridges in the order with the lowest dead vol-
me, is available in place of the SCX cartridge. The TSS cartridge can
ractionate and concentrate cationic, anionic, and nonionic surfac-
ants through a pretreatment procedure described in our previous
aper [12]. The individual analytes isolated should be subjected to
he proper determination methods, such as Cu-TPPS method (this

ethod) for CSs, Co(III)-5-Cl-PADAP method [13] for ASs, and ferric
hiocyanate [12] method for NSs.

.6. Spectrophotometric measurement

A 0.71 g of sodium sulfate (corresponding to 5 mmol) was dis-
olved in the resultant 5-mL CS aqueous solution, and then 1 mL
f 1.0×10−4 M Cu(II)–TPPS and 2 mL of acetate buffer (pH 5)
ere added to the solution, allowing to form the ionic aggre-

ates. The resulting precipitate was filtered through a hydrophilic
TFE-membrane filter (0.2 �m in pore size; 25 mm in diameter)
Advantec, Tokyo, Japan) by aspirating. After washing the precipi-
ate with a 5 mL of supernatant of saturated sodium sulfate solution,
he final chromatic substance on the filter was dissolved completely
nto 5 mL of 2-methoxyethanol, and the absorption spectrum for
isible wavelength between 350 nm and 500 nm was measured.
he determination was carried out based on the absorbance data
t 413 nm.

. Results and discussion

.1. Cu(II)–TPPS complex as coloring agent

TPPS (H2TPPS4−) [9] (Scheme 1) is very useful complexing agent
or transition metal ions such as Zn(II), Cu(II), Fe(II), Pd(II), etc.;
nd TPPS has been applied to the determination of trace metal
ons [14–16]. Although TPPS has been successfully used for the
etermination of cationic surfactants [9–11], the TPPS colorimet-
ic method may be influenced by unintentional metal ions such
s Zn(II) and Cu(II) present in the environmental sample matrix. It
lso affected by the presence of metal ions in the realistic water
amples [11]. To eliminate the unintentional interference by such
etal ions, probably causing the decrease in detectability or the

hift in absorption maximum, we considered that a preliminary
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ever, the colorimetric sensitivities for the analytes could depend
on the alkyl-chain length or on their hydrophobicity, probably due
to the difference in solubility constants of the precipitates. This
fact has been known from earlier times, and there are various
opinions for the reason, which is still unclear.
ig. 1. Time dependence of the formation of Cu(II)–TPPS complex (1.25×10−5 M)
n the visible-wavelength spectrum measured at pH 5 by acetate buffer.

ormation of metal–TPPS complex should be useful and effective
s the isolating and coloring agent for CSs. It is known that TPPS
an form stable complexes with many metal ions. The stability
f metal–TPPS complex is known for the formation constant K:
d(II) > Cu(II) > Ni(II) > Co(II) > Fe(II) > Zn(II) > Mg(II) > and so on, and
or the rate constant k: Cu(II) > Zn(II) > Co(II) > Fe(II) > Ni(II) > and so
n [15]. Although TPPS is highly selective for copper(II), coexist-
ng palladium(II) and zinc(II) can only interfere the formation of
u(II)–TPPS due to their close K or k to Cu(II) [15]. However, Pd(II)

s thought to be very minor minerals in the environmental waters
omparing to other metal ions. The formation rate can suggest
hat Cu(II) is introduced into the TPPS cavity faster than other

etal ions. In addition, these earlier papers have suggested that
he Cu(II)–TPPS complex is stable for long period and will not be
nfluenced by any other metal ions. Therefore, Cu(II)–TPPS anionic
omplex [Cu(II)–TPPS]4− [9], was chosen as the isolating and col-
ring agent for cationic surfactants.

Fig. 1 shows the time dependence of the formation of
.25×10−5 M Cu(II)–TPPS chromophore in aqueous solution at pH
with acetate buffer on the visible-wavelength spectra. The peak
axima (�max) were shifted from 434 nm to 413 nm according to

he degree of formation of Cu(II)–TPPS complex, in which the for-
er �max (Soret band, 434 nm) is due to the free TPPS at pH 5 and

he latter is due to the Cu(II)–TPPS complex. The superposed spectra
learly gave an isosbestic point at 421 nm, indicating that there is
ne-on-one equivalence between the free TPPS and the Cu(II)–TPPS.
he formation of the complex was completed in 3 h at ambient tem-
erature. Although the reaction rate seems to be slow, this is not so
erious problem because such coloring agent is usually prepared as
stock solution. In addition, the presence of reduction species such
s ascorbic acid can promote the complexation rate [17], but such
ast reaction is not required in this method. Once Cu(II)–TPPS com-
lexes completely formed, they are very stable for a long period in
olution.
It is known that the Cu(II)–TPPS complex has the Soret band
t the same wavelength of 413 nm as the CS–TPPS aggregates [9],
nd as the free TPPS at pH 6.5 [15]. In this study, however, the
S–TPPS gave peak maxima at 419 nm, probably due to pH. Such
nsettledness in the peak maxima may cause the analytical results.

F
o

ig. 2. pH Dependence of the formation of CS–Cu(II)–TPPS aggregates (1.0×10−5 M).
TMA and Zeph are denoted by (�) and (�), respectively.

The optical sensitivity of CS–Cu(II)–TPPS aggregates slightly
epended on pH of the solution. The changes in absorbability of
TMA–Cu(II)–TPPS and Zeph–Cu(II)–TPPS at several pH between
H 4 and 8 were within 5% relatively for both analytes, as shown

n Fig. 2. Weakly acidic condition at pH 5.0 was selected for
he quantification because of giving the highest absorbability
ith acceptable R.S.Ds. Although the visible-wavelength spectra

f free TPPS strongly depend on the surrounding pH [15], those
f Cu(II)–TPPS are almost independent of pH. Therefore, the use of
u(II)–TPPS chromophore has a practical merit for the environmen-
al analysis.

Fig. 3 shows the visible-wavelength spectra between
50 nm and 500 nm at pH 5 for several alkyltrimethylammo-
ium– Cu(II)–TPPS aggregates dissolved in 2-methoxyethanol
1.0×10−5 M each), all giving their peak maxima at 413 nm. How-
ig. 3. Overwritten visible-wavelength spectra of alkyltrimethylamm-
nium–Cu(II)–TPPS aggregates (1.0×10−5 M each) at pH 5.0.
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Table 1
Overall recoveries of several CS–Cu(II)–TPPS aggregates obtained through three
different collecting methods, PTFE-membrane filtration (this method), ODS solid-
phase extraction (present trial), and PTFE-wall adsorption method [11]; and those
obtained by three different anionic chromophores, Orange II, disulfine blue, and
TBPE

Zeph STMA CDMBA DDTMA CTMA

Cu(II)−TPPS with: PTFE-membrane filtration
%Recovery 96.5 93.8 96.7 95.7 95.8
%R.S.D. (n = 5) 0.87 1.00 1.38 1.34 1.42

ODS Solid-phase extraction
%Recovery 95.9 93.4 96.7 94.6 95.4
%R.S.D. (n = 5) 1.86 1.97 2.40 2.22 2.16

PTFE-wall adsorption [11]
%Recovery 65.9 72.4 78.6 75.3 78.4
%R.S.D. (n = 5) 11.4 12.1 10.7 14.7 11.1

% Recovery by other chromophores
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ig. 4. Alkyl-chain length dependence of quaternary ammonium cationic
urfactants on their optical sensitivity. Alkyltrimethylammonium and alkylben-
yldimethylammonium salts are denoted by (�) and (�), respectively.

Fig. 4 shows the relationships between carbon numbers of CSs
alkyltrimethylammonium and alkyldimethylbenzylammonium)
nd their chromatic absorbabilities. The result indicated that Zeph
tetradecyldimethylbenzyl) having 23 carbon atoms could pro-
ide the highest molar absorptivity (ca.130,000 cm−1 M−1) within
he surfactants examined, which was relatively 5% higher than
hose obtained through CS–TPPS aggregates. The sensitivity was
ecreased according to both decrease and increase in the car-
on numbers. Especially the discoloration was serious in short
lkyl-chain CSs having less than six carbon atoms. This colorimet-
ic method seems to be inapplicable for short-chain quaternary
mmonium salts.

.2. Recovery of CS–Cu(II)–TPPS aggregate from water samples

The recoveries for several CS–Cu(II)–TPPS aggregates collected
rom water system through the PTFE-membrane filtration (this

ethod) were compared with those collected through an ODS
olid-phase extraction (the present trial method) and PTFE-wall
dsorption method [8,11]. Table 1 lists the overall recoveries of
Ss obtained through the individual three methods, which were
ll based on the procedure described in Section 2.6. The recovery
ata through the PTFE-membrane filtration and through the ODS
olid-phase extraction were closely the same both with accept-
ble R.S.Ds., but the PTFE-wall adsorption method could provide
nly poor recoveries less than 80% with R.S.Ds. exceeding 10% for
he analytes. The analytical results obtained through the PTFE-

embrane method were more reproducible than those through
he ODS solid-phase extraction method. This indicates that the

S–Cu(II)–TPPS aggregates can be collected quantitatively on the
ydrophilic-PTFE-membrane filter from the water samples, and
ubsequently the precipitate can be eluted quantitatively by 2-
ethoxyethanol. Ethanol was a choice for the solvent [11], but it

ould provide somewhat poor recovery due to the high volatility.

[
b
7
l
b

able 2
alibration data for CS determination through PTFE-membrane filtration of CS–Cu(II)–TPP

Zeph STMA

inear range (mol/L) ∼1.00×10−5 ∼1.00×10−5

lope (AU/(mol/L×105)) 1.311 1.044
ntercept (AU) 0.009 0.012
2 0.9991 0.9992
Orange II (485 nm) 90.1 94.5 85.1 79.7 85.9
Disulfine blue (631 nm) 95.2 97.2 93.7 79.3 88.4
TBPE (605 nm) 93.1 95.9 91.3 94.6 93.7

The addition of sodium sulfate to the sample solution was essen-
ial to form and collect the precipitate quantitatively; otherwise,
he recovery would decrease considerably between 10% and 30%,
hich was dependent on the surfactants.

In addition to this, the analytical property of the Cu(II)–TPPS
hromophore was also compared with those of more familiar
nionic chromophores such as Orange II (485 nm), disulfine blue
631 nm), and TBPE (605 nm), which was based on the same ana-
ytical procedure as above. The recovery data indicated that the
u(II)–TPPS chromophore, essentially the most sensitive among
hem, could provide the most reliable and acceptable results for
he target cationic surfactants.

.3. Quantification data

Table 2 lists the calibration data for the determination of sev-
ral CSs. The linear relationships between CS concentration and the
bsorbance at 413 nm were obtained, in which the slope for Zeph
orresponding to the effective molar absorptivity was the highest
ε = 131,000). This can lead to the upper limits of the sample concen-
ration less than 1.0×10−5 M. However, in the case that the analyte
oncentration was around 10−7 M level, the quantification was seri-
usly affected by some unintentional adsorption of CSs onto the
eservoir wall. This may lead to somewhat poor r2 values in Table 2.

Fig. 5 shows the wall-effect causing the decrease in CS recov-
ry, which can depend on the analyte concentration. As might
e expected, a glass-made sample reservoir seriously adsorbed
ationic surfactants around 10−7 M levels showing 49% recovery,
nd even a polyethylene-made reservoir could give only 67% recov-
ry. However, such serious wall-effect was somewhat reduced by
dding (12.5 mg/L) 4,4′-bipyridyl in the subjected sample solution

18]. The use of PE or other plastic reservoir together with 4,4′-
ipyridyl could improve the CS recovery at 10−7 M levels, giving ca.
3% recovery. The results can indicate that the wall-effect is neg-
igible in the case over 10−6 M levels of the analyte concentration,
ut some adsorption coefficient (0.73 at 10−7 M in this case) has to

S aggregates

CDMBA DDTMA CTMA

∼1.00×10−5 ∼1.00×10−5 ∼1.00×10−5

0.875 0.626 0.439
0.001 0.005 0.008
0.9982 0.9989 0.9977
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Fig. 5. Effects of 4,4′-bipyridyl additive to the sample solution on the recovery of
cationic surfactants, in the cases using (�) glass bottle only; (�) glass bottle with
4,4′-bipyridyl; (©) PE bottle only; (�) PE bottle with 4,4′-bipyridyl.

Table 3
Effects of ethanol content in the 0.1-M HCl eluting solvent on the recovery of Zeph
and CTMA from the SCX solid phase expressed by percent recovery with R.S.D. (n = 5)

%Ethanol (v/v) in 0.1 M HCl Zeph CTMA

0 67.3 ± 1.6% 68.3 ± 1.2%
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Table 5
Analytical results of CS concentration found in river waters from Katabira River,
Tsurumi River, and Oooka River

Rivers located in Yokohama
City

Katabira River Tsurumi River Oooka River

Calibration curve method (�g/L
a

0.75 1.01 0.71
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0 89.1 ± 1.2% 89.2 ± 1.3%
0 97.6 ± 1.2% 95.3 ± 1.7%
0 89.0 ± 1.1% 91.7 ± 1.1%

e considered in less than 10−6 M. In addition, the reservoir bottle
hould be thrown away after use.

.4. Solid-phase extraction

This membrane filtration method may require the preceding
solation or clean-up process for the analytes before producing
heir Cu(II)–TPPS aggregates. A solid-phase extraction technique
sing an SCX cation-exchange cartridge was useful for this pur-
ose [12]. Since complete adsorption and concentration of CSs onto
he SCX solid-phase were observed, quantitative desorption and
solation of the analytes were examined using several acidified
thanol–water mixture. Table 3 shows the changes in percentage-
ecoveries of standard Zeph and of CTMA based on the isolation
rocedure described in Section 2. The result indicated that 60% (v/v)
thanol/0.1 M–HCl was adequate for the eluting solvent providing

uantitative recovery with good R.S.D.

The CS analytes were quantitatively isolated from surfactant
ixtures containing AS and NS by the SCX solid-phase extraction.

able 4 shows the overall recovery of Zeph and CTMA from sev-
ral surfactant mixtures of different abundance ratios. Although

able 4
ecoveries of Zeph and CTMA from three kinds of mixtures of cationic, anionic, and
onionic surfactants in different concentration ratios

Zeph CTMA

S:AS:NS = 1:50:2
%Recovery 97.7 95.3
%R.S.D. (n = 5) 1.14 1.36

S:AS:NS = 1:10:10
%Recovery 97.6 96.2
%R.S.D. (n = 5) 1.32 1.22

S:AS:NS = 1:5:500
%Recovery 97.6 97.0
%R.S.D. (n = 5) 1.30 1.17
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s Zeph)
tandard addition method
�g/L as Zeph)

0.88 1.15 0.82

he environmental abundance of CS might be small comparing with
hose of AS and NS, the analytes could be collected quantitatively
n excess of 95% recovery with acceptable R.S.D.

In addition, the triple-stage solid-phase extraction is very useful
echnique to separate and isolate CSs, ASs, and NSs individually
rom real water samples [12]. Since CSs are only trapped by the SCX
artridge, the subsequent isolation procedure is the same as above.
he details are in the previous paper.

.5. Application to river waters

Table 5 lists the analytical results of CS concentration in river
aters collected from three different rivers in Yokohama City.

ince the CS concentration might be �g/L levels (nearly 10−9 M)
n the samples, a 500 mL of sample water was subjected to the SCX
artridge and the adsorbed substance was collected into a 5-mL
raction, corresponding to 100-fold concentration. In consideration
ith the adsorption coefficient, the results obtained by the calibra-

ion curve method and those by the standard addition method were
ell correlated with the correlation coefficient of 0.9964, giving the

egression coefficient of 1.15. The standard addition method, giving
pproximately 15% higher values than the calibration method, is
dequate for the determination because of reducing unintended
atrix effects.

. Conclusion

The developed spectrophotometric determination of trace
mount of cationic surfactants in environmental waters based on
he formation of CS–Cu(II)–TPPS aggregates is sensitive and practi-
al. The quantitative extraction was successfully carried out using
nvironmentally or ecologically mild solvent 2-methoxyethanol
nstead of harmful chloroform; and the overall recoveries were
lmost constant and satisfactorily high for the analytes. In addi-
ion, the probable interference by metal ions can be reduced by
sing Cu(II)–TPPS complex as the chromophore. Moreover, some
uorescent radiation of TPPS is also eliminated by the complexa-
ion.

Although the improved spectrophotometric method in combi-
ation with the solid-phase concentration and isolation technique

s very powerful and sensitive for environmental analyses, some
nintentional adsorption effects can arise in the determination
f trace amount of CSs less than 10−6 M. Such adsorption of CSs
nto reservoir walls or insoluble matrices in environmental waters
s inevitable or serious from the trace-analysis viewpoint. The
econdary adsorption of the analytes to reservoir walls can be sup-
ressed to some extent by adding the cationic adsorbent, but the
ccurate determination of trace CSs is still in problem.

The developed method has not been verified using certified ref-

rence materials, because they are still unavailable probably due to
he above reason. In addition, the dynamic range is not so wide due
o the unavoidable adsorption. However, such disadvantages can
rise in common in every method available for CS determination.
onsidering the above-mentioned technical merits, therefore, we
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a b s t r a c t

A highly sensitive chemiluminescence immunosensor for the detection of prostate-specific antigen (PSA)
was developed based on a novel amplification procedure with the application of enzyme encapsulated
liposome. Horseradish peroxidase (HRP) encapsulated and antibody-modified liposome acts as the carrier
of a large number of markers and specific recognition label for the amplified detection of PSA. In the detec-
tion of PSA, the analyte was first bound to the specific capture antibody immobilized on the microwell
eywords:
hemiluminescence immunosensor
iposome
rostate-specific antigen
nhanced chemiluminescence reaction

plates, and then sandwiched by the antibody-modified liposomes encapsulating HRP. The encapsulated
markers, HRP molecules were released by the lysis of the specifically bound liposomes in the microwell
with Triton X-100 solution. Then, the analyte PSA could be determined via the chemiluminescence signal
of HRP-catalyzed luminol/peroxide/enhancer system. The “sandwich-type” immunoassay provides the
amplification route for the PSA detection in ultratrace levels. The CL emission intensity exhibits dynamic
correlation to PSA concentration in the range from 0.74 pg/ml to 0.74 �g/ml with readily achievable
detection limit of 0.7 pg/ml.
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. Introduction

Prostate cancer (PCa) has become a most widespread and stub-
orn disease and a major cause of death in the old age male
opulation nowadays [1]. It admits of no delay for the sensitive
iagnosis and efficient treatment of PCa. Prostate-specific antigen
PSA), a 33-kDa single-chain glycoprotein with chymotrypsin-like
rotease activity, has been used as the most validated marker
or the detection of PCa in screening, diagnosis and monitor of
isease recurrence after surgical prostatectomy [2]. Several extra-
ellular protease inhibitors such as �1-antichymotrypsin (ACT) and
2-macroglobulin (AMG), protein C inhibitor, and pregnancy zone
rotein could form complex with PSA [3,4], but the complex of PSA
nd AMG is unable to be detected by most immunoassays because
f the formation of complexes between PSA and AMG masks all
SA epitopes for antibody recognition [5]. However, the combina-
ion with ACT allows PSA antigenicity to be retained on account of

everal PSA epitopes remaining unmasked. The complex of PSA and
CT is demonstrated to be the predominant form of the detectable

otal PSA (t-PSA) in serum by immunoassay, while the free PSA
hich was less than 30% of the t-PSA concentration coexists as the

∗ Corresponding authors. Tel.: +86 731 8822577; fax: +86 731 8822782.
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ther form [6]. In clinic, the widely acknowledged PSA (t-PSA) cut
oint is 4.0 ng/ml for most patients and 2.5–3.0 ng/ml in younger
en [7], but also there is a fact that about 14% of men with t-PSA lev-

ls less than 2.5 ng/ml have shown to have prostate cancer on biopsy
nd a considerable part of these cancers are of high grade [8]. In
ddition, the extremely small amount of PSA present in early stages
f PCa recurrence after radical prostatectomy would be great chal-
enge to the detection capabilities of existing immunoassays [9].
or these reasons, the development of a rapid, ultrasensitive t-PSA
mmunoassay with a broad linear range is promising in diagnostic
ests.

Most of the current PSA detection methods are usually based
n immunoassays. The more established approaches include
nzyme-linked immunosorbent assays (ELISA) [10], time-resolved
mmunofluorometric assay [11], surface plasmon fluorescence
mmunoassay [12], bioluminescent immunoassay [13], electro-
hemical [14] and surface-enhanced Raman scattering (SERS) [15].
ately, several new PSA detection methods employing the nanowire
lectrodes [16], the nanoparticle-based bio bar code [17], and the
icrocantilever method [18] are proposed. Although they all have
heir individual strengths, chemiluminescence (CL) is among the
ost widely used readout modality in virtue of undoubted advan-

ages over other more widely used systems [19,20]. Owing to
he light signal being generated by a chemical reaction in the
ark, CL shows lower nonspecific signal and noninterference by
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ight scattering. CL presents excellent performance in the mode of
andwich-type assays, the sensitivity of which is determined pri-
arily according to the detection limit of the label. In the most

ormat of CL immunoassay, the bound sample constituents are usu-
lly separated by an immobilized immunoreagent on a solid phase,
or example, microwell plates, assay tubes and microparticles, etc.
n the same way, the bound and free tracers can also be separated
nd the separation step guarantees the low background signal of
L reaction.

Recently, the rapid development of materials with many
mproved properties for bioanalytical applications has led to a
esurgence of interest in the development of particle-enhanced
mmunoassays, such as colloidal gold, latex particles and silica
articles [21–26]. Among these particles, liposome exhibits out-
tanding features in easy preparation, high resistance to nonspecific
dsorption and a versatile carrier of various functional molecules
y interior entrapment or surface immobilization. Liposome is a
pherical vesicle composed of a phospholipids bilayer surrounding
n aqueous cavity [27]. In principle, the liposome can be pre-
ared with ease as monodisperse nanoparticles and capable of
howing high resistance to aggregation in aqueous solution. It can
void nonspecific adsorption by taking advantage of the strong
ydrophilic properties of the liposome membrane. In addition,
iposome also provides a very flexible, cell membrane-like envi-
onment where biological molecules can retain their structure and
ioactivity [28,29]. Moreover, as a versatile immunoassay label,

iposome has a large internal volume and outer surface area where
housands of reporter molecules can be entrapped or immobilized
nd the release of reporter molecules from liposome is control-
able [30]. Enzyme molecules are also enclosed in liposome and the
roperties of HRP-trapped liposome have been thoroughly inves-
igated using CL [31,32]. Thus, the development of liposome-based
mmunosorbent assays (LISA) has been widely studied [33].

In this paper, a sensitive chemiluminescence immunosensor
as developed for the detection of PSA. A sandwich assay for-
at was established by using a monoclonal antibody pair acting

s the capture probe and detecting probe, respectively. The mon-
clonal antibody pair was comprised with two distinct antibodies
gainst different epitopes of the PSA. The capture antibody specific
o PSA was first immobilized on the microwell plates. After the spe-
ific combination of analyte, the detecting antibody-incorporated
nd HRP-encapsulated liposomes were introduced as a detection
robe. The amount of analyte was corresponding with the number
f bound liposomes and the HRP molecules released from them.
tilizing a luminol/peroxide/enhancer CL system, the measured CL

ntensity was exhibits dynamic correlation to PSA concentration in
he sample solution.

. Experimental

.1. Materials

The PSA standard stock solution was purchased from National
nstitute for the Control of Pharmaceutical and Biological Prod-
cts (Beijing, China). The antibody pair (capture antibody and
etection antibody) consisted of PSA140 monoclonal antibody to
-PSA and PSA103 monoclonal antibody to t-PSA (immunoglob-
lins G, all developed in mouse) was obtained from Tianjian.
iotechnologies Company (Tianjin, China). Patient serums samples
f varying PSA concentrations were supplied by Hunan Provincial

umor Hospital (Changsha, China). Phosphoethanolamine (PE) and
,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) were from
igma. Bovine serum albumin (BSA), glycine, horseradish perox-
dase (HRP), IgG, HSA, IgE, and thrombin were obtained from
eijing Dingguo Biotechnology Company (Beijing, China). Triton

h
(
l
t
u
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-100, sodium dodecyl sulfate (SDS) and cetyltrimethylammo-
ium bromide (CTAB) was purchased form Amresco. An enhanced
luminal/peroxide/enhancer) CL system (SuperSignal ELISA Femto;
ierce, Rockford, IL) was used for the measurement of HRP activ-
ty. All chemicals and reagents used in this study were of analytical
rade quality. Solutions were prepared in deionized, distilled water
resistivity >18 M� cm).

.2. Buffer and solutions

The Na2CO3–NaHCO3 buffer solution (0.2 M, pH 9.6) was used
s the coating buffer. The phosphate buffer saline (PBS, pH 7.4)
as prepared using 1/15 M Na2HPO4 and 1/15 M KH2PO4. The

lycine–NaOH solution (pH 7.2) was obtained by 3 M glycine and
M NaOH.

.3. Apparatus

The chemiluminescence spectra were recorded on a fluores-
ence spectrophotometer (Jobin Yvon Fluorolog3, France). The
6-well microtiter plates (opaque white polystyrene plates with
Maxisorp surface, exhibiting low cross-talk between adjacent
ells) were obtained from Nunc (Nalge Nunc, UK).

.4. Preparation and functionalization of liposomes
ncapsulating HRP

The liposomes were prepared according to a documented pro-
edure [34] with slight modifications described as follows: Stock
olutions of DPPC and PE were prepared in a chloroform/methanol
ixture (6:1, v/v). The solution of DPPC and PE (3 mg in total) were
ixed in the molar ratio of 3:1 (DPPC/PE) in a 5-ml round-bottom

ask. Then the organic solvent was removed by rotary evapora-
ion under reduced pressure (0.09 MPa), leaving a thin lipid film
n the inside wall of the flask. The film was dispersed in 1.5 ml
f HRP solution and incubated in a water bath at 50 ◦C and then
onicated using a probe-type sonicator for 5–10 min at 100 W in
ce bath to reduce the average size of the liposomes. The result-
ng liposome suspension was centrifuged at 3000 rpm (644 g) for
5 min to remove residual multilamellar vesicles and aggregated
ipids. The unencapsulated enzymes were removed by sephadex
-100 column. The diameter of the resulting liposome was mea-
ured to be 120±15 nm using a dynamic light scattering system
Zeta Plus, Brookhaven Instruments Corp.). The average volume of a
ingle liposome was calculated to be 9.0×10−13 �l and the number
f HRP molecules encapsulated in a single liposome was calculated
o be 24.

.5. Coupling of antibody to the HRP-encapsulated liposomes

Liposomal conjugates with mouse anti-tPSA monoclonal anti-
ody (immunoliposomes) were prepared via glutaraldehyde
oupling according to a documented method [35] with slight
odifications: To 0.5 ml of 2.5% glutaraldehyde solution, 1.5 ml of

iposomes encapsulating HRP (2 mg lipid ml−1) were added in drops
nder gently stirring for 1 h at 25 ◦C. Excess glutaraldehyde solu-
ion was disposed by dialysis overnight in phosphate buffer (pH
.2) at 4 ◦C. Then, 45 �l of 2.1 mg/ml PSA mouse anti-hIgG mono-
lonal antibody (detection antibody, PSA103) solution was added
nder gently stirring for 1 h at 25 ◦C. In order to block excess alde-

yde groups on the liposome surface, 60 �l of 3 M glycine–NaOH
pH 7.2) was added followed by incubation overnight at 4 ◦C. The
iposome-coupled and uncoupled antibody in the resulting solu-
ion were separated by sephadex G-100 column and kept at 4 ◦C
ntil use.
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solid phase is crucial to minimize the nonspecific adsorption would
ultimately affect the analytical performance of the assay. For this
reason, the concentration of Mab PSA140 in coating buffer was opti-
mized. Fig. 1 shows the effect of concentration of Mab PSA140 on the
chemiluminescence response at a fixed concentration of PSA. The
Scheme 1. Schematic diagram of the developed

.6. Analytical protocol for chemiluminescence determination of
SA

The solid-phase antibody PSA140 Mab was immobilized
n MaxiSorp microtitration wells by physical adsorption. The
ells were coated overnight at 4 ◦C with antibody solution in
a2CO3–NaHCO3 buffer. After thoroughly rinsing, the wells were
locked with 1% BSA for 1 h at 37 ◦C. After washing with PBS, the
ells were exposed to the PSA standard solution or the serum sam-
le with different PSA concentrations. After incubation at 37 ◦C for
.5 h, wells were washed with PBS to remove the unbounded ana-

yte. Then the Mab PSA103-functionalized liposomes encapsulating
RP were dispensed into the wells and incubated for 1 h at 37 ◦C.
ells were washed six times with PBS to remove the unbound

nd nonspecifically bound liposomes. Finally, surfactant solution
as added to the wells and incubated for 30 min at room tem-
erature to lyses the bound liposomes. The resulting solution was
hen transferred to an optical cuvette before chemiluminescence
ssay.

.7. Light emission measurements

Light emission was measured using a fluorescence spectropho-
ometer (Jobin Yvon Fluorolog3, France), connected to a computer
F900 v. 6.3 software). 30 �l of stable peroxide solution was added
o the cuvette and mixed well with the resulting solution. After
uminescence background stabilized, 30 �l luminol/enhancer solu-
ion was injected immediately into the cuvette. The real-time
utput of luminescence intensity was monitored.

. Results and discussion

.1. Analytical principle of the chemiluminescence
mmunosensing method for PSA

A schematic representation of the detection principle of this
hemiluminescence immunosensor was shown in Scheme 1. A typ-
cal “sandwich” type immunoassay was developed by the capture
ntibody fixed in the wells and the antibody-modified and HRP-
ncapsulated liposomes as detecting probes. First, the Mab PSA140
ntibodies were fixed in the wells of the microtiter plate by physi-

al adsorption. Due to the specific interaction of antigen–antibody,
he PSA is captured on the inside surface of each well on inter-
cting with the PSA sample solution, and then sandwiched by the
iposome probe with Mab PSA103 and HRP. The lyses of liposomes

ere performed by the addition of surfactant and the released

F
p
o
T
e

iluminescence immunosensing method for PSA.

RP molecules were measured through a HRP-catalyzed enhanced
hemiluminescence reaction involving the oxidation of luminol by
2O2 with the enhancer.

The developed immunosensing method offered several unique
dvantages over conventional sandwiched immunoassay tech-
iques in PSA detection. First, utilizing the immunoliposome,
ensitivity is greatly increased through a multiplication effect. Sec-
nd, liposome can be programmed to release these encapsulated
ubstances. Third, liposome can avoid nonspecific adsorption by
aking advantage of the strong hydrophilic properties of the lipo-
ome membrane. Also, the high sensitivity and lower nonspecific
ignal of CL technique make the developed immunosensing method
ore perfect when combined with immunoliposomes.

.2. Optimization of Mab PSA140 immobilizing on the wells of
icrotiter plates

The immobilization of Mab PSA140 (capture antibody) on the
ig. 1. Effects of concentration of PSA140 Mab immobilized on the wells of microtiter
lates on chemiluminescence signal change. The assays for 74 ng/ml PSA using vari-
us concentrations of PSA140 Mab were carried out in the optimized buffer solution.
he standard deviations obtained by three repeated measurements are shown as the
rror bars.
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Fig. 2. Effect of amount of added enzyme (HRP) on the chemiluminescent inten-
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Fig. 3. Chemiluminescent intensity of the developed immunosensing method
obtained from the lysis of antibody-modified liposomes encapsulating HPR using
d
o
T
t

s
s
o
l
a
o
f
t
s
o

t
t
b
o
c
i
t
T
t
X
m

3

i
t
i
a
F
s
c
0
l
a

ity of the developed immunosensing method when the concentration of PSA was
4 ng/ml. Other experimental conditions kept unchanged in the optimized buffer
olution. The standard deviations obtained by three repeated measurements are
hown as the error bars.

hemiluminescence response varies gradually as the Mab PSA140
oncentration changing in the range 1.4–35 �g/ml. The maximized
esponse is obtained at the Mab PSA140 concentration of 28 �g/ml
nd then the signal levels off indicating that the immobilized anti-
odies were saturated when the Mab PSA140 concentration of
8 �g/ml.

.3. Optimization of HRP encapsulation in liposomes

The chemiluminescence intensity is directly determined by the
mount of the encapsulated HRP molecule, so the high efficiency of
ncapsulation should therefore guarantee the low detection limit
nd sensitivity enhancement in chemiluminescence detection.
herefore, the encapsulation efficiency of HRP within liposomes
as optimized using HRP solution with HRP concentrations rang-

ng from 1/15 to 10/3 mg/ml in the liposome preparation procedure.
he effect of different concentrations of the HRP solution used
n the liposome preparation procedure on the final chemilumi-
escence response is shown in Fig. 2. Chemiluminescence signal
resents a waveform trend with increasing HRP concentrations
t the uniform concentration of lipid solution. The largest lumi-
escence intensity appears when the HRP concentration in the

ipid solution is 2 mg/ml and then the number of HRP molecules
ncapsulated in a liposome was calculated to be 24. With higher
PR concentration, the capacity of the liposomes was observed

o be reduced which is in good agreement with other works [36].
o the concentrations of the HRP solution used in the liposome
reparation procedure was adopted to be 2 mg/ml in this experi-
ents.

.4. Optimization of the surfactant for the lyses of liposomes

An effective method to detect the marker encapsulated was
rucial to the wide use of liposomes in future multiplex analyses.
ccording to the literature, the released HRP marker was detected

hrough the signal produced by catalyzing oxidation of luminol
y H2O2 with the enhancer. Here, the effect of the character and

oncentration of three different surfactants were investigated. As
hown in Fig. 3, a range of concentrations of surfactant (the non-
onic surfactant Triton X-100, cationics CTAB and anionic surfactant
DS) were examined for the ability to lyse liposomes and release
he HRP molecules into the solution. On the condition of the lipo-

t
0

d
T

ifferent surfactant with PSA concentration of 74 ng/ml: (a) varying concentration
f Triton X-100 (b) varying concentration of SDS (c) varying concentration of CTAB.
he standard deviations obtained by three repeated measurements are shown as
he error bars.

ome encapsulating HRP concentration maintained constant, the
urfactant concentration was increased from 0 to 10 mM and the
ptimal lysis occurred at 1 mM Triton X-100 solution concentration
evel. The initial increase in luminescence intensity upon surfactant
ddition is gradual until the critical micellar concentration (cmc)
f Triton X-100 (1 mM) is reached. Lysis in a certain region results
rom the intercalation of surfactant monomers into liposomes. As
he concentration of surfactant is increased beyond the cmc, lipo-
omes begin to break apart to form micelles leading to the release
f HRP molecules.

Surfactant commonly has a long-chain aliphatic group, and
he hydrophobic tail (the dodecyl part of SDS) which binds to
he hydrophobic backbone of the protein, breaks the hydrogen
ond and hydrophobic interaction, resulting in the denaturation
f protein. Therefore, as shown from Fig. 3, the chemilumines-
ence intensity increase gradually in the beginning with the
ncreasing concentration, when the surfactant concentration fur-
her increases, the chemiluminescence intensity decreases quickly.
his is an immediate evidence of the inactivation of the HRP as
he concentration of surfactant reaches a certain value. So a Triton
-100 concentration of 1 mM was applied in subsequent experi-
ents.

.5. Determination of PSA

Fig. 4 depicts the chemiluminescence signal of the developed
mmunosensing method in response to PSA of varying concentra-
ion in the range from 0.74 pg/ml to 0.74 �g/ml. The luminescent
ntensity, as shown in Fig. 4A, was recorded real-time for 60 s,
nd the peak intensity was used as the measure for quantification.
ig. 4B depicts the dose–response curve of the peak intensity ver-
us PSA concentration. It is clear that CL intensity exhibits dynamic
orrelation to PSA concentration through 6-decade range from
.74 pg/ml to 0.74 �g/ml. This range covers the concentration on

evels critical to prostate cancer diagnosis. According to the 3� rule,
detection limit, which is defined as the concentration with signal
hree times standard deviation over the blank, is estimated to be
.7 pg/ml.

We have investigated the chemiluminescence responses of the
eveloped immunosensing method to common serum proteins.
he technique gave mean (S.D.) chemiluminescence responses of
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Fig. 4. (A) The chemiluminescent signals for different concentrations of PSA by the
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eveloped immunosensing method under the optimized conditions. (a) 0.74 �g/ml,
b) 74 ng/ml, (c) 7.4 ng/ml, (d) 0.74 ng/ml, (e) 74 pg/ml, (f) 7.4 pg/ml, (g) 0.74 pg/ml. (B)
alibration curve for PSA concentration. Conditions are the same as A. The standard
eviations obtained by three repeated measurements are shown as the error bars.

175 (111), 2895 (305), 2137 (64), 1984 (291), 2481 (59), 2171
133), respectively, for BSA (50 �g/ml), HSA (50 �g/ml), human IgG
50 �g/ml), human IgE (50 �g/ml), thrombin (50 �g/ml) as well as
hole serum negative for PSA (10-fold dilution). These responses
ere all much less than that, 49,766 (3102), obtained with
.74 ng/ml PSA, indicating that the developed sensor demonstrates
xcellent selectivity for PSA detection. Therefore, the developed
trategy was expected to hold promise for the detection of PSA in
omplicated serum specimens.

In order to investigate the feasibility of the developed to be
pplied for clinical analysis, four human serum specimens were col-

ected from patients with prostate diseases and determined using
he introduced method with reference to ELISA. The results of both

ethods are shown in Table 1. One observes that the biosensing
ethod give concentration estimates comparable to ELISA, indi-

able 1
omparison of the results obtained by the ELISA method and the developed

mmunosensing method

amples PSA concentration determined by
ELISA (ng/ml)

PSA concentration determined by
the method (ng/ml)

1.88 1.95 ± 0.16
3.22 3.48 ± 0.32

13.00 11.95 ± 1.07
37.05 38.54 ± 2.00

[

[
[

[
[

[
[
[
[

[

[
[
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ators of the feasibility of the developed method for real sample
ssay.

. Conclusion

The present study developed a novel CL for PSA detection using
sandwich assay format based on monoclonal antibodies pair,

ntibody-modified liposomes encapsulating HRP acting as highly
pecific recognition labels for the amplified detection of PSA. The
iposome probe provided a biocompatible environment that was
eneficial for the resistance of nonspecific adsorption of serum con-
tituents, thus ensuring a low background signal in the assay, PSA
rst binds to anti-PSA monoclonal antibodies which were immo-
ilized on the microwell plates and is then sandwiched by the
ntibody-modified liposomes encapsulating HRP. A high level of
ensitivity is obtained with this approach in a concentration range
hat would enable PSA to be detected in clinical samples. The results
emonstrated that the developed immunosensing method could
llow sensitive, selective detection of PSA with highly resistance to
onspecific adsorption. It was expected that the developed strat-
gy might furnish an ideal protocol for sensitive detection of various
rotein targets in clinic diagnosis and medical researches.
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a b s t r a c t

Scanning electrochemical microscopy (SECM) is a powerful tool to examine the respiratory activity of
living cells. However, in SECM measurements of cell respiratory activity, the signal recorded usually also
includes the signal corresponding to the cell topography. Therefore, measurements of cell respiratory
activity using conventional SECM techniques are not accurate. In the present work, we develop a method
for accurate measurement of the respiratory activity of single living cells using SECM. First, cells are
immobilized on a glass substrate modified with collagen. Then, a Pt ultramicroelectrode tip of SECM held
at−0.50 V is scanned along the central line across a living cell and a SECM scan curve, i.e., the relationship
of the tip current versus the displacement (the first scan curve) is recorded with a negative peak. The peak
current ip on this first scan curve is composed of ip1, which corresponds to the cell respiratory activity
and ip2, which corresponds to the cell topography. In order to isolate the ip2 component, the cell is killed

−3
by exposing it to 1.0×10 mol/L KCN for 10 min. The tip is then scanned again with the same trace over
the dead cell, and a second SECM scan curve is recorded. Noting that the topography of the dead cell is
the same as that of the living cell, this second scan curve with a negative peak corresponds now only to
the cell topography. Thus, ip2 is obtained from the second SECM scan curve. Finally, ip1 corresponding to
the respiratory activity of the living cell can be accurately calculated using ip1 = ip − ip2. This method can
be used to monitor real-time change in the respiratory activity of single cells after exposing them to KBr,
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NaN3 and KCN.

. Introduction

Single-cell analysis has been through a rapid development in
he last two decades. Measurements in living cells [1] are essential,
ecause it is almost impossible to refabricate the cellular condi-
ions in vitro. A variety of analytical techniques have been extended
o living cells [2–4]. Scanning electrochemical microscopy (SECM)
s first used to study processes occurring on chemical interfaces in
989 [5]. The most important aspect of SECM is that it provides both
tructural and chemical information of the surface. Therefore, SECM
as been considered as a powerful tool to characterize local bioelec-
rochemical nature of various biological surfaces such as enzymes
6–12], enzyme-labeled antigen–antibody complexes [13,14], plant
issues [15,16], mouse skin [17] and cells [18–20].
Over the past decade, there has been an increased interest in
ECM of single living cells [21–35]. SECM as a useful tool for measur-
ng oxygen concentration near a single cell has received attention
ecause it is capable of providing real-time information on the
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E-mail address: jwr@sdu.edu.cn (W. Jin).

r
d
t
i
t
t
t
t

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.050
© 2008 Elsevier B.V. All rights reserved.

ellular status and the metabolic activity at the single cell level.
ECM has been used to examine in vivo photosynthetic electron
ransport of individual guard cells in plant leaf [21] and to detect
espiratory activity of living cells [22,24,34,35], as well as photosyn-
hetic activity of single protoplasts [23] by measuring the oxygen
oncentration over a living cell. Furthermore, the influence of ben-
oquinone on respiration and photosynthetic electron transport of
single protoplast [25], as well as the oxygen consumption of single
ovine embryos [28] have been investigated using SECM.

In these SECM measurements, an ultramicroelectrode (UME) tip
eld at a negative potential is scanned over a living cell, which

s immobilized on an insulating substrate, in order to record the
ocalized distribution of oxygen by measuring the oxygen reduc-
ion current. The SECM scan curve with a negative peak, i.e., the
elationship of the tip current versus the displacement, is obtained
ue to the oxygen uptake of the cell. A schematic diagram of how
he oxygen concentration over a living cell is measured using SECM

s shown in Fig. 1(A). It is noted that, besides its respiratory activity,
he cell is also an insulator protruding from the substrate. When
he tip is scanned above the cell, the cell as an insulator can block
he diffusion of oxygen as mediator from the solution’s interior
o the cell surface. Oxygen reduction current over the substrate
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Fig. 1. Schematic representation of (A) measuring oxygen concentration due to cell
respiration over a single living cell and (B) measuring SECM negative feedback cur-
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ent corresponding to the cell topography, as well as (C) SECM scan curves of a
eutrophil (1) before and after exposing it to 1.0×10−3 mol/L KCN for (2) 10 min
nd (3) 30 min. Radius of Pt UME tip, 5 �m; tip potential, −0.5 V (vs. Ag/AgCl); scan
ate, 7.5 �m/s; distance between the tip and the substrate surface, 10 �m.

ontaining a cell will decrease as compared to that over the sub-
trate without the cell based on the SECM negative feedback mode
36]. The schematic diagram for recording the SECM scan curve of
living cell as an insulator at the negative feedback mode is shown

n Fig. 1(B). This means that the scan curve (Fig. 1C, curve 1) with a
egative peak corresponds not only to the cell respiration, but also
o the cell topography. Therefore, the negative peak current on the
ECM scan curve recorded for a living cell consists of two different
inds of currents, one corresponding to the cell respiratory activ-
ty and one corresponding to the cell topography. In this work, we
escribe a method for recording only the signal corresponding to
he cell topography (Fig. 1C, curve 2), so that it becomes possible to
ccurately measure the respiratory activity of a living cell by SECM.
eutrophil is chosen as the model cell. This method can also be
sed to monitor real-time respiratory activity of single living cells
fter exposing them to chemical reagents.

. Experimental

.1. Reagents

4.5% dextran T-500 was prepared by dissolving appropriate dex-
ran T-500 (Pharmacia Co., Uppsala, Sweden) in physiological buffer
aline (PBS). The PBS consisted of 0.15 mol/L NaCl, 7.6×10−3 mol/L
a2HPO4 and 2.4×10−3 mol/L NaH2PO4 (pH 7.4). Lymphocyte sep-
ration medium was purchased from Shanghai Hengxin Chemical
eagents Co. Ltd. (Shanghai, China). Other chemicals (analytical
rade) were purchased from standard reagent suppliers. All aque-
us solutions were prepared with doubly distilled water. Several
teps described in our previous work [37] were taken to minimize
iological contamination. Collagen was prepared according to the

ollowing procedure: the tail from a ∼250 g rat was cleaned and
mmersed in 75% ethanol for 30 min before cutting it into pieces
f ∼1.5 cm. Subsequently, the skin of the tailpieces was removed
nd the tail tendons were collected. The collected tail tendons
ere cut further into smaller pieces and kept in 150 mL of 0.1%
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cetic acid for 48 h at 4 ◦C with additional shaking in between.
he mixture was centrifuged for 30 min at 4000 rpm. The super-
atant was transferred to several 1.5 mL sterile tubes and stored at
20 ◦C.

.2. Apparatus

A CHI900 scanning electrochemical microscope with a 5-�m-
adius Pt UME tip (CH Instruments, Austin, TX, USA) was employed
o accomplish SECM experiments. A FV500 Olympus confocal laser
canning fluorescence microscope with an excitation wavelength of
88 nm and a 40×objective was used in this work. The fluorescence

mages at >510 nm were acquired.

.3. Preparation and immobilization of neutrophils

Preparation of human neutrophils was performed as described
reviously [38]. To immobilize neutrophils on the glass substrate
f a Petri dish, we cleaned the substrate for 20 min with a solution
ontaining 48% H2SO4, and 33% HNO3, then washed it with distilled
ater for 15 min in an ultrasonicator. After drying, a drop of collagen
as deposited onto the clean substrate. The Petri dish was placed

n an airtight container with ammonia for 30 min to solidify the
ollagen. The collagen was rinsed with axenic PBS, dried and irra-
iated under ultraviolet ray for 12 h on a clean bench. Subsequently,
0.5 mL of neutrophil suspension was spread on the collagen. Three
ours later, the neutrophils were immobilized on the collagen sur-

ace. Unfixed cells were removed by rinsing twice with axenic PBS.
he cell density was ∼100 cells/cm2. Four milliliters of axenic PBS
s supporting electrolyte were added to perform the SECM experi-
ent.

.4. SECM scan curve

The SECM experiments were performed in a Petri dish acting
s the electrochemical cell with a three-electrode system consist-
ng of an Ag/AgCl reference electrode (1 mol/L KCl), a Pt wire as
he auxiliary electrode, and a Pt UME tip as the working electrode.
he Pt tip was polished with 0.05 �m �-Al2O3 and cleaned with
bsolute ethyl alcohol, 1 mol/L NaOH, 1 mol/L HNO3, and doubly
istilled water, respectively, in an ultrasonicator. Then, the Pt UME
ip was stabilized by scanning the tip several times in the range of

to −0.5 V in the PBS solution. Before the SECM scan curve was
ecorded, the central line of a neutrophil was found based on the
rofile of the oxygen concentration over a neutrophil, which is like
hill. The Pt tip potential was held at −0.50 V versus Ag/AgCl to

etect the localized oxygen reduction current. The tip was moved
lowly and vertically down to the glass substrate, and the tip cur-
ent, i, was detected. When the tip was far away from the substrate,
was a constant value, meaning that the behavior of the tip did
ot change during the run. Then, i decreased with the distance due
o negative feedback as the tip was close to the substrate. When
was at 80% of the steady-state current, the tip was stopped. In

his case, the distance between the tip and the substrate could be
stimated using the fit of the experimental normalized approach
urve [39]. From this fitting, the distance was estimated to be
10 �m. Then, in order to find the central line of the cell, the tip
as moved laterally toward a neutrophil immobilized on the sub-

trate at a constant-height mode, according to the traces shown
n Fig. 2. When the tip was moved along the x-axis above the neu-

rophil (solid line 1), i decreased, because the oxygen concentration
bove a neutrophil was lower than that over the substrate due to
ell respiration and the effect of the negative feedback from the cell
opography. When i increased, implying that the tip left the neu-
rophil, the tip was moved back (dashed line 2) and stopped at the
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Fig. 2. Process of finding the central line of a cell by using SECM.

osition of minimum current. Then, the tip was moved along the
-axis (dashed line 3) across the whole neutrophil, which could be
bserved as i increased. Finally, the tip was scanned reversely along
he same trace (solid line 4) and the two-dimensional SECM scan
urve (i–y curve), i.e., the relationship of the tip current versus the
isplacement, was recorded. All measurements were performed at
5±2 ◦C.

. Results and discussion

.1. Measurement of oxygen concentration over a cell

In PBS, oxygen was reduced at potentials more negative than
V versus Ag/AgCl. A steady-state reduction current was observed
t −0.5 V. Therefore, the Pt tip potential was held at −0.50 V to
etect localized oxygen reduction current over a cell. When the oxy-
en reduction current was used to monitor the respiratory activity
f living cells, instability of this current at the Pt electrode with
ime was observed. This phenomenon is also reported by Bard’s
roup [40]. In this case, the baseline current changes slightly during
otential scanning (Fig. 1C) due to electrode deactivation. In order
o eliminate the effect of the instability of the current recorded for
xygen reduction at the Pt electrode on the measurement of the
eak currents, corresponding to the respiratory activity of the liv-

ng cells, we used the peak current after subtracting the baseline
urrent in the whole work, as shown in Fig. 1(C). In addition, in this
ork, since the cells are intact during the electrochemical mea-

urement, chemical passivation and fouling of electrode surface
aused by protein adsorption do not exist. This advantage allows
n electrode to be scanned many times over and to record all scan
urves for the measurements of cell respiratory activity and the
xposure experiments of cells in chemical reagents, without losing
eproducibility of the obtained results.

.2. SECM scan curve of a dead neutrophil

To accurately measure the i–y curve corresponding to the cell
espiratory activity over a living neutrophil, the i–y curve over a
ead neutrophil corresponding to the cell topography should be
easured first. For this purpose, a living neutrophil was killed by

xposing it to 1.0×10−3 mol/L KCN. (Caution: KCN is very toxic!

are should be taken to avoid direct contact). At the same time,
he cell topography was observed under an inverted microscope.
ig. 3 shows the optical microscope images of a neutrophil after
xposing it to 1.0×10−3 mol/L KCN for 10 and 30 min, respectively.
he cell membrane of the neutrophil was not damaged and the cell

t
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w

ig. 3. Optical microscope images of a neutrophil after exposing it to
.0×10−3 mol/L KCN for (A) 10 min and (B) 30 min.

opography did no change until 10 min later (or longer depending
n the cell situation). Moreover, neutrophils could be stained by
rypan blue after exposing them to 1.0×10−3 mol/L KCN for 5 min,
mplying that the neutrophils were dead after 5 min. After∼30 min,

e could observe that the cell membrane was damaged. Thus, intact
eutrophils without viability could be obtained after exposing it to
CN for ∼10 min.

Fig. 1(C) shows the i–y curves of a neutrophil before and after
xposing it to 1.0×10−3 mol/L KCN for 10 min and 30 min, respec-
ively. For a living neutrophil, the negative peak current, ip, on the
–y curve (curve 1) was 185±6 pA (n = 3). This includes the peak
urrent corresponding to the respiratory activity of the neutrophil,
p1, and the peak current corresponding to the cell topography, ip2.
p2 of 18±6 pA (n = 3) was obtained from the i–y curve (curve 2)
fter exposing the neutrophil to the KCN solution for 10 min. ip2
as ∼10% of ip.

It is true that oxygen can permeate through the cell membrane,
hich enables an additional flux of oxygen through the cell to

he SECM tip. In our previous work [41], however, we investigated
he conversion reaction between hydroquinone (H2Q) and benzo-
uinone (BQ) catalyzed by peroxidase (PO). In that experiment, H2Q
iffuses from a solution to a microwell containing PO through a
itrocellulose film with micropores covered on the microwell. The
2Q is converted into BQ by PO and then the converted BQ diffuses

rom the microwell into the solution. That system is similar to a
ead cell with oxygen diffusion. We found that the amount of BQ
etected over the microwell with the nitrocellulose film is ∼3% of
hat obtained over the microwell without the nitrocellulose film.
his means that the additional flux of oxygen through the cell to
he SECM tip does not exceed ∼3% of that from the solution. This
mall deviation should be allowed.

Additionally, after the neutrophil was exposed to the KCN solu-
ion for 30 min, the profile of the neutrophil became fuzzy, implying
hat cell membrane was damaged. In this case, the peak current of
1 pA on the i–y curve (curve 3) could still be obtained. This value
esulted from the height of the incomplete cell on the substrate.
hese results indicated that the peak current detected over a cell
orresponding to the cell topography could not be neglected for
easurement of respiratory activity of single living cells by SECM.

o, to accurately measure cell respiratory activity, the peak current
orresponding to cell topography should be considered. Addition-
lly, the width of the scan curves in Fig. 1(C) was larger than the
ell diameter. This is because the profile of the SCEM scan curves
eflects the thickness of the diffusion layer of oxygen in the solu-
ion around the cell. Therefore, the tip-to-cell distance should be

onstant in SECM for accurate measurement of cell respiratory
ctivity.

Confocal laser scanning fluorescence microscope (CLSFM)
as also used to measure neutrophil topography. Neutrophils
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this method, one can accurately measure the change in respiratory
activity of single neutrophils with and without chemical stimuli.
Fig. 5 shows the normalized relationship between the cell respi-
ratory activity and time, when stimulated by different chemical
ig. 4. Fluorescence images at different layers of a neutrophil taken by confocal lase
he distance away from the basal surface of a neutrophil (�m): (A) 0; (B) 1.0; (C) 2.0;
nd >510 nm emission.

mmobilized on the substrate were first incubated with non-
uorescent naphthalene-2,3-dicarboxaldehyde (NDA). NDA is a
erivatization reagent that is permeable to cell membrane and can
orm fluorescent complex with intracellular glutathione (GSH).
he fluorescence emitted by NDA–GSH complex at 528 nm can be
etected by excitation at 488 nm [42]. Since the NDA–GSH complex

s impermeable to the cell membrane, fluorescence images can be
cquired. Fig. 4 shows the fluorescence images of a neutrophil at
ifferent layers taken by CLSFM after incubation for 10 min with
×10−4 mol/L NDA. Intracellular fluorescence could be detected

rom 1 to 8 �m from the basal surface of the neutrophil, indicating
hat the height of the neutrophil immobilized on the substrate was
8 �m. When the neutrophil was exposed to 1.0×10−3 mol/L KCN

or 30 min, fluorescence could no longer be detected, because the
ellular membrane was seriously damaged, and the intracellular
DA–GSH complex leaked out into the solution. This phenomenon
as in agreement with that observed using optical microscope

hown in Fig. 3(B). The small height change of the cell could not
e measured using CLSFM. It was found that with 1 �m of change

n the gap between the tip and the cell, the peak current changed
3%. Therefore, the deviation of ip2 between a living cell and a
ead cell for the same cell should be less than this value.

.3. Accurate measurement of respiratory activity of a living

eutrophil

Respiratory activity of a living neutrophil could be accurately
etermined by measuring both the i–y curve of a living neutrophil
nd the i–y curve of a dead neutrophi. This last can be obtained

F
e
F

ning fluorescence microscope after incubation for 10 min with 2×10−4 mol/L NDA.
; (E) 4.0; (F) 5.0; (G) 6.0; (H) 7.0; (I) 8.0 and (J) 9.0. 40× objective; 488 nm excitation

y incubating the living neutrophil for 10 min in 1.0×10−3 mol/L
CN. From both i–y curves, ip corresponding to the living neutrophil
nd ip2 corresponding to the dead neutrophil could be obtained.
rom these two values we can calculate ip1 (ip1 = ip− ip2), which
orresponds only to the respiratory activity of the neutrophil. Using
ig. 5. Time course of relative respiratory activity of neutrophils (1) before and after
xposing them to 7.70×10−5 mol/L (2) KBr, (3) NaN3 and (4) KCN. Conditions as in
ig. 1C.
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eagents (n = 3), i.e., the variation with time of the respiratory activ-
ty relative to the initial respiratory activity at time = 0. In Fig. 5,
he relative respiratory activity was defined as the ip1 ratio ver-
us that taken before exposure to chemical reagents. Curve 1 in
ig. 5 shows the time course of the relative respiratory activity
f single neutrophils in PBS (n = 3). The relative respiratory activ-
ty of single neutrophils was almost constant during 40 min, then
ecreasing very slowly to ∼90% at 120 min. When the neutrophils
ere exposed to PBS containing reagents such as KBr, NaN3 and
CN, the relative respiratory activity decreased rapidly with expo-
ure time. Curves 2–4 in Fig. 5 show the time course of the relative
espiratory activity of single neutrophils, which were exposed to
.70×10−5 mol/L KBr, NaN3 and KCN, respectively (n = 3). The effect
f different reagents on the cell respiratory activity was different.
CN exerted the most significant effect on the respiratory activity
f neutrophils. The effect of KBr on the cell respiratory activity was
he weakest.

. Conclusions

The respiratory activity of a living cell can be accurately mea-
ured by recording both the SECM scan curves with a negative peak,
or a living cell, which is immobilized on an insulating substrate and
or the same cell after it is dead. The difference in peak current on
oth scan curves corresponds to the respiratory activity of the liv-

ng cell. This method can be applied for other SECM experiments as
ell, where we want to determine the oxygen concentration near
living cell. This method can also monitor the real-time viability of

iving cells that suffer from chemical and physical stimuli.
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a b s t r a c t

A coprecipitation method using calcium tungstate was developed to remove 87Sr isobaric interference
with 87Rb prior to measurement of Rb by ID-ICP-MS. Precipitation of calcium tungstate was obtained by
adding Ca(NO3)2 solution and (NH4)2WO4 solution to the sample, where (NH4)2WO4 was added more than
the stoichiometric proportion to precipitate Ca(NO3)2 completely and remove Sr effectively. Furthermore,
eywords:
alcium tungstate
oprecipitation
r
b

in order to reduce matrix burden to the ICP-MS instrument, the residual (NH4)2WO4 was removed by
adding conc. HNO3. Prior to the application, thorough purification of coprecipitant reagent was carried
out to reduce the blank. The effectiveness of the present method was verified by analyzing two brown rice
flour certified reference materials (CRMs), NIES CRM 10a and NIES CRM 10b. Finally, the present method
was applied to the measurement of Rb in a white rice flour RM sample being developed by National

apan.
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. Introduction

Rubidium is one of the most common elements in the earth
rust, animal/fish tissues, human blood and metabolites, and botan-
cal samples [1–3]. The results of some researches indicate that Rb
ossibly contributes to the disturbance of nervous system of dial-
sis patients [4]. However, up to date, the biological role and the
oxicity of Rb are still not clear. Studies on Rb are being challenged
n various research fields [4–9].

Measurement of Rb could be carried out by a variety of ana-
ytical techniques, such as neutron activation analysis (NAA) [10],
lectrothermal atomic absorption spectrometry (ETAAS) [4,11,12],
nductively coupled plasma atomic emission spectrometry (ICP-
ES) [10], and inductively coupled plasma mass spectrometry

ICP-MS) [8,9,13]. Meanwhile, isotope dilution (ID) is a technique
o increase the precision and accuracy of chemical analysis [14,15].
ecause the measurant in ID analysis is the isotope ratio, when the
eference isotope and the spike isotope were completely mixed,
oss of substance and instrumental signal drift will not affect the
nalytical result [15]. However, isobaric interference of 87Sr with

7Rb is an obstacle to ID analysis of Rb, since there are only two
table Rb isotopes, i.e., 85Rb and 87Rb. A mass resolution of 300,000
s necessary for spectrometric separation of 87Sr from 87Rb, which
s too difficult to realize. On the other hand, isobaric interference
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n ID-ICP-MS measurement of some elements might be corrected
ased on the isotope composition of the interfering element [16].
nfortunately, application of such method to Rb is restricted by

he fact that the radioactive decay of 87Rb produces 87Sr which
esults in the variation of Sr isotope composition among various
amples [17]. Therefore, efficient separation of Rb from Sr is often
ndispensable for obtaining a reproducible data of Rb by ID-ICP-MS
18].

A number of works have been carried out to separate Sr from Rb
efore the ID analysis or isotopic ratio measurement [13,19–23]. In
hese researches, extraction and chromatographic separation using
r-specific resin were almost the unique techniques. Recently, the
ork of Rowland et al. provided a novel technique for separation of
b–Sr isobars based on electrothermal vaporization [13].

On the other hand, taking advantage of the simple operation
nd the convenience of batch processing, coprecipitation has been
pplied to the effective separation of various elements from differ-
nt matrix [24–28]. However, coprecipitate-separation of Sr from
b has not been reported, at least to our knowledge.

In the present experiment, we present a novel method for
emoval of Sr from the sample solution, so that the isobaric interfer-
nce of 87Sr with 87Rb could be eliminated prior to the ID-ICP-MS
easurement of Rb. Calcium tungstate was chosen as the copre-
ipitant, which was formed by adding Ca(NO3)2 and (NH4)2WO4
olutions to the sample. The first reason for choosing calcium
ungstate as the coprecipitant is that it is one of the most insol-
ble calcium compounds. The second reason is that the residual
ungstate could be easily removed by adding acid solution, so that
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Table 1
Typical operating conditions of ICP-MS

ICP-MS (Agilent 7500c)
Plasma conditions

Incident power 1.5 kW
Coolant gas flow rate Ar 15.0 L min−1

Auxiliary gas flow rate Ar 0.90 L min−1

Sample gas flow rate Ar 0.70 L min−1

Make-up gas flow rate Ar 0.40 L min−1

Collision gas flow rate He 3.00 L min−1

Sampling conditions
Sampling depth 7 mm from load coil

Nebulizer: MicroMist
Sample uptake rate 0.1 mL min−1

Spray chamber: Scott double path
Wall temperature 2 ◦C

Data acquisition
Scanning mode Peak hopping
Data points 3 points per peak
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respectively. The meaning of other symbols were as follows: mx and
my, mass of x and y in mixed b (g); m′y and mz, mass of y and z in
mixed b′ (g); cx, cy, and cz, concentration of Rb [ng g−1] in x, y, and z,

−1
Dwell time 1 ms
Sweeps 1000
Replicates 10

he burden to ICP-MS could be restrained effectively. The sec-
nd reason is important, because an excess amount of ammonium
ungstate is needed to remove Sr from the sample solution com-
letely.

Effectiveness of the present method was verified by analysis of
wo certified reference materials (CRMs). Determination of Rb in a
andidate white rice flour reference material was also carried out.

. Experimental

.1. Instrumentation

Measurement of Rb and Sr were carried out using an ICP-MS
nstrument (Agilent HP7500c, Yokogawa). The typical operating
arameters of the ICP-MS are summarized in Table 1. A microwave
igestion instrument (ETHOS 1, Milestone General K.K., Japan) and
igestion vessels were utilized for the digestion of the samples. An
utomatic cleaning system (TraceClean system, Milestone General
.K.) was used for the cleaning of digestion vessels.

.2. Materials, reagents, and samples

High purity calcium nitrate (99.995% as Ca(NO3)2·nH2O) and
mmonium tungstate (99.999% as (NH4)10W12O41·5H2O) reagents
sed as coprecipitants were purchased from Wako Pure Chemi-
al Industries, Ltd. (Japan). Calcium nitrate was dissolved in pure
ater to obtain a solution containing approximate 2% of Ca. Purified

mmonium tungstate solution (approximate 5% of W) was obtained
fter the reagent was thoroughly purified using HNO3.

The atomic absorption spectrometry grade single element stan-
ard solutions of Sr and Rb (1000 mg L−1, guaranteed by the Japan
alibration Service System, JCSS) were also purchased from Wako
ure Chemical Industries, Ltd. Ultrapure grade (Ultrapur®) HNO3,
H4OH and H2O2 solutions were purchased from Kanto Chemical
o., Inc. (Japan). An 87Rb enriched isotope spike was purchased from
ak Ridge National Laboratory (Oak Ridge, TN).

Polypropylene sample bottles, centrifuge tubes and single-use

ppendorf micropipette tips were used throughout the present
xperiment. Prior to the application in experiment, all sample bot-
les, tubes, and pipette tips were cleaned by soaking in 3 M nitric
cid solution for 1 week followed by rinsing with pure water. Diges-
ion vessels were cleaned with the TraceClean system employing

r
a
K
R
r
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0% aqua regia followed by rinsing with pure water. Pure water used
hroughout the present experiment was prepared using a Millipore
urification system (Element, Nihon Millipore Kogyo, Japan).

Rice flour CRMs purchased from National Institute for Environ-
ental Studies (NIES, Japan; NIES 10a and NIES 10b) were analyzed

o verify the effectiveness of the present method. Three bottles of
andidate white rice flour RM sample being developed by National
etrology Institute of Japan (NMIJ) were randomly selected from

he stocks and subjected to the digestion and measurement of Rb,
oo.

.3. Microwave digestion procedure

An aliquot of 0.5 g of the sample was weighed and put into
he digestion vessel. After adding 7 mL of nitric acid and 0.5 mL
f hydrogen peroxide solution, the samples were subjected to the
rst step of microwave irradiation (ramp: 150 ◦C for 30 min, hold

or 5 min). Furthermore, after cooling the vessels and adding 0.5 mL
f hydrogen peroxide solution to each digestion vessel, the samples
ere subjected to the second step of microwave irradiation (ramp:
20 ◦C for 25 min, hold for 20 min). Finally, the residual acid was
ompletely evaporated and the samples were dissolved to obtain
pproximate 20 mL of 2% nitric acid measurement solutions.

In the present experiment, digestion blank test was carried out
sing an empty digestion vessel, which was added with digestion
eagents and subjected to microwave irradiation together with the
amples. Test of moisture content was carried out according to the
nstruction of each CRMs.

.4. Optimized procedure for coprecipitation

First, 40 �L of 10% Ca(NO3)2 solution and 1.6 mL of 10%
NH4)2WO4 solution were added into each 1 mL of digested sample
olution. After shaken for 5 min and laid for 30 min, the precipi-
ate was separated by centrifugation (4000 rpm, 2 min), in which
r was enriched. Furthermore, 2 mL of conc. HNO3 was added to
he supernatant solution. After shaken for 1 min and centrifuged
4000 rpm, 2 min), the residual tungstate was removed as precipi-
ate of tungstic acid. Finally, the supernatant solution was properly
iluted with pure water and measured with ICP-MS.

.5. Calculation in the ID-ICP-MS method

Calculation of analytical results was based on Eq. (1) following
he instruction of EURACHEM/CITAC Guide CG 4.

x = cz × r × my

wmx
× mz

m′y
× Ky × Ry − Kb × Rb

Kb × Rb − Kx × Rx

×Kb′ × Rb′ − Kz × Rz

Ky × Ry − Kb′ × Rb′
− cblank (1)

In Eq. (1), the subscripts of x, y, z, b, and b′ represent the sam-
le, the isotope enriched spike, the standard, the mixed solution
f x and y for ID, and the mixed solution of y and z for reverse ID,
espectively; cblank, observed procedure blank [ng g ]; Rx, Ry, Rz, Rb
nd Rb

′, measured ratio of 85Rb/87Rb in x, y, z, b and b′, respectively;
x, Ky, Kz, Kb, and Kb

′, mass bias correction factor of Rx, Ry, Rz, Rb, and
b
′, respectively. The w and r are wet factor and repeatability factor,

espectively.
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the solution was not more than 100 �g g , it did not noticeably
affect the measurement of Rb isotopic ratio. In the present work,
because the concentration of W in final measurement solutions was
approximate 30 �g g−1, the analysis did not suffer from noticeable
interference of W matrix.
Y. Zhu et al. / Tala

. Results and discussion

.1. Purification of ammonium tungstate

Prior to the application to the samples, impurities in copre-
ipitant reagents were investigated. Because Sr impurity could be
ully removed together with CaWO4 in the coprecipitation process,
urification was focused on Rb impurity. It was found that Rb in
alcium nitrate was negligible, i.e., approximate 0.11 ng g−1 of Rb in
solution containing 2% Ca. However Rb in ammonium tungstate

s significant, i.e., approximate 20 ng g−1 of Rb in a solution con-
aining 5% of W. Therefore, ammonium tungstate was purified to
educe the reagent blank of Rb.

Firstly, approximate 10 g of (NH4)2WO4 reagent was poured into
5 mL of 3 M HNO3 solution to obtain a precipitate of H2WO4. After
entrifuged separation, the H2WO4 precipitate was washed with
nother 25 mL of 3 M HNO3 in an ultrasonic bath for 2 min. After
hat, the H2WO4 precipitate was centrifuged and collected again.
he above washing procedure was repeated over 20-times until
b signal in the supernatant became constant. Finally, the puri-
ed H2WO4 precipitate was dissolved with 100 mL of NH4OH to
btain a purified ammonium tungstate, which was used as the
oprecipitant. In order to check the washing efficiency, Rb in each
upernatant solution was measured by ICP-MS. The signal inten-
ity of 85Rb in the 1st, 5th, 10th, 15th, 20th, and 21st supernatant
olution was approximate 300 000, 50 000, 4000, 1500, 500 and
00 cps, respectively. It suggests that Rb was effectively removed
fter the washing procedure was performed for 20-times. After
uch purification, Rb concentration was reduced to approximate
.8 ng g−1 in the purified ammonium tungstate solution which con-
ained 5% of W.

.2. Optimization of coprecipitant amounts

A digested solution of NMIJ candidate white rice flour RM
ample was used as test solution to optimize the amount of copre-
ipitant, which is required to achieve a compromise of Sr removal
fficiency and reagent blank control.

At first, 2 mL of the (NH4)2WO4 solution (5% of W) was added
nto each 1 mL of the sample solution. Different amounts (20, 40, 60,
nd 80 �L, respectively) of the Ca(NO3)2 solution (2% of Ca) were
dded to the sample solutions. After coprecipitation and separa-
ion, the Sr content in the measurement solution was determined
o assess the Sr removal efficiency. It was found that 40 �L of cal-
ium nitrate solution was enough to remove Sr from the sample
olution, where approximately 99% of Sr was removed.

Furthermore, 40 �L of the calcium nitrate solution was added
nto each 1 mL of the sample solution, into which different amounts
f the ammonium tungstate solution were added to assess the Sr-
emoval efficiency. When 1.2, 1.4, 1.6, 1.8, and 2.0 mL was added,
he Sr-removal efficiency was approximately 92, 93, 99, 99, and
9%, respectively.

As a result of the above optimization, 40 �L of the calcium
itrate solution and 1.6 mL of the purified ammonium tungstate
olution were added to 1 mL of digested sample for coprecipitation
o remove Sr. Under this condition, the concentration of Ca and W in
he sample solution were approximate 0.03 and 3%, respectively, in
hich the mole ratio of (Ca:W) was approximate (1:22). The solu-

ility of calcium tungstate at 20 ◦C is approximate 0.0024 g/100 mL

i.e., 24 �g/mL) [29]. Therefore, it is apparently that the Ca content
ould be fully precipitated. However, more than 90% of W con-
ent was left in the measurement solution after coprecipitation,
n which the concentration of W was too high to be introduced into
he ICP-MS. The residual W was removed as H2WO4 by adding 2 mL

F
c
u

ig. 1. Dependance of measured 85Rb/87Rb isotope ratio on the concentration of W
n the sample.

f conc. HNO3. The concentration of W in the final measurement
olution was reduced to approximate 30 �g g−1.

In the present work, blank test was carried out by adding a small
mount of isotope spike to a digestion vessel, in which the same
mounts of digestion reagents as those used for the samples were
lso added. Blank test solution was also subjected to the copre-
ipitation separation in the same way as the sample. As a result,
he blank was found to be 0.071±0.001 �g g−1 (mean± standard
ncertainty, n = 10).

.3. Effect of tungstate concentration on Rb isotopic ratio
easurement

The solution for reverse ID was used as the matrix effect test
olution for Rb isotopic ratio measurement. A proper amount of
mmonium tungstate solution was added to the test solution so
hat the concentration of W was 50, 100, 300, and 500 �g g−1,
espectively. The results of Rb isotope ratio measurement are illus-
rated in Fig. 1. As is seen in Fig. 1, when the concentration
f W exceeded 300 �g g−1, the observed Rb isotopic ratio was
lightly higher than that obtained in the test solution without
mmonium tungstate. However, when the concentration of W in

−1
ig. 2. Analytical results of Rb solution with different concentration of Sr (solid line:
oncentration calculated based on the solution preparation; dashed line: range of
ncertainty; error bar: expanded uncertainty of measurement, k = 2).
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Table 2
Analytical results of the samples (�g g−1)

Sample Present methoda Certified ICP-MSb

NIES CRM 10a 4.41 ± 0.04 4.5 ± 0.3
NIES CRM 10b 3.16 ± 0.05 3.3 ± 0.3
NMIJ RMc 1.76 ± 0.03 1.75 ± 0.02
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a Mean± expanded uncertainty, k = 2.
b Analytical results obtained by ICP-MS with calibration method.
c NMIJ white rice flour candidate RM.

.4. Analytical results of Rb solutions with various Sr
oncentrations

In order to confirm the effect of the present method, 20 ng mL−1

b standard solutions with 2, 20, and 200 ng mL−1 of Sr were deter-
ined by ID-ICP-MS after separation. The results are illustrated in

ig. 2. As is shown in Fig. 2, all the results agreed with the orig-
nal concentration calculated based on the solution adjustment.
urthermore, the ratio 86Sr/85Rb in 20 ng mL−1 Rb standard solu-
ions with 2, 20, and 200 ng mL−1 of Sr was 0.014, 0.140, and 1.402,
espectively. After separation by coprecipitation, the ratio 86Sr/85Rb
n all the obtained solutions decreased to less than 0.0001. These
esults confirmed the fact that the present coprecipitation method
as effective to selectively remove Sr from the solution.

.5. Analytical results of Rb in the samples

Two brown rice CRMs were analyzed to validate the present
ethod. The results are summarized in Table 2, together with the

ertified values. All the results given in Table 2 were expressed as
mean± expanded uncertainty (k = 2)), where the expanded uncer-
ainty was estimated by spreadsheet calculation considering the
tandard uncertainty of each factor given in Eq. (1). It is seen in
able 2 that the analytical results of the CRMs agreed with the cer-
ified values very well, which indicate that the present method was
ffective for Rb measurement by ID-ICP-MS.

The present method was also applied to the measurement of
b in white rice flour candidate RM being developed by NMIJ. It is
een in Table 2 that the analytical results obtained by the present
ethod were coincident with that obtained by ICP-MS with cali-

ration method.

. Conclusion

A coprecipitation method with calcium tungstate was success-
ully applied to removal of Sr prior to the measurement of Rb
y ID-ICP-MS. The blank could be controlled by purification of
he coprecipitant reagent. The residual precipitant was effectively

educed by adding acid solutions to the sample solution. The results
f CRMs indicate that the present method was effective as a candi-
ate method for Rb measurement with ID-ICP-MS.

Besides, in order to confirm whether the coprecipitation of cal-
ium tungstate could be used to separate other elements, a test

[

[
[

(2008) 897–900

as carried out for multielement mix solution. The results showed
hat coprecipitation with calcium tungstate could also effectively
emove Sc, Mn, Fe, As, Y, Ba, lanthanides, Tl, Pb, and U from the
olution. On the other hand, Li, Na, Mg, Al, V, Ag, and Th left in
he measurement solution after precipitation of calcium tungstate.
hese results indicate that coprecipitation with calcium tungstate
ight be applied to not only the preconcentration of the former

lements, but also the separation of the latter elements from the
ormer ones. Further works using calcium tungstate coprecipitation
re in progress.
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